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ABSTRACT: In the presence of cationic surfactants (C16H33NR3Cl; R = Me, n-Pr, n-Bu), the shape of rate versus
surfactant concentration profiles for the basic hydrolysis of 2-(4-bromophenoxy)quinoxaline depends on substrate
concentration. At low substrate concentration there is a single rate maximum and with a 10-fold substrate
concentration increase a double rate maximum is observed. The first rate maximum is ascribed to reaction occurring
in premicellar aggregates and the second to reaction in micelles. At low substrate concentration the effect of
surfactant head group size was examined. Second-order rate constants in the micellar pseudophase increase with
increasing head group size. Copyright  2003 John Wiley & Sons, Ltd.
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The effect of premicellar assemblies and surfactant head
group size upon reaction rates is currently of interest.1–5


In this work we are concerned with the role of associative
colloids on nucleophilic heteroaromatic substitution
reactions. To this end, we investigated the basic
hydrolysis of 2-(4-bromophenoxy)quinoxaline (1) in the
presence of cationic surfactants with different head group
size and over a wide range of surfactant concentrations
over and below the surfactant critical micelle concentra-
tion (cmc).


Micellar effects upon reaction rates and equilibria are
generally described by using the pseudophase model.6–8


According to the model, micelles create a distinct
reaction medium, a pseudophase, where reactions occur.
Typically micelles accelerate bimolecular reaction of
counter-ions and inhibit those of co-ions. Below the cmc
surfactants are present as monomers and above the cmc
as fully formed micelles. Previously, we examined the
effect of micellar systems on the nucleophilic heteroaro-
matic substitution of some quinoxaline derivatives,3,9–12


and rate increases below the surfactant cmc were
observed. In this work, we hoped to gain further insight
into the structure of association colloids that affect the


basic hydrolysis of 1 and of the nature of the interactions
between the substrate and the surfactant’s head group.
Reaction of 1 with OH� was also followed in solutions of
non-micellizing tri-n-octylalkylammonium ions. Sub-
strate 1 is highly hydrophobic, binds strongly to micelles
and its reaction can be easily followed by ultraviolet
spectroscopy. Surfactants were hexadecyltrialkylammo-
nium chlorides [C16H33NR3Cl; R = Me (CTACl), n-Pr,
(CTPACl), n-Bu (CTBACl)]. The non-micellizing am-
monium salt was tri-n-octylammonium mesylate
(TOAMs).
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Compound 1 hydrolyzes to form 2-quinaxolone (2) at
25.0°C (Scheme 1). The basic hydrolysis was studied
following the appearance of product 2 at 362 nm. The
second-order rate constant value is 9.1 � 10�2 l mol�1


s�1.
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Figures 1–3 show the observed rate versus surfactant
concentration profiles for the alkaline hydrolysis of 1 at
low substrate concentration (8.0 � 10�6 M) and in the
presence of CTACl, CTPACl and CTBACl.


Rate versus concentration profiles show a single rate
maximum, a common feature of micelle-modified bimol-
ecular reactions. After the initial catalytic acceleration at
low surfactant concentration, the rate constant values
tend to decrease as the surfactant concentration increases
owing to dilution of the reagents in the micellar
pseudophase.


The results for the hydrolysis of 1 in cationic micelles
at low substrate concentration can be described in terms
of Scheme 2, where S is the substrate, Dn is the micellized


surfactant, i.e. [Dn] = [D] � cmc (the cmc is taken as the
concentration of the monomeric surfactant), KS is the
substrate binding constant and k�W and k�M are first-order
rate constants in the aqueous and micellar pseudophase,
respectively. The first-order rate constant is given by6


k� � k�MKs�OH�
M�


1 � KS�Dn� �1	


First-order rate constants can be written as second-
order rate constants, kW and kM, with the concentration of
OH� in the micellar pseudophase written as a mole
fraction:


k�W � kW�OH�
W� �2	


k�M � kMmOH
M � kM�OHOH


M ���Dn� �3	


[OHw
�] is a molarity in terms of total solution volume. In


order to quantify the micellar effect under these specific
reaction conditions, we applied a mass action model
proposed by Bunton and co-workers.13 Micellar binding
of OH� and Cl� is assumed to follow the equations,13


K �
OH � �OH�


M��
��OH�
W���Dn� � �OH�


M� � �Cl�M�	� �4	
K �


Cl � �Cl�M ��
��Cl�W���Dn� � �OH�
M� � �Cl�M�	� �5	


Table 1 shows the estimated rate constants in the
micellar pseudophase and the values of the parameters
that best fit the experimental results for hydrolysis of 1 in
cationic micelles and at low substrate concentration.
Solid lines in Figs 1–3 represent the values of k�
calculated with these parameters by Eqns ((1)–(5)). The
fit of theory and experiment is reasonably good. kM and
KS were treated as adjustable parameters although the
fitting is relatively insensitive to KS values. kW and kM are
second-order rate constants, the units of kW are l mol�1


s�1 following the usual convention, but concentration of
the nucleophile in the micelles is written as a mole ratio,
so that dimensions of kM are s�1 [Eqn. (3)]. This
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concentration can be written as molarity with molar
volume VM, and the second-order rate constant, kM,
l mol�1 s�1, is given by7b


km
2 � kMVM �6	


Estimates of VM range from 0.14 to 0.37 l,7,8 and in this
report the lower limit was selected. The second-order rate
constant in the micellar pseudophase increases as the
surfactant head group size increases (Table 1). Several
factors may alter reaction rates when using surfactants
with bulky head groups. The observed micellar rate
increase with increase in head group size might be due to
the disruption of hydroxide ion hydration in the more
hydrophobic interfacial region. The local concentration
of water in the interfacial region decreases as the head
group bulk increases, increasing OH� nucleophilicity in
this region. Another possible factor is interfacial polarity
changes with head group size. Interfacial region polarity
is known to decrease with bulky head groups. There is
evidence that micelles favor reactions in which there is
extensive charge dispersion in the transition state, and
that the discrimination increases with increasing bulk of
the surfactant head group.5c,14


!�
����� �� ������	
� �����
��������


Figures 4–6 show the rate versus concentration profiles
for the alkaline hydrolysis of 1 with a 10-fold increase in
substrate concentration, 8.0 � 10�5 M, and in the pre-
sence of CTACl, CTPACl and CTBACl, respectively.
The profiles show four distinctive characteristics: (a)
double rate maxima, (b) rate increases below the cmc, (c)
the first rate maximum is higher than the second rate
maximum and (d) double rate maxima disappear with
added salt. One possible explanation for the observed
characteristics is that substrate hydrophobicity induces
micellization and, consequently, there are rate effects
below the surfactant cmc; however, this rationalization
does not explain the observed double rate maxima.
Another possibility is that at very low surfactant
concentration, surfactants self-aggregate forming asso-
ciative complexes, which bind the substrate and speed the
reaction rate. These pre-micellar aggregates disappear as
micelles form and take up the substrate, hence the first
rate maximum is ascribed to reaction in pre-micelles. As
the surfactant concentration increases, the rate maximum
disappears as micelles form and dissolve the pre-micellar
complexes. The presence of double rate maxima has been
observed previously for other micellar-catalyzed reac-
tions.2,3 Rate versus concentration profiles for the
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Surfactant 102 [OH�
T] (M) K�Cl (l mol�1) 104 cmc (M) kM (s�1) 10 k2


m (l mol�1 s�1)


CTACl 0.2 115 7 0.84 1.2
CTACl 2.0 115 7 0.84 1.2
CTPACl 0.2 60 5 1.2 1.7
CTPACl 2.0 60 5 1.2 1.7
CTBACl 0.2 48 4 2.9 4.1
CTBACl 2.0 48 4 2.9 4.1
a At 25.0°C and with KS = 9000 l mol�1, kW = 9.1 � 10�2 l mol�1 s�1, K�OH = 55, 25 and 12 l mol�1 for CTA�, CTPA� and CTBA�, respectively.5d


[Substrate] = 8.0 � 10�6
M.
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alkaline hydrolysis of 4-chlorophenoxy- and 2-fluoro-
phenoxyquinoxaline show a double rate maximum at
high substrate concentration.3,15 It is known that the
pseudophase model fails near the cmc mainly because of
the pseudophase assumptions.7b,8 One of those assump-
tions is that there are no interactions between the
substrate and the monomeric surfactant, so that the
concentration of micellized surfactant can be related to
that of total surfactant in terms of the cmc.6,7b,8 The
present and previous data3,15 support the idea that at very
low surfactant concentrations the quaternary ammonium
head group interacts with quinoxaline derivatives,
probably by polarizing its � electron cloud.


Observed rate values for the basic hydrolysis of 1 are
lower in the presence of fully formed micelles than in the
presence of clustered surfactants. These clusters are more
effective than micelles in promoting the reaction. In the
presence of cationic surfactants, there should be a strong
interaction between the cationic head group and the
quinoxaline � electron cloud that induces the formation
of hydrophobic tight ion pairs or associative complexes
that attract further substrate molecules. Added salts
suppress the double maxima by inducing micellization.


Some experiments were performed in the presence of
the highly hydrophobic salt trioctylmethylammonium
mesylate (TOAMs, Fig. 7) with 8.0 � 10�5 M substrate
concentration and 0.02 M NaOH. The ammonium salt
aggregates, forming supramolecular structures, but they
do not form micelles. The physical properties of solutions
of these ammonium salts do not change with aggregation.
The tetralkylammonium salt accelerates the basic hydro-
lysis of 1 (Fig. 7). This result provides evidence for the
existence of pre-micellar particles that are able to
associate with the substrate and increase the reaction
rate.


The results from the present study allow us to make
some general remarks concerning future work on
nucleophilic heteroaromatic substitution reactions as-
sisted by both micelles and, more efficiently, by
submicellar aggregates. For micellar catalyzed reactions


it is important to make a distinction between reactions
favored by both micelles and submicellar aggregates.
There are relatively few systems where this distinction
could be made.2,3 Observation of rate extrema in the
basic hydrolysis of quinoxaline derivative 1 allows us to
distinguish between these possibilities. At surfactant
concentrations close to the cmc, pre-micellar complexes
are important in most surfactant-mediated reactions.
However, double rate maxima are observed only with
hydrophobic and polarizable substrates such as 1, which
interacts with hydrophobic ammonium ions.


In the present study, data analysis indicated that pre-
micelles are much better catalysts than cationic micelles.
In dilute surfactant solutions, substrate 1 induces the
formation of submicellar clusters and alters their catalytic
effectiveness.


For micellar assisted reactions, it is reasonable to
analyze micellar rate effects in terms of the distribution
of reactant between water and micelles only if the
reaction is followed under conditions where the existence
of submicellar clusters is disproved. It is very easy to
miss double rate maxima unless a large number of data
points are taken near the cmc. Studies of surfactant
effects on reaction rates should cover a wide range of
surfactant concentrations below and above the surfac-
tant cmc in order to identify the nature and role of the
supramolecular structures affecting rates.


The following conclusions can be drawn for the
alkaline hydrolysis of 1 in the presence of cationic
surfactants: (a) submicellar assemblies activate the
substrate toward nucleophilic substitution but micelles
assist reaction by concentrating both reactants in the
small volume of the Stern layer; (b) rate–surfactant
concentration profiles depend on substrate concentration;
(c) pre-micellar particles are catalytically more effective
than micelles; and (d) bulky head groups increase
nucleophile reactivity.
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substrate have been described.16 The surfactants were
samples used in earlier work.3 In neutral solution, a
condition where the spontaneous hydrolysis of 1 is
negligible, cmc values were determined in the presence
of the substrate and from plots of surface tension versus
log[surfactant] (Table 1). Surface tensions were
measured at room temperature on a Fisher du Noüy-type
tensiometer.



�������	 Reactions were followed spectrophotometri-
cally at 362 nm following the appearance of product 2 at
25.0°C in a Perkin-Elmer Lambda II spectrometer.
Substrate was added as a freshly prepared solution in
MeCN so that the final reaction solution contained 0.1%
MeCN. Observed rate constants are given in reciprocal
seconds. Values of k� were calculated by using the
integrated first-order rate equation with correlation
coefficients of 0.999 or better. Some reactions were run
following the appearance of 4-bromophenoxide ion at
243 nm; rate values are within 3% agreement with values
measured at 362 nm. Reaction solutions were prepared in
distilled, deionized, CO2-free water.
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ABSTRACT: Hydrogen bonding effects of protic solvents, apart from bulk properties, on the reaction rate of the
cycloaddition of cylopentadiene and vinyl acetate in the presence of water and methanol in the gas phase were
investigated. The results showed that methanol increases the reaction rate in the gas phase more than the water. This is
attributed to the stronger hydrogen bonding effect of methanol in this phase. Ab initio and semi-empirical calculations
show that methanol stabilizes the transition state of the reaction more than water. This arises from two different
origins, distribution of charge and geometry of the hydrogen bond. Copyright  2002 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc


KEYWORDS: cycloaddition reaction; hydrogen bonding; solvent effect; theoretical study; gas phase kinetics
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Interest in the role of solvents in organic reactions has
increased over the last few years. A considerable
influence of solvents on chemical processes (reaction
rate, selectivity, etc.) has been well established in the last
decade.1–5 Studies have revealed that a number of
organic reactions proceed more rapidly in aqueous
solutions than in organic solvents.6–11 The use of water
as a solvent has obvious environmental and economic
advantages over other solvents.


Diels–Alder (DA) cycloaddition reactions have be-
come a benchmark for theoretical and experimental
studies of solvent effects.2–5,12 In previous studies, it has
been reported that the acceleration of DA reactions in
water is mainly a result of a combination of hydrophobic
interactions and hydrogen bonding.13 For experimental
investigation of the influence of hydrogen bonding on DA
reactions, Otto et al. compared the DA reaction of
cyclopentadiene (CPD) and methyl vinyl ketone with the
reaction of the corresponding sulfone in some protic and
aprotic solvents.14 Blake et al. calculated extent of
hydrogen bonding to the dienophile and also its effect on
the stability of the transition state (TS) in the DA reaction
using ab initio calculations. As in previous calculations,
they noted that hydrogen bonding is particularly sensitive
to small charge variations, and consequently the largest
solvent effects will be found in hydrogen bond donor
solvents.2


No experimental work has been reported on hydrogen
bonding effects of protic solvents on DA reactions
separately from their bulk properties. For this purpose,
we have carried out DA reactions of cyclopentadiene and
vinyl acetate in the gas phase as a model reaction in the
presence of water and methanol vapor (Scheme 1).
Theoretical calculations were also carried out to achieve
a better understanding of this effect, especially to
compare the hydrogen bonding abilities of methanol
and water in the stabilization of the TS of this DA
reaction.
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The experimental results of the kinetic study of the
reaction are given in Table 1. The reaction rate was
obtained in the presence of methanol, water, a mixture of
methanol and water vapor and without any solvent vapor.
For the three vapor phases, the reaction rates were higher
than that in the absence of any solvent vapor.


Since the reaction was carried out in the presence of a
saturated vapor of solvents, it may be mistakenly
concluded that this increase could arise from the pressure
effect of the solvent vapor. We selected the reaction
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conditions to be pseudo-first order, and first-order
reactions are independent of pressure.15 Furthermore,
when we compare the vapor pressure of water
(20.9 mmHg at 296.1 K) with that of a vapor mixture of
water and methanol (19.1 mmHg at 296.1 K) (for a 2:1
volume ratio of liquid phase of water and methanol,
obtained using the Ramsay–Yang method),16 we see they
are nearly the same. Hence we expect that the reaction
rate will not change on going from water vapor to a
mixture vapor of water and methanol unless there is a
difference in chemical origin. Consequently, pressure
cannot explain the variation of the reaction rate.


A common feature of methanol and water is that both
are protic solvents and could have hydrogen bond
interactions with the hydrogen bond sites on other
molecules. The dienophile of this reaction (vinyl acetate)
has an oxygen atom bonded to the vinyl group. Hence this
oxygen could have a short-length interaction with a protic
solvent molecule through hydrogen bond formation.
Therefore, the existence of hydrogen bond interactions
can increase the reaction rate in the presence of water,
methanol or their vapor mixture.


The difference between the reaction rates in the vapor
phase of methanol and water is due to the difference in
the hydrogen bond donor ability of the solvents in the gas
phase. If the strength of hydrogen bonding is a key factor
in increasing of the reaction rate, from the kinetic results
obtained (Table 1) it seems that methanol is a stronger
hydrogen bond donor than water in the gas phase. This
may be expected from the greater acidity of alcohols than
water in the gas phase.


To investigate the effect of hydrogen bonding on the
activation energy of this reaction theoretically, we carried
out ab initio and AM1 calculations using Gaussian 98.17


For this purpose we considered complexes of the TS and
dienophile (vinyl acetate) with a solvent molecule near
the hydrogen bond site. Since the ether-type COC oxygen
of vinyl acetate was closer to the reaction center than the
carbonyl oxygen, it was considered as a hydrogen bond
acceptor site.


The synchronous transit-guided quasi-Newton (STQN)
method implemented by Schlegel et al.18 was used to
locate the TS. This method was performed with the QST2
and QST3 options. The location of the TS was done using
QST3, which requires three molecule specifications: the
reactants, the product(s) and an initial structure for the
transition state. In all calculations, identical conformers


were considered for the CPD and VAC. Full geometry
optimization was performed at the semi-empirical and
HF/3–21G levels, and the other single-point calculations
were carried out on the HF/3–21G optimized structures.
Some structural information is given for the reaction in
the gas phase without any solvent vapor and for reaction
in the presence of water and methanol molecules in Figs
1–3.


It is well known that the energy of the hydrogen bond
depends on the Y���H distance and the X—H���Y angle
(where X is a hydrogen bond donor and Y is a hydrogen
bond accepting atom). Based on the Y���H distance, all
hydrogen bonds can be divided into strong, medium and
weak. An alternative approach to an analysis of the
hydrogen bond energy is provided by the electron density
distribution.19 It has been demonstrated that the value of
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Conditions Kobs (s�1)


Without any solvent vapor 2.70 � 10�4


In presence of water vapor 4.60 � 10�4


In presence of methanol vapor 7.92 � 10�4


In presence of both water and methanol vapor 3.47 � 10�4
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the electron density in the bond critical point correlates
with the bond energy.20 Therefore, a comparison of the
H-bond strength may also be carried out based on the
charges of atoms contributing to the hydrogen bond.


According to AM1 calculations, the activation energy
of the reaction is lower in the presence of methanol
(Table 2), but the water molecule geometrically is
somewhat better partitioned than methanol within the
hydrogen bonds of the TS (Figs 2 and 3). Mulliken
charges can help us to compare atomic charges of the
hydrogen bonding atoms in complexes of the dienophile
and the TS with solvent molecules. The calculated atomic
charges are presented in Tables 3 and 4. As atomic
charges calculated using AM1 show, going from vinyl
acetate to the TS of the reaction in the presence of water
is accompanied by more charge separation on atoms
contributing to the hydrogen bonding. In contrast, the
methanol molecule better distributes charges on the TS to
the rest of the complex. Therefore, according to the AM1
calculation, better distribution of charges is a reason why
the methanol molecule stabilizes the TS of the reaction
and decreases the activation energy more than the water
molecule (Table 2).


'	()�� +� ���������� ��������	� 	
 ��� �����	� � ���
�������� 	
 ������	� �	������� ���	���� �	 %&" ��� '(
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Conditions


Energy (hartree)


AM1 HF/3–21G HF/6–31G HF/6–31G* HF/6–31��G* B3LYP/6–31��G*


Pure gas phase Reactant �0.04733 �494.6986 �497.2557 �497.4668 �497.4814 �500.5870
TS 0.00155 �494.6449 �497.1845 �497.3949 �497.4072 �500.5450
TS–reactant 0.04888 0.0537 0.0712 0.0719 0.0742 0.0420


In presence of water Reactant �0.14176 �570.2994 �573.2415 �573.4718 �573.4918 �577.0079
TS �0.09829 �570.2492 �573.1770 �573.4073 �573.4241 �576.9713
TS–reactant 0.04347 0.0502 0.0645 0.0645 0.0677 0.0366


In presence of methanol Reactant �0.14173 �609.1111 �612.2485 �612.5024 �612.5215 �616.3148
TS �0.11987 �609.0654 �612.1867 �612.4407 �612.4564 �616.2816
TS–reactant 0.02186 0.0457 0.0618 0.0617 0.0651 0.0332
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 ��� ���	���� ��� �� 	
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Mulliken charge


AM1 HF/3–21G HF/6–31G HF/6–31G* HF/6–31��G* B3LYP/6–31��G*


Dienophile
O-5 �0.32459 �0.77013 �0.83818 �0.70966 �0.59289 �0.44477
H-6 0.23199 0.42925 0.48984 0.50772 0.66691 0.59655
O-7 �0.46192 �0.77215 �0.86186 �0.92584 �1.11621 �1.05007


Transition state
O-5 �0.30837 �0.75423 �0.82023 �0.69902 �0.47724 �0.32328
H-6 0.24294 0.42413 0.48594 0.50534 0.63554 0.60073
O-7 �0.47036 �0.77692 �0.86622 �0.92982 �1.11756 �1.05954


� (charge)a


O-5 0.01622 0.01591 0.01795 0.01064 0.11565 0.12148
H-6 0.01094 �0.00512 �0.00391 �0.00237 �0.03137 0.00419
O-7 �0.00844 �0.00476 �0.00436 �0.00398 �0.00135 �0.00946


a �(charge) = charge on TS � charge on dienophile.
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In spite of the AM1 results presented above, HF and
DFT calculations show that distribution of charges on the
TS occurs better in the presence of water molecules
(Tables 3 and 4). For example, the hydrogen atom is more
positive in the presence of methanol moleculs. On the
other hand, hydrogen bond formation in the presence of
methanol has a better geometric condition. Bond lengths
and angles derived from these calculations support this
argument. Methanol has a shorter hydrogen bond length
in TS than in the dienophile, whereas water has a greater
hydrogen bond length (Figs 2 and 3). From the change in
hydrogen bond length of water with TS relative to
dienophile, it would be expected that water would
increase the activation energy of the reaction. However,
since water decreases the negative charge on O-5 and
positive charge on H-6 (key atoms in the hydrogen bond),
the net result is that water also decreases the activation
energy of the reaction. The net contribution of the charge
distribution and the geometry can be summarized in the
energetics of the reaction (Table 2). Therefore, according
to HF calculations, geometric specification is the reason
why methanol has a stronger hydrogen bond interaction
with the TS relative to reactants than water.


In summary, hydrogen bond donor solvents such as
methanol and water could affect the rate of DA reactions
through short-length interactions. According to experi-
mental and theoretical results obtained in this study, in
the gas phase methanol increases the rate of this reaction
more than water. Also, it can be concluded that, since the
hydrogen bond donor ability of water is higher than that
of methanol in the liquid phase,21 hydrogen bond
cooperativity could exist in liquid-phase water which
induces dramatic effects on the solute properties through
hydrogen bond interactions.


#,-#���#���%


���������	 Cyclopentadiene (CPD) was prepared from its


dimer immediately before use. Methanol and vinyl
acetate (VAC) was distilled before use and water was
redistilled in a quartz distillation unit.



������ ����������	 The reaction was studied
pseudo-first order with respect to CPD. The concentration
of VAC was selected to be at least 10 times that of CPD.
The quantitative analysis of CPD was done by gas
chromatography with a Porapack-Q column and flame
ionization detection. Since the concentration of VAC was
nearly constant (for the pseudo-first-order conditions of
the kinetic study), it was also considered as an internal
standard in chromatographic analysis.


The reaction was carried out in a two-necked flask, one
neck being used to connect the flask to a vacuum system
with a controller valve and the other having a septum
inlet for injection of reactants and solvents into the
vessel. For each measurement, the system was evacuated
to near 1 mmHg, then the system was saturated with the
required solvents and finally the reactants were injected
separately into the vessel. The second inlet was also used
for sampling of the reaction mixture with a gas syringe at
different times to measure the concentration of CPD.


��.���
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ABSTRACT: The substituent-dependent stabilization energies (�X�E) of a series of �,�-R1R2 benzyl cations were
determined by means of ab initio calculation at the MP2/6–31G*//RHF/6–31G* � ZPE (scaled 0.8929) level, based
on the isodesmic hydride transfer reactions between ring X-substituted and unsubstituted R1R2 benzyl cations.
Substituent stabilities (�X�E) of �,�-dimethylbenzyl cations were determined in the same way, to define a reference
set of the ab initio �� values. The (�X�E) of �,�-dimethylbenzyl cations of which the cation center is set orthogonal to
the benzene �-system were correlated linearly with �0 (solution). Based on this correlation, a set of ab initio �0


constants [(�0)ab] was determined. The ab initio resonance substituent constants ����R �ab were defined as
(��)ab � (�0)ab. Employing the present ab initio set of (�0)ab and ����


R �ab constants, the ab initio Yukawa–Tsuno (Y–
T) equation was applied to 18 sets of cation stabilities �X�E associated with hydride transfer reaction systems.
Successful applications of the ab initio Y–T equation confirm the theoretical validity of the empirical Y–T
relationship; in practice, the Y–T equation makes it possible to divide the electronic substituent effect into the non-
resonance and resonance contributions. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: Yukawa–Tsuno equation; substituent effects; ab initio calculation; benzyl cations; hydride transfer
reaction
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The linear free energy relationship (LFER)1 is an
extremely useful tool in the exploration of reaction
mechanisms in a wide variety of situations. In particular,
the Yukawa–Tsuno (Y–T) equation [Eqn. (1)]2–5 is one
of the most useful tool to predict the characteristics of a
transition state whose reaction center is affected by an
aromatic system.


log�k�k0� or log�K�K0� � ���0 � r���
R � �1�


where k (or K) is the rate (or equilibrium) constant for a
given reaction of a ring-substituted derivative and k0 (or
K0) is the corresponding value for the unsubstituted
compound. �0 is the normal substituent constant4 which
is thought to be free from any additional �-electronic
interaction between the substituent and the reaction
center. ���


R �� �� � �0� is the resonance substituent
constant to measure the capability for �-delocalization of
�-electron donor p-substituents.


The empirical Y–T equation [Eqn. (1)] has been


applied to a wide variety of reactions and equilibria,3–5 all
showing excellent linear correlations. In the present
analysis, for simplicity, we will deal with closely limited
reaction systems, the equilibria of benzyl cation forma-
tion. The structures of the cations studied here and their
abbreviations are summarized in Table 1. The corre-
sponding solvolyses (except artificial cations of 2, 16 and
17) were confirmed to show excellent linearity in
analyses with Eqn. (1), giving significant reaction
constants (� and r values). The resultant � and r values
are used to estimate transition state structures or to
characterize the intermediate cation species. Hence it is
necessary to make clear the physical meanings of these
reaction constants in order to employ Eqn. (1) effectively.
The r value, called the resonance demand, is discussed as
a measure of the degree of resonance interaction between
the carbocation center and benzene �-system.6 The
change in � value for a given reaction may provide
important information regarding the position of the
transition state along the reaction coordinate. The
behavior of the � value becomes more complex with
the inclusion of the effects of solvent, temperature and
leaving group. In order to make clear the physical
meaning of the susceptibility parameters � and r, it is
necessary to obtain these values on the stabilities of
corresponding cations in the gas phase where the
aforementioned interfering effects are completely ex-
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cluded. Such an approach will also confirm the correct-
ness of Eqn. (1).


Although the experimental data on the thermodynamic
stabilities of benzyl cations in the gas phase are widely
available from our ion cyclotron resonance determina-
tions,7 the substituents involved are limited because of
experimental difficulties in the ICR ion formation and
also in the preparation of appropriate compounds. In
recent years, ab initio calculations have provided
reasonable results on the optimized geometries and the
relative energies of organic compounds.6,8,9 Thus, using
advanced MO calculations, we have obtained a wide set
of substituent stabilization energies �X�E for various
benzyl cations (nC�). The two sets of substituent
parameters essential to the Y–T correlation are also
derived from theoretical, substituent-induced stabiliza-
tion energies based on the ab initio calculation.
Substituent effect analyses for systems having different
degree of resonance were carried out in order to inspect
the validity of the Y–T equation.


�)�*%&


All reaction systems examined in this study are hydride
transfer equilibria as shown in Eqn. (2):


The [n] represents respective reaction systems examined
where R1 and R2 are their 18 sets of paired �-substituents
as summarized in Table 1. Numberings of atoms for
benzyl cations and corresponding neutral species are
shown in Chart 1. The letters in parentheses (X) denote


18 different ring substituents that are selected in a wide
variety of electronic features from p-Me2N to p-NO2.
nC� represents a benzyl cation where the benzyl
hydrogen atom is removed as a hydride ion from the
corresponding neutral species nCH. Equation (2) com-
prises hydride transfer equilibria between para- or meta-
substituted �-R1,�-R2-benzyl cations [nC�(X)] and the
unsubstituted form [nC�(H)]. The relative stability
�X�EnC�(X) of a cationic derivative [nC�(X)] in a
reaction system n is determined as


�X�EnC��X� � EnC��X� � EnCH�H� � EnC��H�
� EnCH�X� �3�


where all the E values are the electronic energies of
respective species calculated by means of the ab initio
method. The substituent stabilization energies �X�EnC�


of respective benzyl cations nC� systems are subjected to
substituent effect analysis and also to the determination
of ab initio substituent constants.


All calculations were performed on a Digital UNIX
workstation with the Gaussian 98 suite of programs.10


The geometries of all species were optimized at the RHF/
3–21G and RHF/6–31G* levels. Using the RHF/6–31G*
optimized structure, frequency calculations were per-
formed at the same level in order to confirm the structures
being minima and to obtain zero point energies (ZPEs).
To improve the calculated energies, electron-correlation
contributions were estimated by means of a perturbation
theory and a hybrid density-functional theory; single-
point calculations of the Møller–Plesset correlation
energy correction truncated at the second order (MP2)11


and Becke’s three-parameter hybrid method using the
LYP correlation functional (B3LYP)12 were carried out
at the 6–31G* basis set. The respective energies were
corrected for RHF/6–31G* ZPE differences scaled by a
factor of 0.8929.13,14


For comparison, geometries were further optimized at
the B3LYP/6–31G* level for �,�-dimethylbenzyl system
[1]. ZPE corrections and thermal corrections to Gibbs


�	+
� �, -��.�
��& �# 
�	���� ������ 	�� ��

��!�����&
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[n]a R1
a R2


a


1 CH3 CH3
2 CH3 CH3 (90°)b


3 CF3 CF3
4 CF3 CN
5 CF3 H
6 CF3 CH3
7 H H
8 CH3 H
9 CF3 OH


10 COOH OH
11 H OH
12 CH3 OH
13 CH3O OH
14 NH2 OH
15 N(CH3)2 OH
16 H H (90°)b


17 t-C4H9 t-C4H9 (90°)b


18 Benzobicycloc


a Refer to Eqn. (2).
b The R1—C7—R2 plane is fixed orthogonal to the benzene (C1—C6) plane
(� = 90°). Refer to Chart 1 for numbering of atoms.
c 4-Methylbenzobicyclo[2.2.2]octen-1-yl system.


(�	�� �,
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free energies were applied to obtained energies with an
appropriate scaling factor of 0.980413,14 performing the
frequency calculations at the same level.


$)-'.�- /�& &#-('--#%�
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All possible conformations of the geometrical variety of
the ring substituents and side chains were optimized for
all species. The energies of the most stable conformers
(global minima) were used in this study. For all benzyl
species (1–18), serious differences in geometries are not
observed in a variety of calculation levels. For all species
except for 90°-fixed cations (2C�, 16C� and 17C�), no
imaginary frequencies are observed in frequency calcula-
tions at both the RHF/6–31G* and B3LYP/6–31G*
levels, confirming minimum energy structures of these
species. For 90°-fixed benzyl cations, atoms forming the
benzene ring and C7 are set in a plane that is fixed
orthogonal to the R1—C7—R2 plane. The TS optimiza-
tion calculation on the rotation of the C1—C7 bond for the
unsubstituted �,�-dimethylbenzyl cation gave the same
energy and geometry as that in 2C�(H). The same
procedure for all derivatives should result in 90°-fixed
benzylic cations. As a result, one imaginary frequency
was observed with the Hartree–Fock (HF) theory for
almost all derivatives. The vibrational modes concerned
are those of the rotation of R1—C7—R2 planes around the
C1—C7 bonds. These structures should correspond to the
transition states in the rotation of �-substituents of the
benzyl cations. These 90°-fixed cation systems look
appropriate as the least stable rotational isomer with no
resonance interaction between cationic center C7 and
aromatic ring. For some ring-substituted derivatives of
these systems, two imaginary frequencies whose modes
are the rotation of R1—C7—R2 planes and substituents
were observed at the RHF/6–31G* level. It may be due to
the symmetry element. For another few derivatives in
17C�, no imaginary frequencies were observed. This
may be due to steric factors. In 2C�, the structures were
the same as those obtained at the B3LYP/6–31G* level,
and the frequency calculations at the same level gave one
imaginary frequency for all derivatives. As described
later, relative energies (�X�E) calculated at the satisfac-
tory levels agree with one another regardless of the theory
(HF and DFT). Thus, the obtained energies and also
structures for these derivatives should be identical with
those of the corresponding cation transition states
(unpublished results), where any type of resonance
effects are absent. Accordingly, we can use these 90°-
fixed cations as theoretically acceptable model com-
pounds that have no resonance stabilization at any
calculation level.


In order to check the validity of the calculation level
adopted, stabilization energies of 1C�(X) were also


determined by the isodesmic proton transfer reaction
[Eqn. (4)] that can be directly compared with the
experimental data. Relative stabilization energies were
determined in the same manner with Eqn. (3).


The results are listed in Table 2, together with those from
the gas-phase (ICR) experiment.7f,15 Data for p-OH and
p-NO2 derivatives are not available owing to experi-
mental difficulties.7f In order to examine the applicability
of the calculation levels for reproducing the experimental
data, calculated stabilization energies at the respective
calculation levels were compared with the experimental
values.7f These values appear to be in good agreement
with the experimental values for a whole range at any
calculation level. The results of linear regression analyses
for these data are summarized in Table 3. In all these
analyses, the stability of the p-NH2 derivative was
calculated to be slightly higher than the observed value,
owing to some experimental difficulties. A good linear
relationship was obtained without the p-NH2 derivative.
The correlation for the data calculated at the RHF/3–21G
level is the worst in these analyses with respect to both
correlation coefficient (R) and standard deviation (SD).
For m-CH3O derivative, MP2 and B3LYP calculation
including the electron correlation effect improves the
reproducibility of the experimental data significantly. A
similar improvement was also observed for p-Cl and less
stable derivatives. All calculation methods considering
the electron correlation provide excellent statistical
results7h with R � 0.995. In these calculations, the
MP2/6–31G*//RHF/6–31G* � ZPE level is the most
time-saving method which can be considered appropriate
to use in the present work. The �X�EnC� values are
calculated at the same level for the isodesmic reaction of
cumyl cations [1] comprising hydride transfer equilibria
in Eqn. (5).


The �X�EnC� results (in Table 4) are essentially identical
with the values calculated for the proton transfer
equilibria in Eqn. (4).


The plot of data calculated with Eqn. (4) at this level
against the corresponding ICR data is shown in Fig. 1.
The slope of the plot is larger than unity (1.15), which
does not depend on the calculation level of both theory
and basis sets. This may be derived from experimental
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data, or the calculations at the present levels overestimate
the interaction between the substituent and the C� center.
In any case, a comparison of the calculated stabilities
between some cation series is beneficial, because the
common factors involved in these calculations should
cancel out.


The cation stabilization energies �EnC� for various
benzyl systems (1–18) were calculated at the MP2/6–
31G*//RHF/6–31G* � ZPE level. The substituent stabi-
lization energies �X�EnC�, or in short �X�E, were
calculated by means of Eqn. (3), and are listed in Tables
4 and 5. For these energy values, �X�E, a positive value


indicates increasing stabilization and a negative value
decreasing stabilization.


-�+�������� ��	+�
��	���� ����0���� �1�)


A simple linear substituent effect correlation [Eqn. (6)]
was examined for application to sets of �X�E for the
respective cations n = [2]–[18] with reference to �X�E
for the cumyl cation 1C�, on which the definition of the
Brown �� (solution) constants was based.


�X�EnC� � ���X�E1C�� � c �6��


where � is the susceptibility parameter referred to the
relative ratio of �� for cation nC� to 1C�. The
correlation results are shown in Table 6.


The � value changes significantly from cation to
cation, but the correlations [Eqn. (6)] for all the X sub-
stituents are mostly unsatisfactory. Nevertheless, Eqn. (6)
holds precisely for the so-called non-resonance substi-
tuents, i.e. all meta-substituents and p–�-acceptors, with
a parameter �nr based on non resonance substituents in all
the cation sets.


As a result, it is confirmed that substituent effects
(�X�E) for various benzyl cation systems cannot be
described by any single set of substituent constants, such
as �� or �0.


In Fig. 2, (�X�EnC�)/�nr values for the respective


�	+
� !, /��
&� ��	�&� �# ��������� 
�	���� 0/1�2 3456 �# 0�6 �� ��	$ ��$��


Substituent (X) �X�E �X�G0 Exptld


RHF/3–21G RHF/6–31G*a
MP2/6–31G*//
RHF/6–31G*a


B3LYP/6–31G*//
RHF/6–31G*a B3LYP/6–31G*b B3LYP/6–31G*c


p-NMe2 26.12 23.74 24.97 24.30 24.59 24.55 23.0
p-NH2 22.43 19.60 19.22 19.77 20.08 19.36 15.1
p-MeO 11.64 11.67 11.48 12.11 12.24 12.20 10.5
p-OH 8.16 8.74 8.24 9.26 9.31 9.09
p,m-Me2 6.18 5.86 6.48 6.76 6.97 7.05 5.1
p-OMe,m-C1 4.39 5.72 6.45 7.31 7.48 7.43 6.7
p-Me 5.05 4.86 4.44 5.01 5.10 4.96 4.1
m-MeO �0.59 �0.63 2.56 2.44 2.33 2.69 2.1
m-Me 1.57 1.35 2.30 2.23 2.24 1.60 1.8
H 0.00 0.00 0.00 0.00 0.00 0.00 0.0
p-F �3.12 �0.86 �1.01 0.03 0.02 �0.44 �0.1
p-C1 �6.91 �3.87 �1.98 �1.57 �1.76 �2.22 �0.4
m-F �7.94 �6.85 �4.93 �4.60 �4.79 �4.91 �5.1
m-C1 �8.35 �6.73 �5.80 �5.53 �5.63 �5.65 �4.7
m-CF3 �9.79 �7.59 �8.18 �7.08 �7.07 �6.94 �6.3
p-CF3 �12.96 �9.77 �8.64 �8.00 �8.04 �7.81 �7.2
p-CN �12.70 �13.53 �11.18 �11.21 �11.02 �11.25 �9.5
p-NO2 �18.99 �17.67 �13.18 �14.71 �14.47 �14.29 (�8.4)e


a,b Included zero point energy correction. ZPEs are calculated at the RHF/6–31G* level for (a) and the B3LYP/6–31G* level for (b) which are scaled 0.8929
and 0.9804, respectively.
c Thermal correction to Gibbs free energy was applied.
d Ref. 7f and 15 and references cited therein.
e Protonation occurred on the substituent nitro group.


�	+
� ", ����$� �# $���	
 
�&
������ 	�	$���� #�
 �7�/�	$�� �

�7�8�


�	$�� 	&	��� �7�8�
�9!$


	


Theory level a b R SD


RHF/3–21G 1.32 �1.95 0.982 2.24
RHF/6–31G*�ZPE 1.18 �1.16 0.990 1.47
MP2/6–31G*//RHF/6–31G*�ZPE 1.15 �0.26 0.996 0.93
B3LYP/6–31G*//RHF/6–31G*�ZPE 1.13 0.14 0.995 1.00
B3LYP/6–31G*�ZPE 1.15 0.16 0.995 1.03
B3LYP/6–31G*�TCb 1.14 0.04 0.995 1.00


a For Eqn. (4). Least-squares method was applied for �X�Ecalcd or
�X�G0


calcd = a(�X�G0
exptl) � b. R and SD are correlation coefficient and


standard deviation, respectively.
b ZPE correlations and thermal corrections to Gibbs free energy were
applied (see text).
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benzyl cation systems [1]–[18] are plotted against
�X�E1C� values for cumyl cations 1C�. Plots of non-
resonance (meta and p–�-acceptors) substituents fall on a
single correlation line with a slope of unity for all cation
systems. Plots of p–�-donor substituents display sig-
nificant deviations from the unit-slope correlation line.


��� 	+ ������ �2 �����	��


Earlier, we pointed out16 that solvolysis rates of benzo-
bicyclo[2.2.2]octen-1-yl triflates (18OTf) are excellently
correlated with �0. The transition state or the intermediate
of this solvolysis should be simulated by the benzobicy-
clo[2.2.2]octen-1-yl cation (18C�) in which the cationic
2p�-orbital is fixed orthogonal to neighboring benzene
ring. Thus, the relative reactivities or the relative cation
stabilities of the [18] set can be an appropriate reference
set of �0. The 90°-fixed cations (2C�, 16C� and 17C�)
are theoretical models of 18C�, which can also be
reference systems for �0. Relative substituent stabilities
(�X�E) of 2C�, 16C� and 17C� are plotted against �X�E
of 18C� in Fig. 3 for comparison.


For the 90°-fixed �,�-dimethylbenzyl system [2], plots
(closed circles) of �X�E for non-resonance groups
against those for [18] are correlated linearly with a slope
of 1.05. It is most important that plots of para electron-
donating groups (open circles) are also involved in the
same correlation. This shows that the substituent effect
on �X�E for reaction [2] is the same as that in [18]. The
orthogonal cationic center is positioned neighboring the
aryl moiety so that the aryl polar effects of substituents
remain essentially the same while any resonance
stabilization is absent. For relative substituent stabilities
(�X�E) of other 90°-fixed systems [16] and [17], the same
substituent effects were observed. All these systems are
appropriate reference systems to define �0.


In this study, the isodesmic reaction [Eqn. (7)] of [2] is
taken here as the reference system for �0, since the
corresponding coplanar cation system was taken as the


�	+
� 3, �7�/ #�
 �	
���� .��(�$ �	��� ������ 3�:45	


Substituent (X) �X�Eb (kcal mol�1)


1 2 3 4 5 6 7 8 9


p-NMe2 25.35 7.25 39.23 38.66 36.27 31.70 33.02 28.42 25.41
p-NH2 19.53 4.91 30.55 29.82 28.42 24.52 25.96 22.12 19.22
p-MeO 11.66 2.51 19.52 19.00 17.96 15.31 16.28 13.61 11.47
p-OH 8.40 0.90 14.48 13.91 13.32 11.22 12.07 9.88 8.00
p,m-Me2 6.61 3.23 9.73 9.75 9.36 8.09 8.70 7.46 6.68
p-OMe,m-Cl 6.42 �1.36 14.26 14.06 12.40 10.11 10.26 8.11 6.67
p-Me 4.59 1.76 7.20 6.99 6.68 5.74 6.21 5.17 4.50
m-MeO 2.67 2.45 4.01 4.54 4.64 3.52 3.80 3.43 2.84
m-Me 2.42 1.66 3.15 3.33 3.24 2.82 3.16 2.70 2.48
H 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
p-F �1.04 �3.50 1.09 0.86 0.45 �0.12 �0.13 �0.68 �1.22
p-Cl �2.04 �4.26 0.94 1.06 �0.11 �0.74 �1.19 �1.73 �1.86
m-F �5.09 �4.14 �6.00 �5.58 �6.05 �5.42 �6.35 �5.40 �4.94
m-Cl �6.02 �4.67 �6.31 �5.86 �6.55 �6.07 �7.12 �6.38 �5.57
m-CF3 �8.44 �6.70 �8.95 �8.71 �9.40 �8.56 �9.83 �8.99 �8.02
p-CF3 �8.82 �6.80 �9.46 �9.05 �9.86 �9.07 �10.29 �9.48 �8.34
p-CN �11.41 �9.74 �11.21 �10.61 �11.99 �11.29 �12.86 �12.04 �10.81
p-NO2 �13.42 �10.54 �14.33 �13.63 �14.99 �13.76 �15.69 �14.32 �12.76


a Energy changes in hydride transfer equilibria of Eqn. (2). See Table 1 for reaction number (n).
b Calculated at the MP2/6–31G*//RHF/6–31G* � ZPE (scaled 0.8929) level.


��0��� �, �	$��$	�� �7�/ �� �9!�
����	$ �7�8� #�
 ��

�	���� /1�2 345 �# 0�6� &����& �7�/�	$�� ;
�2�)3�7�8�


�9!$5 � �2��� <�� ��

�$	��� ���#=����
� ; �2>>�
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reference system to define �� experimentally in the gas
phase.


In Fig. 4, �X�E for reaction [2] are plotted against expl
(�0)soln constants.4 A fairly good correlation for the
whole substituents exists (R = 0.980 and SD = �1.03). In
detail, plots of the non-resonance substituents, m-CH3, H,
m-F, m-Cl, m-CF3, p-CF3 and p-NO2, fall on a linear
correlation with a slope (�m) of �13.7, R = 0.997 and
SD = �0.38. Para electron-donating substituents are also
on the �m line, giving comparable apparent �0 values
with solution-phase expl (�0)soln constants. The plot for
the p-OH derivative shows a marked downward devia-
tion, which may be caused by the strong hydrogen
bonding of solvent molecules with substituents.7f The
considerable upward deviation for the m-CH3O deriva-
tive may be due to the polarizability effect, which is not
significant in solution.7f Using the correlation result, the
apparent substituent constants of this reaction were
calculated. The obtained ab initio �0 values, (�0)ab, are
listed in Table 7. The resulting constants are generally
identical with the experimental (�0)soln values4,17 for
common substituents.


��� 	+ ������ �����	��� ��+�������� �����	��
��������
In Fig. 5, calculated values of �X�E for Eqn. (5) are
plotted against the Brown �� (solution value).18 The
plots for a few substituents seem to deviate irregularly
from the correlation line. The deviations for the p-OH
and m-CH3O derivatives may be attributed to the specific
solvation of the substituents. There is a good correlation
for the other substituents over a wide range of ca
40 kcal mol�1 (1 kcal = 4.184 kJ); the degree of reso-
nance between the cationic center and the benzene
�-system in this equilibrium is comparable to the
experimental reference system for ��, the solvolysis of
�,�-dimethylbenzyl chlorides.18 Despite significant de-
viations of several particular substituents in the plot
against solution (��)soln, in the ab initio �X�EnC� vs
�X�E1C� correlation, all the non-resonance substituents
show a precise linear dependence. Thus, the ab initio
(�0)ab was defined as above, and the non-resonance
correlation �m = �16.9 for 1C� was determined based
thereon. Using this �m value, a set of ab initio �� values,
(��)ab, was estimated from the �X�E, and then a set of
theoretical resonance substituent parameters ����R �ab
were defined as (��)ab � (�0)ab (Table 7).


%������� 0��������� 	� ��	�0� �����+������


In the present study, the cumyl cations 1C� and their
orthogonal (90°-fixed) cations system were taken as the
reference cation systems to define r = 0 and 1.00.


�	+
� 5, �7�/ #�
 �	
���� .��(�$ �	��� ������ 3�2��65	


Substituent (X) �X�Eb (kcal mol�1)


10 11 12 13 14 15 16 17 18


p-NMe2 24.64 22.85 20.18 14.84 12.55 9.58 9.33 6.01 6.27
p-NH2 18.75 17.39 15.18 10.75 8.84 6.74 6.49 4.00 4.13
p-MeO 11.02 10.34 8.78 6.10 4.89 3.61 3.35 2.02 2.34
p-OH 7.81 7.18 6.01 3.75 2.70 1.85 1.27 0.66 0.87
p,m-Me2 6.43 6.23 5.46 4.56 4.25 3.40 4.41 2.64 2.85
p-OMe,m-Cl 6.17 5.34 4.03 1.77 0.75 �0.06 �1.35 �1.31 �2.00
p-Me 4.29 4.16 3.62 2.77 2.51 1.97 2.41 1.46 1.50
m-MeO 2.85 2.82 2.14 2.27 2.77 2.05 2.96 2.05 2.09
m-Me 2.41 2.46 2.11 2.02 1.98 1.60 2.36 1.32 1.54
H 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
p-F �1.07 �1.45 �1.64 �2.67 �3.03 �2.94 �4.24 �3.07 �3.49
p-Cl �1.85 �2.37 �2.55 �3.40 �3.79 �3.72 �4.90 �3.79 �4.28
m-F �4.73 �4.96 �4.57 �4.24 �4.23 �3.80 �5.13 �3.52 �3.79
m-Cl �5.50 �5.78 �5.41 �5.02 �4.92 �4.39 �5.59 �4.04 �4.59
m-CF3 �8.06 �8.22 �7.44 �7.29 �7.12 �6.33 �7.86 �5.84 �6.57
p-CF3 �7.65 �8.45 �7.78 �7.38 �7.24 �6.55 �7.91 �6.03 �6.47
p-CN �10.63 �11.03 �10.39 �10.09 �10.27 �9.32 �11.38 �8.63 �9.42
p-NO2 �12.44 �12.82 �11.90 �11.18 �11.28 �10.12 �12.38 �9.30 �10.11


a,b See footnotes a and b in Table 4.
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Therefore, we now examine briefly the deviation from
coplanarity of optimized cumyl cations.


The cation 1C�(H) takes essentially a coplanar
structure, implying substantial resonance interaction. In
detail, the dihedral angle � is calculated as 5.0° (� = 8°
was reported by Laube et al.19). Steric repulsion between
�-substituents and peri-hydrogen at the ortho carbon may
sometimes be effective. The dihedral angles (�)
decreased for electron-donating substituents (� = 2.2° in
the p-NMe2 derivative) and increased for electron-
withdrawing substituents (� = 7.1° in the p-NO2 deriva-
tive). While � seems to change with the stabilization
ability of substituents due to resonance interaction, the
differences between energy minima and coplanar struc-
ture (� = 0°) are calculated to be less than 0.15 kcal


mol�1 for all derivatives (unpublished results). Thus, the
secondary influence on the calculated energy caused by
the change in � is generally negligible for tert-benzyl
cations having non-bulky �-R groups in the substituent


�	+
� 7, ����$� �# $���	
 
�&
������ 	�	$���� #�
 �7�/ #�

�	
���� .��(�$ �	��� ������ 	&	��� �	 #�
 ����������$�
.��(�$ �	����	


Reaction [n] � c Rc


1 whole 1 0 1
non-resonanceb 1 0 1


2 whole 0.453 �2.29 0.9287
non-resonanceb 0.805 0.03 0.9981


3 whole 1.394 2.45 0.9932
non-resonanceb 1.095 0.40 0.9968


4 whole 1.357 2.55 0.9931
non-resonanceb 1.073 0.64 0.9950


5 whole 1.336 1.77 0.9969
non-resonanceb 1.163 0.52 0.9969


6 whole 1.178 1.17 0.9980
non-resonanceb 1.047 0.24 0.9991


7 whole 1.272 0.90 0.9989
non-resonanceb 1.187 0.21 0.9990


8 whole 1.110 0.39 0.9998
non-resonanceb 1.085 0.19 0.9997


9 whole 0.979 0.17 0.9998
non-resonanceb 0.963 0.13 0.9999


10 whole 0.949 0.15 0.9997
non-resonanceb 0.939 0.16 0.9992


11 whole 0.919 �0.29 0.9995
non-resonanceb 0.972 0.09 0.9999


12 whole 0.821 �0.55 0.9989
non-resonanceb 0.884 �0.08 0.9998


13 whole 0.665 �1.30 0.9890
non-resonanceb 0.851 0.00 0.9994


14 whole 0.604 �1.64 0.9753
non-resonanceb 0.867 0.16 0.9986


15 whole 0.500 �1.78 0.9649
non-resonanceb 0.763 �0.02 0.9983


16 whole 0.556 �2.53 0.9343
non-resonanceb 0.957 0.12 0.9983


17 whole 0.388 �2.09 0.9239
non-resonanceb 0.703 �0.02 0.9977


18 whole 0.418 �2.35 0.9179
non-resonanceb 0.766 �0.05 0.9979


a Least-squares method was applied for �X�En = � (�X�E1) � c for all ring
substituents.
b m-Substituents and p–�-acceptors.
c R is correlation coefficient.


��0��� ", /��
&� ��	�&�� #�
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��&��	$ 3>�°�=9��5 .��(�$
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��0��� !, ?$�� �# �7�/@��
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effect analysis. The �,�-dimethylbenzyl cation system
(1C�) is considered as good a reference system for ��.


Substituent changes in the cation stability used to be
related to the change in some specified structural
properties of the molecule. In Table 8, relevant geometric
parameters and charge densities calculated at the RHF/6–
31G* level are summarized for 1C�, 2C� and 1CH.


The C1—C7 bond length in unsubstituted 2-phenyl-


propane [1C(H)] is 1.52 Å, which is close to the typical
carbon–carbon single bond length. All the carbon–carbon
bond lengths in the phenyl ring (1.39 Å) are identical
with the carbon–carbon bond length in benzene (1.386 Å)
(calculated at the RHF/6–31G* level). Not only for all
ring-substituted derivatives of 1CH but also for all
neutral species nCH calculated, no change is found with
respect to these bond lengths.


In the unsubstituted �,�-dimethylbenzyl cation
[1C�(H)], the C1—C7 bond length is 1.404 Å, which is
shorter than the length of typical carbon–carbon single
bond. The C2—C3 bond was shortened and C1—C2 and
C3—C4 were elongated from the bond length of benzene.
This is referred to as the change in � bond order caused
by resonance interaction with the cation center. The
tendency to approach a quinoidal structure is strength-
ened for the electron-donating X and weakened for the
electron-withdrawing substituents; such a change in bond
length is in line with the qualitative prediction of organic
electronic theory.


In all the benzyl cation systems, bond lengths C1—C7


and C2—C3 were shortened whereas C1—C2 and C3—C4


were elongated from the lengths of the corresponding
neutral species, that is, the same tendency as with 1C�


but different in magnitude. The 90°-fixed cations 2C�,
16C� and 17C� show an almost negligible tendency for
changes in bond length. The skeletal structure of 2C�(H)
is close to that of neutral 1CH(H).


Charges in Table 8 were estimated by means of
Mulliken population analysis.20 The sum of atomic
charges in the aromatic moiety including the ring sub-


��0��� 5, ?$� �# �7�/ �� /1�2 3)5 #�
 ����$ �	��� �(� �� ��
A
�<� �� 3��$�5


�	+
� 8, B. ����� � �	$���


Substituent (X) ��a �0b ���
R


c


p-NMe2 �1.475 �0.499 �0.976
p-NH2 �1.131 �0.328 �0.803
p-MeO �0.665 �0.153 �0.512
p-OH �0.472 �0.035 �0.437
p,m-Me2 �0.366 �0.206 �0.160
p-OMe,m-Cl �0.355 0.130 �0.485
p-Me �0.247 �0.098 �0.149
m-MeO �0.149 �0.149 0.000
m-Me �0.091 �0.091 0.000
H 0.000 0.000 0.000
p-F 0.086 0.286 �0.200
p-Cl 0.145 0.342 �0.197
m-F 0.333 0.333 0.000
m-Cl 0.372 0.372 0.000
m-CF3 0.520 0.520 0.000
p-CF3 0.527 0.527 0.000
p-CN 0.742 0.742 0.000
p-NO2 0.800 0.800 0.000


a Obtained from the �� plot of �X�E of [1], on the basis of �m = �16.9.
b Obtained from the �0 plot of �X�E of [2], on the basis of �m = �13.7.
c �� � �0.


��0��� 3, ��
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stituents (��q�) may be a good measure of delocaliza-
tion of charges on the cationic center C7 to the benzene
ring.6 For the neutral systems, there is no significant
substituent change in ��q�. For cations 1C� and 2C�,
extensive charge delocalization to the aromatic moiety
can be seen. For X = H, the delocalization ��q� = 0.468
in the coplanar 1C�(H) is twice as large as ��q� = 0.222
in the 90°-fixed 2C�(H). This indicates the importance of
�-charge delocalization through the �-bond (C1—C7) in
1C�(H); such delocalization is not allowed geometrically
in 2C�(H). Most important, the �X��q� value for 1C�


changes significantly with substituent change. Electron
donating substituents makes ��q� larger and electron-
withdrawing substituents make it smaller. Although
��q� for 2C� changes in the same way as that for
1C�, its magnitude is not so pronounced. The trend of the
change in delocalization with substituents in both
systems is consistent with that of the change in bond
lengths discussed above.


/��
��	���� �9 	+ ������ ��� ���	����


In order to examine the general applicability, the ab initio
Y–T Eqn. (8) using the ab initio substituent parameters in
Table 7 was applied to �X�E for hydride transfer
reactions of various benzyl cation systems (1–18):


�X�E � ����0�ab � r����
R �ab	 �8�


The results of the ab initio Y–T analysis are
summarized in Table 9.


The reaction [10] comprises hydride transfer equilibria
of ring-substituted �-carboxy-�-hydroxybenzyl cations
[10C�(X)] and unsubstituted cation [10C�(H)]. Corre-
sponding neutral species are mandelic acids [10CH(X)].
In Fig. 6, substituent energy changes �X�E of this
reaction [10] are plotted against those of the reaction [1].
A regression analysis indicates an excellent linear
correlation for all 18 substituents from p-NMe2 to p-


�	+
� 6, ��$���� &����
�� !	
	���
� 	�� ��	
&�� 	 �� ���@�:*�8C $���$


Substituent (X) C1—C7
a �q�b


1C�(X) 2C�(X) 1CH(X) 1C�(X) 2C�(X) 1CH(X)


p-NMe2 1.3681 1.4727 1.5213 0.644 0.247 �0.002
p-NH2 1.3715 1.4744 1.5220 0.617 0.241 �0.003
p-MeO 1.3808 1.4759 1.5218 0.566 0.232 �0.008
p-OH 1.3840 1.4767 1.5223 0.546 0.228 �0.009
p,m-Me2 1.3952 1.4754 1.5222 0.511 0.231 �0.008
p-OMe,m-Cl 1.3838 1.4775 1.5219 0.545 0.220 �0.023
p-Me 1.3951 1.4762 1.5220 0.505 0.227 �0.011
m-MeO 1.4108 1.4769 1.5227 0.452 0.220 �0.012
m-Me 1.4033 1.4767 1.5226 0.477 0.226 �0.011
H 1.4040 1.4773 1.5225 0.468 0.222 �0.013
p-F 1.3969 1.4788 1.5227 0.484 0.215 �0.020
p-Cl 1.4008 1.4784 1.5221 0.473 0.212 �0.026
m-F 1.4112 1.4790 1.5221 0.436 0.206 �0.028
m-Cl 1.4091 1.4792 1.5226 0.441 0.209 �0.030
m-CF3 1.4080 1.4800 1.5224 0.441 0.205 �0.032
p-CF3 1.4118 1.4792 1.5217 0.431 0.205 �0.031
p-CN 1.4134 1.4800 1.5217 0.424 0.199 �0.039
p-NO2 1.4207 1.4805 1.5213 0.395 0.192 �0.045


a In units of Å. Refer to Chart 1 for numbering of atoms.
b Sum of atomic charge on aromatic moiety including that on ring substituents. Estimated by Mulliken population analysis.


�	+
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Systems � r �n�E(H)a Rb SDc nd


1 �16.9 1.00 0.00 1 18
2 �13.7 0.00 �19.24 1 18
3 �18.3 1.66 �46.95 0.9990 �0.71 18
4 �17.9 1.64 �38.61 0.9986 �0.79 18
5 �19.3 1.39 �33.14 0.9990 �0.66 18
6 �17.5 1.31 �23.55 0.9994 �0.46 18
7 �19.8 1.19 �18.75 0.9992 �0.55 18
8 �18.1 1.08 �6.88 0.9995 �0.37 18
9 �16.2 1.04 �5.84 0.9995 �0.34 18


10 �15.8 1.03 3.66 0.9995 �0.32 18
11 �16.4 0.89 9.47 0.9996 �0.28 18
12 �15.0 0.83 15.73 0.9996 �0.26 18
13 �14.4 0.50 26.64 0.9995 �0.23 18
14 �14.6 0.31 38.52 0.9996 �0.20 18
15 �12.9 0.22 46.04 0.9997 �0.13 18
16 �16.3 0.04 �66.26 0.9994 �0.23 18
17 �11.8 �0.01 �7.35 0.9998 �0.10 18
18 �13.0 �0.03 �23.99 0.9993 �0.19 18


a Stabilities of nC�(H) to 1C�(H) determined by hydride transfer equi-
libria.
b Correlation coefficient.
c Standard deviation of calculated points from the regression line.
d The number of points involved in the calculation.
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NO2 over a wide range of energy change, 35 kcal mol�1:


�X�E10 � 0	95��X�E1� � 0	15 �9�


with R = 0.9997 and SD = �0.24. This result suggests
that the resonance demand in the substituent effect on
�X�E of reaction [10] is equivalent to that in reaction [1].
The essentially identical r value for both systems is
caused from the fact that the sums of participations from
the �-substituents are equivalent in both benzyl cations.
A direct analysis of [10] by means of the ab initio Y–T
equation gave � = �15.8 and r = 1.03 with good
accuracy.


The substituent effect on �X�E of reaction [3],
comprised of hydride transfer reactions between ring-
substituted �,�-di(trifluoromethyl)benzyl cations 3C�(X)
and their unsubstituted hydride 3CH(H), was analyzed by
the ab initio Y–T Eqn. (8), affording � = �18.3 and
r = 1.66 (R = 0.999 and SD = �0.71). In the Y–T plot
(Fig. 7) for [3], no simple linearity against ab initio
(��)ab is recognized in the correlation for the whole range
of substituents (open circles), suggesting the limitation of
the linear substituent effect correlation analysis in terms
of a single set of substituent constants. There is an
excellent linear correlation for the non-resonance sub-
stituents, i.e. meta and para electron-withdrawing
groups. For para �-donor substituents, on the other hand,
the plots deviate upwards from the reference non-
resonance correlation (�m) line; the deviations seem to
be precisely proportional to the resonance capabilities of
substituents. In this plot, the line segments between
(��)ab and (�0)ab values for para �-donor substituents
represent the resonance capabilities of these substituents,
i.e. their ���


R values. The �m correlation line divides all


the resonance line-segments at a constant external ratio
of 1.66, which corresponds to the r-value of this system.


The enhanced r value of 1.66 should be attributed to
the thermal instability of �,�-di(trifluoromethyl)benzyl
cation; 3C�(H) is significantly less stable than the �,�-
dimethylbenzyl cation [1C�(H)] by 47 kcal mol�1. In
other words, the change of �-substituents from methyl
groups in the �� reference reaction [1] to electron-
withdrawing �-trifluoromethyl groups in reaction [3]
causes an enhanced demand of resonance stabilization (or
charge delocalization) from the aromatic moiety. The
more electron-withdrawing the �-substituents, the larger
is the r value.


Reaction [13] comprises hydride transfer equilibria of
ring-substituted �-methoxy-�-hydroxybenzyl cations
[13C�(X)] and the corresponding �-methoxybenzyl
alcohols [13CH(X)]. The behavior of substituents in
�X�E of this equilibrium is illustrated by the Y–T plot in
Fig. 8. Again, while the substituent effects are not
correlated linearly for all the substituents, the non-
resonance (meta and p–�-acceptors) substituents are
correlated linearly with (�0)ab. The Y–T correlation (�)
line, i.e. �m line, can be defined as a unique line dividing
all the resonance line segments for para �-donors at a
constant internal ratio of 0.50, which represents the r
value of this system. The application of Eqn. (8) to this
system gives an excellent correlation with � = �14.4 and
r = 0.50 (R = 0.9995 and SD = �0.23). In reaction [13],
both methoxy and hydroxy groups at the �-position are
strong electron donors. A large amount of charge is
delocalized to these � substituents to stabilize the cation,


��0��� 7, ?$� �# �7�/ #�
 0�26 �� �7�/ #�
 0�6


��0��� 8, ��� 	. ����� D:� !$� 3�5	. �# �� ��.����� �##��
�� �7�/ #�
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which decreases the necessity for resonance participa-
tion. This is the reason why the r value of this system is
small compared with the reference reaction [1].


As shown in Table 9, the ab initio Y–T Eqn. (8) with
ab initio substituent parameters was found to be very
precisely applicable to various reactions. The high
precision of the resulting correlations confirms the
validity of the Y–T relationship and the high quality of
the accurate parameter values. It should be noted again
that the substituent energy quantities �X�E are all
primary values computed based on ab initio MO theory.
Furthermore, we emphasize that the parameters involved,
(�0)ab and ����


R �ab, are also the primary theoretical
quantities derived directly by ab initio calculation. This
lends strong support to the theoretical validity of our
empirical Y–T relationship Eqn. (1) in the solution-phase
chemistry, and provides proper physical meanings for the
parameters and variables involved therein.


It is worthy of note, however, that the magnitude of the
����


R �ab parameters is appreciably reduced compared
with the solution values. Nevertheless, as shown in Fig. 9,
it is remarkable that there exists a precise linearity
between the theoretical ����


R �ab and the original solution
values of ���


R for all substituents:


����
R �ab � 0	72����R �soln �10�


where R = 0.9969, except for p-OH. The only serious
deviation, p-OH, may be due to solvent modification of
the substituent, and in fact its ���R value in gas-phase
chemistry5,7 just falls on the correlation line. While we
are not prepared at the moment to provide any decisive


speculation concerning the cause of the reduced propor-
tionality of the theoretical ����


R �ab parameter scale, it is
reasonable to refer to the solvation effect. Whatever the
cause of the constant proportionality is, ����


R �ab should
be a precise general measure of the relative intrinsic
capabilities of �-delocalization of substituents.


It should be noted that the substituent effects on the
gas-phase ionization equilibria of various benzyl cations
were treated successfully with the Y–T Eqn. (1), using
slightly modified gas-phase substituent parameters.5,7


Whereas the gas-phase (��)gas constants were deter-
mined from �X�G0


gas for cumyl cations by the ICR
experiments, the appropriate �X�G0


gas set of the
unenhanced-resonance (r = 0) �0-benzyl cation system
was hardly available. Thus, by using the ordinary
����R �soln parameters instead of the gas-phase parameters
����R �gas, the Y–T treatment was practically applied in
the form Eqn. (11):


�X�G0
gas � �
����gas � �r � 1�����


R �soln� �11�


This gas-phase Y–T equation was widely applied with
excellent precision (R �0.996) for 30 different carboca-
tion sets.5,7 Based on these correlational results, appro-
priate corrections for the best-fit values were applied for
the ����


R �gas parameters but were not important for most
substituents except p-OH (Fig. 9). The defined set of
experimental ����


R �gas parameters satisfies the same
relation [Eqn. (10)] with ����


R �ab.In general, substituent
effects on gas-phase �X�G0


gas values should be compar-
able to the effects on theoretical �X�Eab values. As the
experimental (��)gas has been found to be identical to the
corresponding ab initio value (��)ab, it is evident that the
assumed reference (�0)gas scale for r = 0 in Eqn. (11)


��0��� 4, F���	
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must involve too low a resonance ����
R � contribution. In


order to discuss the significance of r values in gas-phase
and ab initio Y–T correlations on the same scale, Eqn.
(11) should be deduced to the ab initio Y–T Eqn. (8) by
combination with Eqn. (10).


We emphasize here that the unempirical ab initio Y–T
relationship generally holds very precisely for experi-
mental gas-phase substituent effects �X�G0


gas for various
benzyl cation equilibria. As a result, the empirical Y–T
relationship [Eqn. (1)] and the substituent parameters
involved therein can be reproduced theoretically, sub-
stantiating the validity of the concept of varying
resonance demand deduced from the empirical Y–T
relationship.


$�	����� �����	���


In general, the reaction constants � and r are referred to as
the susceptibility parameters of a reaction to the non-
resonance and resonance effects of substituents, respec-
tively. Both parameters vary widely from reaction to
reaction; in the present study, they vary with different
carbocation systems, free from reaction conditions. The
reaction constant �, a susceptibility parameter of change
in �X�EnC� to unit change in (�0)ab scale, is a highly
important parameter since it is considered to be inherent
in the cation nC�. The resonance reaction constant r,
which used to be called the ‘resonance demand’
parameter, is a measure of the degree of resonance
interaction between the carbocation center and benzene
�-system.6 On the basis of the linear correlations of r
values against relevant theoretical parameters, such as
bond lengths and bond orders of the C1—C7 bonds,
central cation charges, and aryl charge delocalization
��q�, the parameter r has been approved as a measure of
resonance demand.


Physical organic chemists used to have particular
interest in the selectivity–stability relationship, which is
intimately related to the empirical reactivity–selectivity
principle; here, � and r are independent selectivity
parameters. Both selectivity parameters � and r tend to
decrease with increasing stability. For � parameters, the
inverse proportionality relation against ��n�EnC�


(X = H) is only fair or no more than qualitative; the
linearity is insignificant (R 
0.880). In contrast, the
selectivity–stability relationship, rab vs ��n�EnC�


(X = H), is observed to be satisfactorily linear
(R = 0.988) as shown in Fig. 10:


r � 0	97 � 0	0159
�n�EnC��X � H�� �12�


Equation (12) is a quantitative expression of the
empirical stability–selectivity principle that the more
stable the intermediate cation, the weaker is the demand
for �-electron delocalization. Equation (12) provides
reasonable physical characterization for the r parameter.


It is instructive to deal with the r value by a physical
organic tool, correlation analysis. The r value for all
systems can be correlated in terms of the following
equation with the ab initio substituent constants (�0)ab


and ����R �ab of substituents R1 and R2 as shown in Fig.
11:


r � 0	35 ���0�ab � 0	61 �����R �ab � 1	21 �13�


where � �0 = �0(R1) � �0(R2) and ����
R � ���


R �R1�
����R �R2�. Clearly, the system possessing electron-
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donating �-R groups has a reduced r value, and the
change in r can quantitatively be related to electronic
effects of �-R groups. The positive charge formed at the
benzyl position is stabilized complementarily by �-de-
localization into the aryl �-system and into �-substitu-
ents. This suggests simply that the r value should be
inherent in the electronic structure of the cation itself.


The present �ab values just reflect the thermodynamic
character of the parent cations and are of course free from
any external effect such as solvents and temperature. The
� parameter also should be inherent in the cation, or is
even more rigidly than the r parameter stuck with the core
structure of the cation. Hence the �ab values are not
related to the stabilities of cations, in contrast to r values.
Nevertheless, we emphasize that in solution chemistry, �
is often involved in the selectivity–reactivity relationship.
The extended Brønsted relationship or the Leffler–
Hammond rate–equilibrium relationship is much more
concerned with the � value.21 Thus, the �ab parameter is
expected to play an important role in understanding
solution chemistry.
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ABSTRACT: Atrazine (1), Atraton (2) and Ametryn (3) are photodegraded upon 254 nm irradiation, yielding 2-OH-
atrazine (4) as a photoproduct. Dealkylation products are also generated, and 4-ethylamino-6-isopropylamino-(1,3,5)-
triazine was also found as a photoproduct of 3. The main photoreaction is proposed to be an addition–elimination,
yielding 4, which subsequently photodegrades. The ease of photodegradation depends on the electron availability at
position C-2, the observed order of photoreactivity being 1 � 3 � 4 � 2. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: dealkylation; herbicides; photodegradation; photolysis; photohydrolysis; addition–elimination;
reaction mechanism; triazines
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There is serious environmental concern about the levels
of s-triazine herbicides in groundwater and drinking
water supplies. Of particular importance in this respect
are chlorotriazine derivatives, such as atrazine, which
have been amongst the most widely used herbicides in
Europe and the United States.1,2 These may have a
variety of toxic effects,3 and although legislation restricts
their use, their persistence in the environment requires the
development of cheap and reliable methods for their
destruction.


Various techniques have been suggested for the
elimination of atrazine and related compounds from
drinkable water, including biological degradation,4


adsorption,4 oxidation by ozone,5,6 or the Fenton
reaction,7–9 direct and catalysed photolysis,10–14 sono-
lysis12 and radiolytic decomposition.15 Amongst the
photocatalysts tested, titanium dioxide,10,11 polyoxo-
metalates,12 riboflavin13 and porphyrin and phthalo-


cyanine derivatives14 have been shown to be
particularly efficient.


However, the rational design of new treatment
methodologies requires a mechanistic understanding of
the reaction pathways involved in the degradation
process.16 The direct photolysis of atrazine in water has
been studied10,17–19 and suggested to produce 2-OH-
atrazine as the major product.10 However, little informa-
tion is available on the subsequent fate of this compound,
and mechanistic details concerning the way in which
2-OH-atrazine is generated remain obscure. In this paper
we will focus on some of these aspects, reporting a study
of the direct photolysis of atrazine (1) and related com-
pounds, atraton (2), ametryn (3) and 2-hydroxyatrazine
(4), in aqueous solutions using 254 nm light (Scheme 1).


�6/�)*��23"(


Compounds 1–4 were Pestanal certified standards from
Riedel de Häen. Their purity was checked by gas
chromatography, and they were used without further
purification. Organic matter-free freshly doubly distilled
water was used to make up all solutions. In all cases the
solutions were allowed to equilibrate with air at atmos-
pheric room temperature and pressure.


The pH values of the different solutions were not far
from those typical of riverine water (ca 6), due to their
typical macroscopic pK1 value, ca 5.20–22 pH measure-
ments were carried out at 298.0 K using a combined glass
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electrode, previously calibrated with commercial buffers
of pH 7.02 � 0.01 and 4.00 � 0.01. The accuracy
achieved in the measurement of pH was within �0.02
units.


Spectrophotometric measurements using a continuous
flow of solution were made using a Milton Roy Spectro-
nic 3000 double-beam array spectrophotometer. A
10 mm pathlength and 1.0 mL capacity quartz cells was
used. All other spectrophotometric measurements in
which solution flow was not needed were taken on a
double-beam Kontron Uvikon 941 Plus spectro-
photometer, using standard quartz cells with 10 mm
pathlength and 3.5 mL capacity. Both systems were
thermostated to within �0.1 K by water flow.


A Merck-Schuhardt TNN 15/32 irradiation system was
used for irradiation, supplying essentially monochro-
matic light at 254 nm. In order to carry out continuous
spectrophotometric monitoring of the photodegradation,
inlet and outlet valves were coupled to one of the quartz
cells, and a peristaltic pump, allowing a flow-rate
between 1 and 1000 ml h�1, was used to obtain a smooth,
non-turbulent flow inside the cell (ca 12 mL min�1). The
lamp was jacketed with a glass container and thermo-
stated to within �0.1 K by water flow.


All relevant data were converted into ASCII code and
analysed using ad hoc software packages. Reported rate


constants are average values obtained from replicated
experiments, whose reproducibility was within 5%.


Samples used for product analysis were directly
extracted from the reaction mixture at different irradia-
tion times, and stored frozen at ca 253 K prior to analysis.
The samples were used directly, without any further
work-up procedure.


Product analysis were carried out by high-performance
liquid chromatography (HPLC) and gas chromatogra-
phy–mass spectrometry (GC–MS). Changes in the Cl�


content of the photosylate were recorded for 1 using a
properly calibrated Cl� selective electrode. In the case of
3 the photosylate was analysed for the presence of
methanethiol by derivatization with monobromobi-
mane23 and subsequent measurement of the fluorescence
emission in a single-beam, 1 cm pathlength Aminco
Bowman Series 2 luminescence spectrometer.


HPLC analyses were performed with a Waters system
equipped with a flow unit, automatic injection, column
oven with temperature control and a photodiode-array
UV–visible detector, using a detection wavelength of
220 nm. The flow-rate was 1.2 mL min�1 and 100 mL of
the sample were injected in all cases. The linearity of
response of the detector to all analysed products was
tested. A reversed-phase 250 mm � 4.6 mm i.d. column,
packed with C-18 Intertsil (5 �m), was used. The mobile
phases consisted of acetonitrile and 5 mM acetic acid
(pH � 4.5), using the solvent gradient 0:100 (0 min),
75:25 (15 min), 100:0 (20 min), 0:100 (25 min).


GC–MS analyses were carried out using a DB-XLB
(60 m � 0.25 mm i.d., 0.25 �m film thickness) capillary
column, with splitless injection and a Thermo Finnigan
Trace GC 2000 apparatus, equiped with a CTC Analitics
GCPAL injector. Mass spectrometric detection was
carried out using a Thermo Finnigan PolarisQ apparatus
equiped with an ion trap in the full-scan mode and by
selecting the different molecular ions characteristic of the
compounds under study.


The main photoproducts observed are listed in Table 1.
To complement and reinforce the experimental studies,


electronic structure calculations were carried out with the
Gaussian 98 suite of programs.24 The theoretical model,
denoted B3LYP, is based on density functional
theory,25,26 and the 6–31G(d,p) basis set was used. Full
geometry optimization was carried out in the gas phase, a
frequency calculation on each optimal geometry resulting
in no imaginary frequencies.


1�
�	� #� �
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3���� #� .��	 �,
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	  �� 	� �����-������ ���������
	


Compound


Detection method


GC–MS Fluorescence HPLC


1 — — 2-Hydroxyatrazine
2 Desisopropylatraton — 2-Hydroxyatrazine
3 4-ethylamine-6-isopropylamine-1,3,5-triazine MeSH 2-Hydroxyatrazine
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The UV absorption spectrum of 1 in aqueous solution
(pH � 6, 5% MeOH) shows absorptions at 263 and
223 nm, with molar absorption coefficients 3500 and
34400 l mol�1 cm�1, in good agreement with previous
reports on this and the related compound terbuthyla-
zine.10,19 The 223 nm band has previously been assigned
to a � to �* transition.27 The nature of the longer wave-
length transition is, as yet, unclear. However, Mason has
assigned the band observed at 260 nm in sym-triazine in
water to the n to �* transition.28 Upon irradiation with
254 nm light, these bands were seen to decrease in
intensity and new absorptions grew in at 238 and ca
205 nm. In the initial stages of the reaction, good
isosbestic points were observed (Fig. 1), indicating clean
interconversion to the primary products. Upon prolonged
photolysis (up to 8 h) the absorbance at 238 nm was seen
to decrease and a less well defined spectrum was
observed.


The kinetics of the initial process were followed by
studying the decrease in the absorption of 1 at 223 nm
and the build-up of the new absorption at 238 nm. In both
cases, the kinetics fitted good first-order behaviour, with
rate constants (2.30 � 0.03) � 10�3 s�1 (223 nm, Fig. 1,
inset i) and (2.5 � 0.2) � 10�3 s�1 (238 nm), which are
identical within experimental error. The values are also
close to those previously reported for the direct
photolysis of aqueous solutions of 1.10 The irradiation
was also found to lead to a release of Cl�, which was
monitored as indicated previously (Fig. 1, inset ii),
showing a slightly lower rate constant, although within
the same order of magnitude [(1.8 � 0.3) � 10�3 s�1].
This difference may be associated with photolysis


leading to other reactions competing with photosubstitu-
tion of Cl�. Furthermore, irradiation was seen to lead to a
decrease in the pH of the solution that was not
compensated by the buffering effect of 1 or its photo-
products.


The products of the initial stages of photolysis were
studied by HPLC. Upon 60 min of irradiation with
254 nm light of a 51 �M solution of 1 in 5% MeOH–H2O,
loss of 1 (retention time tR = 16.3 min) was found to be
accompanied by the simultaneous quantitative recovery
of a product (99%, tR = 12.7 min), that was identified as 4
by comparison with an authentic sample, in agreement
with previous reports.10,29 Kinetic analysis of these
results was complicated by consecutive photodegradation
of this photoproduct. However, the rate constant for
formation of 4 as measured by HPLC appears to be
markedly lower than the rates of photodegradation
obtained from the UV spectral changes, suggesting
parallel routes for atrazine photodegradation. In support
of this, some HPLC peaks due to minor components were
also observed. These have not yet been identified,
although the GC–MS results show no signs of de-
alkylated products.


At longer times, degradation of the major primary
photoproduct, 4, was observed by both UV–visible
spectrophotometry and HPLC. The photodegradation of
4 was also studied in separate experiments. Its absorption
spectrum, highly dependent on the acidity of the medium
(Fig. 2), showed absorption maxima at 215 nm in basic
medium (pH � 12.2, �� 45800 l mol�1 cm�1), and at �
�200 nm and also 240 nm in acidic medium (pH � 2.3,
�(238 nm) � 15200 l mol�1 cm�1). On this basis, the two
macroscopic pKa values observable for 4 under common
acidity conditions were obtained from the change in
absorbance at both 215 and 240 nm (Fig. 2, inset),
exhibiting values pK1 = 5.2 � 0.1 and pK2 = 10.8 � 0.4,
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in good agreement with those previously obtained using
capillary zone electrophoresis and capillary isoelectric
focusing methods.22


Upon steady-state irradiation at 254 nm of a 50 �M


solution of 4 (pH � 6, 5% MeOH–H2O), spectral changes
were observed (Fig. 3), with the formation of new bands
at ca 204 and 238 nm. The initial spectrum at pH � 6
(Fig. 3) results clearly from combination of the absorp-
tion bands mentioned earlier (Fig. 2). As for 1, irradiation
led to a decrease in the pH of the solution that was not
compensated by the buffering effect of 4 or its photo-
products, consequently affecting the shape of the
observed spectra (Fig. 3). This notwithstanding, a photo-
degradation rate of (6.2 � 0.6) � 10�4 s�1 was estimated
from the observed absorbance changes.


To help understand the mechanism of photodegrada-
tion of these compounds, the photodegradation of
aqueous solutions of two other (1,3,5)-s-triazine deriva-
tives, 2 and 3, was also studied. Solutions of 51 �M of 2 in
5% MeOH–H2O, pH � 6.0, show an absorption spectrum
with maximum at 220 nm (�� 33075 l mol�1 cm�1), and
a weak shoulder at 250 nm (�� 2115 l mol�1 cm�1).
Upon irradiation, a decrease in the absorbance at 220 nm
was observed, with corresponding increases in absor-
bances at ca 250 nm and �200 nm (Fig. 4). From the
decrease in absorbance at 220 nm, a rate constant of
(2.57 � 0.04) � 10�5 s�1 was determined. HPLC studies
showed that the 2-hydroxy derivative was one of the
photoproducts, in agreement with the literature.29 In
addition, GC–MS experiments on the photolysate showed
that desisopropylatraton was formed by dealkylation.


Solutions of 51 �M of 3 in 5% MeOH–H2O, pH � 6.1,
show an absorption maximum at 222 nm (�� 36575
l mol�1 cm�1) and a weaker band at 270 nm (�� 3918
l mol�1 cm�1). Upon irradiation a decrease in absorbance
at 222 nm was observed to be accompanied by the
formation of a new absorption at shorter wavelengths


(Fig. 5). The photodegradation followed first-order
kinetics (Fig. 5, inset i), with a rate constant of
(2.2 � 0.5) � 10�3 s�1. HPLC studies showed that 4
was the main photoproduct, in agreement with the
literature.29 GC–MS studies on the photolysate evidenced
the formation of 4-ethylamino-6-isopropylamino-1,3,5-
triazine. Fluorimetric measurements upon derivatization
of the photolysate with monobromobimane showed an
increase in the intensity of fluorescence during the first
30 min, followed by a slight and slower decrease (Fig. 5,
inset ii).


Table 2 summarizes the different rate constants
obtained for the 254 nm-initiated photodegradation of
triazines 1–4. No obvious linear free energy relationship
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was found between these rate constants and the sub-
stituent inductive or steric effects. A study of the
photodegradation with a wider range of 1,3,5-triazine
herbicides is planned in which both kinetic and quantum
yield data will be measured to check on the existence of
any useful structure-reactivity correlations.


Theoretical calculations carried out at the B3LYP/6–
31G(d,p) level allowed us to analyse the Mulliken
charges at position 2 of the different triazines, evidencing
in all cases an electronic deficiency in this position (Table
3).


 *1'511*42


The photodegradation of four related 1,3,5-triazines was
studied in aqueous solutions using 254 nm light. Two
main degradation pathways are observed, photosubstitu-
tion at the 2-position, leading generally to the 2-hydroxy
derivative, and dealkylation on the amine side-chains.
Photohydroxylation at the 2-position has also been
observed with various other 1,3,5-triazines,30 and seems
to be a common reaction for this class of compounds.
Three mechanisms can in principle be considered for this:
(i) homolytic dissociation of the carbon–substituent bond
at the 2-position, followed by reaction of the triazinium/
triazinyl radical with water or HO�, (ii) addition of water/
HO� followed by elimination of the other substituent or
(iii) a charge-transfer process involving the formation of
the triazinium radical cation, followed by nucleophilic
attack of water/HO�. Intermediacy of charge-transfer
species has been suggested in the photosubstitution of 1-
nitronaphthalene by hydroxide ion.31 However, the
mechanism is unlikely in this case since triazines are


known to have very high oxidation potentials.32 Further-
more, homolytic dissociation is unlikely to be an
important mechanism in the case of triazines, since
2-hydroxy products are observed on photolysis of a wide
variety of 1,3,5-triazines having very different dissocia-
tion energies for the 2-substituent bonds.21,33 We there-
fore believe that the main mechanism involves addition–
elimination. Support for this comes from charge calcula-
tions. Table 3 shows that all 1–4 are electronically
defficient at C-2 which is in agreement with the addition
of water/HO� at such a position. Moreover, the electron
deficiency is less important for 2 and 4, in line with the
fact that the photodegration is slower for these deriva-
tives, as evidenced by the observed rate constants (Table
2).


Therefore, the behaviour observed for 1 and 2 can be
rationalized in terms of the mechanism shown in Scheme
2, which would explain the increase in [Cl�] for 1, and
also as the decrease in the pH of the medium observed for
all 1–4.


In the case of 3, an initial increase in the concentration
of thiol (MeSH) was observed, followed by a loss of
MeSH. This could be due to the photolysis of MeSH to
yield MeS�, with subsequent reduction of the thiol
concentration. Furthermore, the detection of 4-ethylami-
no-6-isopropylamino-(1,3,5)-triazine indicates homoly-
sis of the C—S bond followed by H abstraction by the
resulting triazinyl radical. This observation is in agree-
ment with previous findings for 2-methylthio-(1,3,5)-
triazines.27,34 All the observations for 3 can be rational-
ized in terms of the mechanism shown in Scheme 3.


Despite the fact that 4 is the one of the main photo-
products of photodegradation of 1–3, the same being
valid for analogous (1,3,5)-triazine herbicides with
different substituents,16 no detailed product analyses are
available for its photodegradation. From the observations
for 1–3, dealkylation in the lateral chain could be
expected.


For this mechanistic route, dealkylation of the amino
groups, the mechanism is less clear. Theoretical calcula-
tions show that the lone electron pairs on the side-chain
nitrogen atoms are included in the electron delocalization
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Compound k (s�1)


1 (2.3 � 0.03) � 10�3 a


(2.5 � 0.2) � 10�3 b


2 (2.57 � 0.04) � 10�5


3 (2.2 � 0.5) � 10�3


4 (6.2 � 0.6) � 10�4


a Detection at � = 223 nm.
b Detection at � = 238 nm.
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Compound Charge at position 2


1 0.266696
2 0.685101
3 0.272177
4 0.656304
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of the heterocyclic ring, thus facilitating a potential
dealkylation of the alkyl side-chains. Therefore, it is
possible that dealkylation is a relatively minor route with
this excitation source (254 nm), resulting from some
dissociative pathway ocurring at higher excitation
energies. Joint experimental and theoretical studies are
in progress in order to compare the effects of different
excitation wavelengths to test this and to analyse in detail
the reaction mechanism.


'42'(51*42


Compounds 1–3 undergo 254 nm-initiated photodegra-
dation, leading to 4 as one of the main photoproducts, as
shown by HPLC. Dealkylation products were also
observed by GC–MS in the case of 2, and 4-ethyl-
amino-6-isopropylamino-(1,3,5)-triazine in the case of 3.
An addition–elimination mechanism is proposed for 1–3,
leading to 4, which would subsequently undergo photo-
degradation. The observed order of reactivity upon
irradiation is 1 � 3 � 4 � 2, in accordance with the
electron availability at position C-2. No linear free
energy relationship was found between the observed rate
constants and substituents inductive or steric effect.
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ABSTRACT: The kinetics of the gas-phase elimination of the title compounds were determined in a static reaction
system over the temperature range 180.8–419.4°C and the pressure range 15–86 Torr (1 Torr = 133.3 Pa). The
reactions are homogeneous and unimolecular and obey a first-order rate law. The observed rate coefficients are
represented by the following Arrhenius equations: for ethyl picolinate, log[k1(s�1)] = (11.30 � 0.24) �(180.9 �
3.0) kJ mol�1 (2.303 RT)�1, for ethyl 1-methylpipecolinate, log[k1(s�1)] = (13.36 � 0.31) �(209.5 � 3.9) kJ mol�1


(2.303 RT)�1 and for picolinic acid, log[k1(s�1)] = (12.05 � 0.10) �(135.7 � 0.9) kJ mol�1 (2.303 RT)�1. The data
from this work together with those reported in the literature confirm previous considerations that amino acids or �-
nitrogen substituents of carboxylic acids undergo an extremely rapid decarboxylation process. The pyrolysis kinetics
of picolinic acid, which is an intermediate of ethyl picolinate elimination, showed a dramatic fast decomposition into
pyridine and CO2 gas. The decarboxylation process of �-amino or �-nitrogen substituents of carboxylic acids differs
from the decarbonylation elimination of several known �-substituted carboxylic acids in the gas phase. Copyright 
2002 John Wiley & Sons, Ltd.


KEYWORDS: gas-phase pyrolysis; kinetics; mechanism; amino acid derivatives; ethyl picolinate; ethyl 1-
methylpipecolinate; picolinic acid
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Experimental determinations and ab initio theoretical
calculations on the gas-phase pyrolyses of 2-substituted
carboxylic acids1–7 suggested a decarbonylation process
as described in reaction (1). The acidic H of the COOH
group assists the leaving group L for elimination,
followed by the participation of the oxygen of the
carbonyl to give an unstable �-lactone. This intermediate
rapidly decomposes into the corresponding carbonyl
compound and CO gas.


�1�


It is very difficult to displace an amino or a nitrogen
derivative as a leaving substituent L in organic
compounds in gas-phase elimination reactions. In addi-
tion, most simple amino acids are solids, which limits
their suitability for their investigation as neutral mol-
ecules in the gas phase. However, in recent work8 it was
possible to examine the formation of neutral amino acid
intermediates from the pyrolyses of their corresponding
ethyl ester derivatives. The mechanism of these reactions
was formulated as in reaction (2).


According to the results of the above-mentioned
work,8 neutral amino acids are very reactive species in
the gas phase. This is because the N atom becomes more
polarized when approaching the acidic H of the COOH
group, thus causing a lowering of the energy. Therefore, a
very rapid decomposition is to be expected. The nitrogen
atom as a 2-substituent of carboxylic acids is not a
leaving group, and decarboxylation [reaction (2)] rather
than decarbonylation [reaction (1)] was obtained. The
mechanistic rationalization for the fast decomposition of
neutral amino acid intermediates is supported from the
elimination kinetics of N,N-dimethylglycine, an inter-
mediate of N,N-dimethylglycine ethyl ester pyrolysis.
The former substrate was found to be decomposed �96
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times faster than the latter at 400°C.8 This means that
N,N-dimethylglycine decomposes rapidly at the working
temperature of the corresponding ethyl ester. Conse-
quently, the gas-phase elimination of neutral amino acids
is expected to occur at very low temperatures. To further
our knowledge of the mechanistic pathway of the gas-
phase elimination of �-amino or �-nitrogen substituents
of carboxylic acids, this work was initiated to examine
the gas-phase pyrolysis kinetics of ethyl picolinate and
ethyl 1-methylpipecolinate. In addition to these sub-
strates, picolinic acid, which may be an intermediate in
ethyl picolinate elimination, was examined in order to
determine the extent of decomposition of �-nitrogen
substituents of carboxylic acids.


��21�/2 �.  -2,122-0.
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The elimination reaction of ethyl picolinate [reaction (3)]
demands Pf/P0 = 3.0, where Pf and P0 are the final and
initial pressures, respectively. The average experimental
Pf/P0 value at four different temperatures and 10 half-
lives is 2.9 (Table 1). Additional confirmation of the
stoichiometry, up to 75% decomposition, was obtained
by comparing the pressure measurements with the
quantitative analyses of ethylene formation (Table 2).
Elimination reaction (3) is homogeneous (Table 3), since


no significant variation in the rate coefficients was
obtained in these experiments when using both clean
Pyrex and seasoned Pyrex vessels with a surface to
volume ratio of 6.0 relative to both clean Pyrex and
seasoned Pyrex normal vessels. The effect of different
proportions of toluene inhibitor is shown in Table 4.
Therefore, this elimination reaction is molecular and not
free radical in nature. No induction period was observed.
The rate coefficients are reproducible with a standard
deviation of not greater than 5% at a given temperature.


�3�


The first-order rate coefficients for ethyl picolinate,
calculated from k1 = (2.303/t)log[2P0/(3P0 � Pt)] were
found to be independent of the initial pressure (Table 5).
The rate coefficient, at a given temperature, is measured
at each reaction time, and after a significant number of
lectures obtained, the average k value is estimated within
�5% standard deviation. A plot of log(3P0 � Pt) vs time t
gave a good straight line up to 75% decomposition. The
variation of the rate coefficients with temperature and the


�2�


/�+�� �� +��� 
, �	��  -,! �
 �	����� �������  -%! 
, �.� ��������


Substrate Temperature (°C) P0 (Torr)a Pf (Torr)a Pf/P0 Average


Ethyl picolinate 380.3 26 74 2.84 2.95
391.2 30.5 90 2.95
399.9 29 88 3.00
414.1 57 172 3.00


Ethyl 1-methylpipecolinate 381.1 65 197 3.00 2.93
389.6 71.5 210 2.93
401.1 64.5 184 2.85
419.4 45 132 2.93


Picolinic acid 190.8 26.5 49.5 1.87 1.86
199.7 30 56 1.87
210.2 37.5 68.5 1.83
220.3 40.5 75 7.85


a 1 Torr = 133.3 Pa.
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Substrate Temperature (°C) Parameter Value


Ethyl picolinate 370.0 Time (min) 6 12 21 39 59
Reaction (%) (pressure) 13.26 25.30 42.60 58.94 76.15
Ethylene (%) (GC) 13.56 25.25 43.35 58.87 76.76


Ethyl 1-methylpipecolinate 379.0 Time (min) 7 14 23 37 65
Reaction (%) (pressure) 15.65 30.60 51.40 63.46 81.10
Ethylene (%) (GC) 15.59 30.00 48.75 61.65 82.32


Picolinic acid 199.7 Time (min) 4 7 10 13 16
Reaction (%) (pressure) 24.2 38.0 49.6 59.6 68.3
Pyridine (%) (GC) 24.4 40.1 47.7 58.7 65.9
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Compound S/V (cm�1)a 104 k1 (s�1)b 104 k1 (s�1)c


Ethyl picolinate at 399.9°C 1 19.90 19.90
6 19.76 19.91


Ethyl 1-methylpipecolinate at 401.1°C 1 12.48 12.43
6 12.47 12.45


Picolinic acid at 199.7°C 1 11.42 11.58
6 12.35 11.70


a S = surface area; V = volume.
b Clean Pyrex vessel.
c Vessel seasoned with allyl bromide.
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Substrate Temperature (°C) Ps
b (Torr) Pi


c (Torr) Pi/Ps 104 k1 (s�1)


Ethyl picolinate 380.3 31 – – 6.82
40 18 0.5 6.81
52 40 0.8 6.70
60 88 1.5 6.83
26 76 2.9 6.80
38 128 3.4 6.73


Ethyl 1-methylpipecolinate 401.1 68 – – 12.74
64.5 34 0.5 12.71
70 75 1.1 12.49
58 88 1.5 12.93
43 90 2.1 12.70


Picolinic acid 199.7 32 – – 11.28
44 66 1.5 11.42
33.5 81.5 2.4 11.17
30 107 3.0 11.58


a Cyclohexene or toluene inhibitor.
b Ps = pressure of the substrate.
c Pi = pressure of the inhibitor.
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Substrate Temperature (°C) Parameter Value


Ethyl picolinate 391.2 P0 (Torr) 15 25 31 62
104 k1 (s�1) 11.57 11.71 11.57 11.55


Ethyl 1-methylpipecolinate 419.4 P0 (Torr) 45 66 80 86
104 k1 (s�1) 36.78 36.62 36.70 36.86


Picolinic acid 210.2 P0 (Torr) 17 29 36 45
104 k1 (s�1) 23.89 24.51 24.36 24.21
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corresponding Arrhenius equation is given in Table 6
(90% confidence limits from a least-squares procedure).


���� ��	���������
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The molecular elimination of this substrate, described in
reaction (4), requires that Pf/P0 = 3.0. The average
experimental Pf/P0 values at four different temperatures
and 10 half lives is 2.93 (Table 1). The stoichiometry of
reaction (4), up to 80% decomposition, was satisfactorily
verified by comparing the percentage decomposition of
the substrate from pressure measurements with that
obtained from the gas chromatographic (GC) measure-
ment of the product ethylene (Table 2).


�4�


The reaction can be said to be homogeneous since no
significant effects on the rates were obtained on using
both clean Pyrex and seasoned Pyrex vessels with a
surface to volume ratio of 6.0 relative to the normal clean
and seasoned Pyrex vessels in these experiments (Table
3). The presence of different proportions of toluene, an
effective free radical inhibitor, had no effect on the rates
and no induction period was obtained (Table 4). The rates
are reproducible with a standard deviation not greater
than 5% at a given temperature.


The rate coefficients for elimination, calculated from
k1 = (2.303/t)log[2P0/(3P0 � Pt)], are invariable to initial
pressures (Table 5), and the first-order plots of
log(3P0 � Pt) against time t gave a good straight line
for up to 80% decomposition. The temperature depen-
dence of the rate coefficients is shown in Table 6. The
experimental data were fitted to the Arrhenius equation as


shown in Table 6, where 90% confidence limits from a
least-squares procedure are given.


���
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The experimental stoichiometry for the pyrolysis of this
substrate, as shown in reaction (5), requires Pf/P0 = 2.0.
The average experimental Pf/P0 value obtained at four
different temperatures and 10 half-lives was 1.86 (Table
1). It was possible to corroborate the stochiometry of
reaction (5), up to 65% decomposition, by comparing the
percentage decomposition of the substrate from pressure
measurements with those obtained by GC analysis of the
product pyridine (Table 2). The effect of the surface area
in the rate of elimination was determined carried by
employing a vessel with a surface to volume ratio six
times greater than that of the normal vessel. The rate
coefficient for formation of pyridine was unaffected in
the clean Pyrex vessel and in the seasoned glass packed
and unpacked vessels. The clean packed Pyrex vessel
showed a very small heterogeneous effect (Table 3).
Cyclohexene inhibitor had no effect on the rates (Table 4)
and no induction period was observed. The rates are
reproducible with a relative standard deviation of not
greater than 5% at a given temperature.


�5�


The rate coefficient of this substrate was calculated
from k1 = (2.303/t) log P0/(2P0 � Pt) and was found to be
independent of the initial pressure (Table 5). A plot of
log(2P0 � Pt) aganist time t gave a good straight line for
up to 65% reaction. The temperature dependence of the
rate coefficients and the corresponding Arrhenius equa-
tion are given in Table 6 (90% confidence limits from a
least-squares procedure).


The k value of ethyl picolinate shows that it undergoes
elimination slightly faster than ethyl 1-methylpipecoli-
nate (Table 7). This small but significant difference in
rate coefficients may be attributed to the aromaticity of
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Substrate Parameter Value


Ethyl picolinate Temperature (°C) 349.7 359.6 370.7 380.3 391.2 399.9 414.1
104 k1 (s�1) 1.35 2.30 4.00 6.81 11.59 19.88 33.84


Rate equation: log[k1 (s�1)] = (11.30 � 0.24) �(180.9 � 3.0)kJ mol�1 (2.303 RT)�1; r = 0.9993
Ethyl 1-methylpipecolinate Temperature (°C) 364.6 371.4 381.1 389.6 401.1 409.4 419.4


104 k1 (s�1) 1.51 2.57 4.38 7.46 12.71 21.60 36.70
Rate equation: log[k1 (s�1)] = (13.36 � 0.31) �(209.5 � 3.9)kJ mol�1 (2.303 RT)�1; r = 0.9991
Picolinic acid Temperature (°C) 180.8 190.9 199.7 210.2 220.3


104 k1 (s�1) 2.75 5.93 11.58 24.40 48.69
Rate equation: log[k1 (s�1)] = (12.05 � 0.10) �(135.7 � 0.9)kJ mol�1 (2.303 RT)�1; r = 0.9998
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the pyridine group. The delocalized �-system of pyridine
must exert a greater electron-withdrawing effect than the
piperidine ring. The reaction mechanism of these
substrates may be explained as in reaction (2).


The homogeneous, unimolecular elimination of pico-
linic acid, which is produced as an intermediate in
reaction (3), gives, as expected, an extremely rapid
decomposition that is 2500 times faster than that for ethyl
picolinate pyrolysis at 360°C (Table 7). Consequently,
neutral amino acid types of molecules must undergo a
very rapid decomposition and at very low temperatures.
The mechanism of picolinic acid elimination is depicted
in reaction (6).


�6�
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Ethyl picolinate (Aldrich) and ethyl 1-methylpipecolinate
(Aldrich) of �99.0% purity (GC: Porapak Q, 80–100
mesh) were employed. The quantitative analysis of the
product ethylene was performed by using the same
Porapak Q column. Picolinic acid (Aldrich) was shown to
be 99.6% pure when analyzed by GC–MS (Saturn 2000,
Varian) using a DB-5MS capillary column (30 �
0.25 mm i.d., 0.25 �m film thickness). The product
pyridine, diluted with very small amount of methanol,
was quantitatively analyzed by using a 2 m column of 3%
OV-16 on 80–100-mesh Chromosorb Q II.


The verification of the starting materials and identifi-
cation of the products were performed with a Varian
Saturn 2000 GC–MS instrument with a DB-5MS
capillary column.


������� ���	���
 The kinetic experiments were carried out


in a static reaction system as described previously9,10


with an Omega DP41-TC/DP41-RTD high-performance
digital temperature indicator. The rate coefficients were
determined from the pressure increase. The temperature
was controlled by a Shinko DC-PS resistance thermo-
meter controller and an Omega Model SSR280A45 solid-
state relay, maintained within �0.2°C and measured with
a calibrated platinum–platinum–13% rhodium thermo-
couple. No temperature gradient was observed along the
reaction vessel. The picolinic acid substrate was
dissolved in acetic acid and injected directly into the
reaction vessel with a syringe through a silicone rubber
septum. The amount of substrate used for each reaction
was �0.01–0.1 ml.
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Compound k1 � 104 (s�1) Ea (kJ/mol) Log[A (s�1)] �S≠ (J mol�1 K�1) �H≠ (kJ mol�1) �G≠ (kJ mol)�1


Ethyl picolinate 2.36 180.9 � 3.0 11.30 � 0.24 �43.1 175.6 182.1
Ethyl 1-methylpipecolinate 1.18 209.5 � 3.9 13.36 � 0.31 �3.7 204.2 204.8
Picolinic acid 71161 135.7 � 0.9 12.05 � 0.10 �28.8 130.4 134.8
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ABSTRACT: Consequences of proton-transfer reactions in guanidine in the solid state, solution and gas phase are
discussed. Y-delocalization, resonance and symmetry strongly influence the basicity of guanidine in the gas phase.
These effects are, however, insufficient to explain the basicity of guanidine which in aqueous solution is stronger than
that of trisubstituted alkylamines and proton sponge (DMAN). The intrinsic (gas-phase) basicity of guanidine is close
to that of triethylamine. The large difference between the basicities of amines and guanidine in solution is attributed to
the important role played by effects such as polarizability and internal and external solvation. Copyright  2003 John
Wiley & Sons, Ltd.


KEYWORDS: guanidine; resonance stability; Y-delocalization; proton transfer; basicity solvation
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Guanidine (Scheme 1) was first obtained by oxidative
degradation of an aromatic natural product, guanine,
isolated from Peruvian guano.1 The biological activity of
guanidine, its particular thermodynamic stability, ex-
ceptionally high basicity in aqueous solution and
applications in synthesis have been the subject of
numerous discussions in the literature during the last
three decades.2–9 Several authors tried to answer two
questions: (i) why guanidine is a such strong base in
aqueous solution and (ii) why the guanidinium ion is so
stable. Various theories and explanations were proposed.
Some of them were focused on the Y-aromaticity of the
system.2,9 Although this concept confirms the strong
stability of the guanidinium ion, it does not explain
different localizations of the guanidinium cation vis-à-vis
the counter ion in salts, or the difference in the basic
strength of guanidine in the gas phase (basicity close to
that of triethylamine)10 and in water (basicity comparable
to that of the hydroxide ion).11


In this paper, we focus our attention on this peculiar
compound and the structural (internal) and environmen-


tal (external) consequences of the proton-transfer reac-
tions, which are similar in many important biomolecules
containing the guanidine skeleton. The biological activity
of guanidine and its derivatives is not reviewed in detail.
Rather, we recall some examples of their wide applica-
tions in chemotherapy, their important interactions with
other biomolecules and their particular actions in the
living organisms. Next, we discuss (i) the geometry of
guanidine and its cation (the latter being the biologically
relevant species), (ii) the difference in the resonance
stability of the neutral and ionic forms, (iii) the
experimental and theoretical evidence for the sites of
protonation and deprotonation in guanidine itself and (iv)
its experimental basicity in various conditions. Some
comments on the proton affinity predicted by quantum-
chemical calculations are included. Finally, we compare
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the gas-phase and solution basicities of guanidine in the
light of the differences between the acidity–basicity
scales in these two phases to show the origin of the strong
basicity of guanidine in aqueous solution.


3-040"-�54 5�/-6-/7


The guanidine moiety is incorporated in many natural
products and also in synthetic systems of biological
importance. Guanidine is a substructure of many
important molecules, such as arginine (an amino acid),
creatine (the muscular energy intermediate), guanine (the
purine base of the nucleic acids DNA and RNA),
streptomycin (an antibiotic), ptilomycalin A (an alkaloid)
and other biomolecules.3,12


Although guanidine itself is fairly toxic, its derivatives
find numerous applications in chemotherapy.3,13,14 They
demonstrate antibacterial, antiviral, cytotoxic and anti-
fungal properties (sulfaguanidine, crambescidin 800,
celeromycalin, fromiamycalin).3,12 They also possess
anti-inflammatory and hypotensive or hypertensive
properties (clonidine, guanethidine).3a Some of them
have been tested in oral treatment of diabetes (synthalin
A, synthalin B, performin, buformin, metformin).14


Others are antagonists (cimetidine, famotidine) or
agonists of histamine receptors (SK&F 91486, impromi-
dine, arpromidine).15


Other interesting properties of guanidine and its
derivatives include the inhibition of DNA synthesis, the
denaturation of proteins and the modification of the
electrostatic surface potential of mitochondria and other
membranes.14 Hydroxyguanidine, which inhibits the
synthesis of DNA, was classified as an antitumor drug.16


By its interactions with proteins, guanidinium hydro-
chloride exhibits a dual function. It is a commonly used
denaturant to unfold native proteins but has also been
tested as a stabilizer of the folded proteins.17 Guanidi-
nium ion itself and its amino-substituted derivatives are
capable of passing through sodium ion channels in the
nerve membrane.18 Substituted guanidinium molecules
(e.g. tetradotoxin) block the passage of sodium ions thus
inhibiting nerve function.18b They also interact with the
cardiac Na�–H� exchange system by blocking its
activity.18c


Most of the biological properties of guanidine and its
derivatives, such as their interaction with proteins, their
influence on the function of sodium channels and their
transport in different human membranes and cells, etc.,
are related to their strong basicity. Under physiological
conditions, these strong bases exist mainly in their
protonated forms. These positively charged organic ions
are important elements in different mechanisms and
schemes proposed in the literature to explain the
biological activity of the guanidine function, particularly
that of arginyl residue in the active site of various
proteins and enzymes. For modeling interactions in
physiological conditions, complexes between the guani-
dinium and carboxylate ions have been widely investi-
gated.19


"�0��/�7 0' "15.-�-.� 5.� -/2 �5/-0.


Guanidine and guanidinium ion are special cases of n–�
conjugated heteroallylic systems.20 One imino and two
amino nitrogens are linked to the same carbon atom,
leading to a cross-conjugated or Y-delocalized hetero
system containing six �-electrons.2–9


Unfortunately, to our knowledge, the structure of the
free base has not been experimentally determined, from
either x-ray diffraction,21 electron diffraction or micro-
wave spectra. Information on its structure has only been
obtained from the infrared spectrum of guanidine in the
solid state22 and quantum-chemical calculations.5,6,23,24


From the analysis of the IR spectrum, it was concluded
that guanidine prefers to adopt a planar form (probably
point group Cs, but for the purpose of describing the
skeletal modes, the C2v symmetry was assumed).22 On
this basis, early calculations were based on the assump-
tion that guanidine was planar (1a in Scheme 2), and
therefore its geometry was optimized with the constraint
of planarity.23 In the last decade, non-planar structures
have also been considered (1b and 1c), and calculations
performed without any symmetry constraint.5,6,24 Two
conformations with the guanidine group (CN3) planar and
the amino groups pyramidal at the nitrogen atoms (1b and
1c, both C1 symmetry) are evidently favored with respect
to the planar one (by 4–7 kcal mol�1; 1 cal = 4.184 J), and
1b corresponds to the energy minimum at the HF
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(Hartree–Fock), MPn (nth order of the Møller–Plesset)
and CISD (configuration interaction method with single
and double excitations) levels with the use of the 6–31G*
basis set.24 Independently of the assumption accepted and
structures considered, all theoretical results indicate that
the CN bond of the imino NH group is shorter (by ca 0.1
Å) than the two CN bonds of the amino NH2 groups.


A similar conclusion concerning the bond lengths is
also achieved from the analysis of experimental x-ray
geometries of the guanidine derivatives. Table 1 presents
selected geometric parameters of N,N�-diphenylguani-
dine, N-methyl-N,N�-diphenylguanidine, N�-methyl-
N,N�-diphenylguanidine and N,N,N�-trimethyl-N�,N�-di-
phenylguanidine.25 In fact, not only may the imino and
amino CN bonds differ significantly (by about 0.08 Å)
but also substantial differences due to substitution are
observed in the bond lengths of the two amino groups (up
to 0.065 Å in the case of N,N,N�-trimethyl-N�,N�-
diphenylguanidine). This indicates that the guanidine
moiety is sensitive to structural effects. This in turn
implies that the electronic structure of the fragment may
be highly labile. Indeed, possible intra- and intermolecu-
lar interactions such as substituent effects26 and hydrogen
bonds in the crystal lattice may drastically reduce the
alternation between the lengths of formally different
types of CN bonds [e.g. in cyanoguanidine, 2-nitrogua-
nidine, glyoxal bis(amidinohydrazone) or sulfaguani-
dine].27 As expected, all guanidine fragments are planar
within the experimental error [the mean deviation from
the least-square plane usually does not exceed 0.007 Å
(based on derivatives from Table 1)].


In the case of guanidinium ion, assumptions similar to


those for the free base have been used in quantum-
chemical calculations, and different structures considered
(2a–e in Scheme 3).5,6,23c,28,29 Currently, there is no
common theoretical conclusion about the geometry
corresponding to the total energy minimum of the cation
[D3h, completely planar (2a); C3 and C1, with planar NH2


groups rotated out of plane by about 12–18° (2b and 2c);
Cs and C3v, with pyramidal NH2 group (2d and 2e)]5,6,29


The differences between total energies of stable struc-
tures are small, and the point group symmetry of the
global minimum depends on the level of calculations.5


Independently of this lack of definite conclusion, the CN3


moiety of the monocation is planar and the CN bond
lengths are identical. The only differences are in the
positions of the hydrogen atoms. Their positions depend
strongly on the level of calculations, and are also
exceptionally difficult to determine experimentally,
either by x-ray diffraction or by IR, Raman and NMR
spectrometry. Different symmetries for the guanidinium
ion have also been proposed based on spectroscopic
measurements for various salts: D3h,30 C3h


31 and C3v.
32


A statistical analysis of 112 molecular geometries of
guanidium ion in 80 salts and complexes retrieved from
the Cambridge Structural Database21 [only the highest
precision molecular geometries (R-factor smaller than
5% and the mean standard deviation for bond lengths
does not exceed 0.005 Å) were analyzed] fully confirms
that the CN3 moiety is planar within experimental error.
The mean deviation of carbon and nitrogen atoms from
the least-square plane is only 0.004 Å. Unfortunately, the
x-ray analysis does not give further, reliable information
on the position of hydrogen atoms,33 and neutron
diffraction data are available for only a few derivatives
of the guanidinium ion.34 These, however, reveal that
only in the case of creatine34b is one of the amino groups
slightly non-planar. Further statistical analysis of the
molecular geometries of guanidinium ions confirms also
that the CN bond lengths are nearly equal (the mean C—
N bond length is 1.321 � 0.009 Å), indicating that the
electrons can be regarded as essentially delocalized in the
moiety. The highly symmetric and planar guanidinium
ion, with its six equivalent protons, is a hydrogen bond
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Derivative Bond length (Å) Bond angle (°)


Ref.R1, R�1 R2, R�2 CN1 CN2 CN3 �1 �2 �3


H, Ph H, H 1.386 1.357 1.287 121.1 127.4 111.3 25a
H, Ph H, H 1.374 1.358 1.278 122.4 125.3 112.3 25a
H, Ph H, H 1.366 1.357 1.278 122.4 124.7 112.9 25b
H, Ph H, H 1.368 1.335 1.292 121.6 125.2 113.2 25b
Me, Ph H, H 1.393 1.345 1.284 119.8 125.0 115.2 25a
H, Ph H, Me 1.380 1.379 1.270 127.8 120.8 111.4 25a
Me, Ph Me, Me 1.409 1.344 1.298 125.1 119.3 115.5 25a
a For one or two independent molecules present in the unit cell of the crystal derivative.
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donor. Hence, hydrogen bonding provides the major
driving force for crystal packing. Since the H-bond donor
and acceptor are charged species, the electrostatic
interactions in the crystal lattice may additionally modify
the hydrogen bond network. The richness of possible
interactions (hydrogen bonds, electrostatic interactions,
van der Waals contacts) has stimulated great interest in
experimental x-ray studies of many, if not most, of
guanidinium derivatives. The most common three-
dimensional motifs of hydrogen bonds are observed, for
instance, in salts of guanidinium: nitrite semihydrate,
chloride, hydrogen squarate, phthalate, hydrogen l-
aspartate, carbonate or diguanidinium: tetrachlorozincate
and tetrabromozincate, hexafluorosilicate, hydrogen
phosphate, sulfate and zinc guanidinium sulfate.35 In
these structures, the hydrogen bonding patterns are
different, whereas their topology allows one to classify
most of them as of medium strength. The two-dimen-
sional type of arrangement is observed in the structures
of, e.g., guanidinium nitrate, perchlorate and alkane- and
arenesulfonates.36 In contrast to the three-dimensional
networks, where the crystal lattice is strongly stabilized
by hydrogen bonds, the low-dimensional bonded aggre-
gates are susceptible to thermodynamic conditions and
easily undergo transformations.36b,c Moreover, it has
been demonstrated36b,d that the electrostatic interactions
may play a very significant role in further enhancing the
network formation. For instance, depending on the steric
constraints of penetrating groups, the sheets of guanidi-
nium alkane- and arenesulfonates36d assemble in a third
direction as either single layers or bilayers. Clearly, in the
case of bilayers, the positively charged guanidinium ions
are situated in proximity to negatively charged sulfonate
ions in adjacent sheets, as shown at Scheme 4. The
interlayer spacing between the sheets of adjacent bilayers


ranges from 3.33 to 4.06 Å, depending on the kind of
substituent.


Similarly, the antiparallel structure of guanidinium
nitrate (Fig. 2) is strongly stabilized by electrostatic
interactions between the sheets as compared with the
parallel arrangement.36b Additionally, it has been shown
that the electrostatic forces between the ions within one
sheet also favor the antiparallel motif.36b Clearly, also in
the case of guanidinium perchlorate the Coulomb
interactions play a prominent role in the stabilization of
the crystal structure.36c


There are also a few examples in which the
guanidinium ion forms a crystal structure with weak (or
does not reveal any) hydrogen bonds, as it is observed,
e.g., in the structures of guanidinium iodoplumbates.37


Recently, is has been shown that some guanidinium salts
may be useful compounds to obtain materials of required
properties and/or predictable structures,36d,38 e.g. crystal-
line clathrates39 or nanoporous molecular sandwiches.40
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Guanidine and guanidinium ion exhibit unusual (for
acyclic systems) thermodynamic stability, delocalization


of six �-electrons and energetic barriers to rotation. More
than 60 years ago, the enhanced stability of the neutral
and of the ionic species was considered in terms of
resonance theory.41 According to this theory, the free
base may be written using three non-equivalent reso-
nance structures, in two of which the charges are
separated (Scheme 5). Protonation of guanidine leads to
a highly symmetric ion, for which three equivalent
resonance structures are possible. Pauling,41b using
valence bond theory, estimated the difference in the
stabilization energy (being a result of resonance) between
the free base and its monocation and found that the
guanidinium ion is more stable than guanidine by 6–
8 kcal mol�1. This phenomenon has been observed in
various IR, Raman and NMR spectroscopic experi-
ments22,30c,31,32,42 and has been examined by quantum-
chemical calculations.23a,c


The remarkable stability of guanidinium ion (similar to
that observed for other Y-delocalized systems containing
six �-electrons) has led to the proposition of a new type of
aromaticity, the so-called ‘Y-aromaticity.’2 The concept
of Y-aromaticity of guanidinium ion and its conse-
quences on physicochemical properties, particularly on
the basicity of guanidine in aqueous solution, have been
the subject of numerous discussions both for7,9 and
against.4,5,43


Gund,2 utilizing the HMO (Hückel molecular orbital)
theory, observed that orbitals occupied by the six �-
electrons in the guanidinium cation resemble those in
benzene. The delocalization energy calculated for the
cation, equal to 1.60� (about 26.4 kcal mol�1), is similar
to that of 2.00� for benzene (about 33 kcal mol�1). The
loss of a proton by the cation appears to perturb
relatively weakly the six �-electron system. The free
base retains most of the Y-delocalization, with the
energy of delocalization equal to 1.20�
(19.8 kcal mol�1). The difference in the delocalization
energy between the free base and its cation, equal to
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0.4� (6.6 kcal mol�1), is close to an earlier estimate by
Pauling.41b


Opponents of the Y-aromaticity concept have indi-
cated many other reasons for the exceptional stability of
Y-conjugated systems. Among them, the favorable
positive charge distribution44 and the favorable Coulom-
bic interactions43b were claimed to be more important
than Y-aromaticity. However, Wiberg4 concluded, using
high-level ab initio calculations (MP3/6–311 �� G**//
6–31G*), that neither resonance stabilization nor favor-
able charge interactions stabilize the guanidinium ion vs
the free base. The charge distributions on the nitrogens do
not vary much on proceeding from the neutral to the ionic
form. Both species have about the same �-electron
populations. The protonation of guanidine is only
10 kcal mol�1 more exothermic than that of propanimine
(imine of acetone), indicating that six �-electrons do not
necessarily lead to strong stabilization. Wiberg suggested
that the rotational barrier around one single bond found
on the basis of both experiment (�G# �13 kcal mol�1


derived from the NMR spectrum of guanidinium ion in
anisotropic liquid crystalline nematic solution)45 and
theory (10–20 kcal mol�1)4–6,23a,28,45–47 may be an
indication of the low resonance stability of the guanidi-
nium ion. In the light of these observations, it was
suggested that the high stability of the guanidinium ion,
and thus the strong basicity of guanidine in aqueous
solution, originate from a strong hydrogen bonding
between the cation and water molecules.4–6,8,48


Contrary to these hypotheses, Ohwada et al.7 con-
cluded, using the constrained HF method (which gives a
direct measure of the �-conjugation energy), that a
special stability in Y-shaped systems exists. For a single
constraint in the guanidinium ion, the intrinsic �-
conjugation effect is about 28 kcal mol�1, significantly
larger than that for the free base (7 kcal mol�1).
Guanidine is also a Y-delocalized system, but the
delocalization is not as large as in its ion.


Krygowski et al.9 applied the geometry-based HOMA
(harmonic oscillator measure of aromaticity) index of
aromaticity49 (HOMA is defined in such a way to give 0
for a model non-aromatic system and 1 for a system
where full �-electron delocalization occurs) to quantify
the extent of �-electron delocalization and the resistance
of guanidinium ion to perturbations. The HOMA is the
geometry-based index of aromaticity defined as follows:


HOMA � 1 � �


n


�
dopt � di
� �2


where n is the number of bonds taken into account; �
(equal to 93.52 for CN bonds) is a normalization constant
(to give HOMA = 0 for a model non-aromatic system and
HOMA = 1 for the system with all bonds equal to the
optimal value); dopt is the optimum bond length which is
assumed to be realized when full delocalization of �-
electrons occurs (1.334 for CN bonds); and di are the


running bond lengths. The statistical analysis based on
the most precise molecular geometries of guanidinium
salts retrieved from the Cambridge Structural Database21


revealed that the delocalization of �-electrons in the
moiety was very high with HOMA = 1.011 (for benzene
HOMA = 0.979). Moreover, they have also shown that
the variation of the HOMA index was characterized by a
smaller dispersion than it is in the case of benzene
derivatives.50 This indicates that the intermolecular
interactions present in the crystal lattice do not affect
much the Y-delocalization and suggests that the moiety is
more resistant to perturbations than benzene itself. For
these reasons, it was suggested to call the guanidinium
ion an acyclic analogue of benzene.9


Obtaining guanidine as a free base according to the
procedure described by Bordwell and Ji51 in 1991
allowed gas-phase measurements,6 and gave the possibi-
lity to explain the difference between the basicities of
guanidine in the gas phase and in solution. Comparison
with other organic bases, exhibiting smaller or higher
basicity than that of guanidine, indicates that all the
factors, Y-delocalization, resonance and symmetry, play
an important role in the stability of protonated forms of
the exceptionally strong bases both in the gas phase and
in solution. In condensed phases, the difference in
solvation of the basic and acidic forms is decisive.6,23b,52


/:�0��/-�54 5.� �;+��-��./54 5�"1&
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Guanidine possesses three nitrogen atoms, susceptible to
be protonated. The n–� conjugation possible between the
amino and imino nitrogens (Scheme 5) increases the
basicity of the N-imino and decreases the basicity of the
N-amino atom, similarly to 2-aminopyridines, amidines
and phosphazenes (Scheme 6). As a consequence of this
conjugation effect, the N-imino atom is first proto-
nated.3,6,20,29,34–36,52c,53,54 The basicity of the N-amino
atom is relatively weak. Several quantum-chemical
calculations performed at the MP2 and MP4 levels with
the use of 6–31G* or 6–31G** basis sets for isolated
molecules indicated that in guanidine the N-amino is less
basic than the N-imino atom by ca 30 kcal mol�1.6,19f,29


A similar behavior was observed in amidines.55 In the
neutral amidine molecule, the N-imino atom is much
more susceptible to proton attachment than the N-amino
atom.


Even in strong acids, such as H2SO4, CF3SO3H and
FSO3H in SO2ClF, only monoprotonated guanidinium
ion was observed.29,53,56 A second protonation of
guanidine (at the N-amino atom in the monocation) is
possible in the so-called ‘magic acid’57 (the 1:1 molar
FSO3H–SbF5 acid system) diluted in SO2 or SO2ClF.29,53


The same kind of protonation has been observed in
another superacidic medium (FSO3H:2SbF5 in
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SO2ClF).29 Tri- and tetraprotonated guanidines (Scheme
7) have not been identified. They have only been
investigated theoretically using ab initio methods.29


The monoprotonation of guanidine in water is a very
exothermic process, it is more exothermic (by ca


20 kcal mol�1) than that of OH�, the strongest base in
aqueous solution.58 The quantum-chemical calculations
performed by Olah et al.29 for successive protonations of
the monocation to form a dication, a trication and a
tetracation (Scheme 7) explained why the dication can be
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formed in acidic solution, but both the tri- and the
tetracations have never been identified in the strongest
superacidic media. Only the formation of the dication is
an exothermic process (by 60–70 kcal mol�1). The
protonation of the dication leading to the trication is
endothermic (by 70 kcal mol�1), and the tetracation is
thermodynamically and kinetically unstable.


Considering neutral guanidine as a Brønsted acid, two
types of acidic sites can be distinguished, the amino and
imino groups. Bordwell and Ji51 showed that in dimethyl
sulfoxide (DMSO) solution the acidity of guanidine
(pKHA = 28.5) is close to that of 2-aminopyridine
(pKHA = 27.7). Comparison of the pKHA of various
imines and amidines led to the conclusion that the amino
(NH2) group is more acidic than the imino (NH) group in
the amino–imino conjugated systems, and that the NH2


group is preferentially deprotonated. The pKHA of the
imino group is larger than that of the amino group by ca 4
pKHA units {e.g. pKHA(R2C=NH) = 31.0, pKHA[Et2
N—C(R)=NH] = 30.7, pKHA[H2N—C(R)=NH] = 26.7,
where R = Ph and all pKs are in DMSO}.


The acidity of guanidine is also close to that of urea
(pKHA = 26.95).59 This indicates that the Y-conjugation
between one C=NH and two NH2 groups in guanidine
has an effect on acidity similar to that between one C=O
and two NH2 groups in urea (Scheme 8). A slight
decrease in the acidity of guanidine with respect to urea
(by 1.55 pKHA units) may result from the smaller
electronegativity of the nitrogen atom in the C=NH
group than that of the oxygen atom in the C=O group. A
similar decrease (by 1.6 pKHA units) was observed for
acetamidine {pKHA[H2N—C(Me)=NH] = 27.1} com-
pared with acetamide {pKHA[H2N—C(Me)=O] = 25.5}.51


2041/-0. 352-�-/7


The particular acid–base properties of guanidine, its
ability to attach a proton on a basic site or to loose a
proton from an acidic site are well described by the
Brønsted–Lowry theory.3,6,20,29,51,60 In solution, the free


species (guanidine, its conjugate acid and the proton) do
not exist; they are always solvated by one or more solvent
molecules. Therefore, measurements of intrinsic (abso-
lute) Brønsted acidity and basicity are impossible. Only
the relative acid–base parameters (e.g. pKa) can be
measured.11,52c,61 They always refer to a given solvent,
which participates in the following proton transfer
reaction:62


Bsol � SolH� � BH�
sol � Sol �1�


Guanidine is an exceptionally strong base. It reacts
with water and CO2 from air giving the corresponding
guanidinium salts. In neutral aqueous solution, it exists
mainly in the monoprotonated form. The basicity of
guanidine is close to that of hydroxide ion
(pKa = 13.6).60c Since guanidinium ion bears six equiva-
lent acidic protons, the measured pKa has to be corrected
by a statistical factor of log 6. This correction gives a
microscopic pKa value of 14.4.23b


Substitution of the nitrogen atoms in guanidine by
electron-donating groups (e.g. alkyls) slightly increases
its basicity, and substitution by electron-accepting groups
(e.g. Ph, NH2, OH, OMe, COMe, CN, NO2) causes a
reverse effect.63 Several linear relationships between the
pKa and the Hammett � constants (or other structural
parameters) describe this behavior.63,64 Exceptionally
high basicities have also been observed for polygua-
nides20,65 and guanidine derivative of 1,8-diamino-
naphthalene.66


Guanidine is a stronger base than nitrogen compounds
containing one potentially basic site (N-imino or N-
amino) linked to a carbon atom, e.g. pyridines, amines
and amidines. It is also stronger than compounds with
two basic nitrogens, e.g. diamines (Table 2).11,20,67 Other
bidentate nitrogen ligands with a rigid structure, such as
proton sponges67 and vinamidines,68 have an even higher
basicity than guanidine. More basic also are phospha-
zenes69 (Scheme 6) containing a potentially basic N-
imino atom bonded to a phosphorus(V) atom. In
phophazenes, the difference in electronegativity between
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the P and N atoms is higher than that between the C and N
atoms in guanidine. The effect of three amino groups
enhances the resonance stability of the phosphazenium
ion in comparison with the guanidinium ion, bearing only
two amino groups. A similar behavior (except for
aromatic derivatives) has been observed for the gas
phase; the absence of a solvent allowing one to obtain
absolute acid–base parameters.54e,f


�;+��-��./54 "52&+:52� 352-�-/7 ?"3@


For the gas-phase protonation reaction (2) of the neutral
base B, the thermodynamic basicity parameters, such as
gas-phase basicity (GB) and proton affinity (PA), are
defined.10 The absolute GB corresponds to the negative of
the Gibbs free energy change [Eqn. (3)]. The absolute PA
is the negative of the enthalpy change [Eqn. (4)]. These
basicity parameters are linked together by the entropy
term T�S°(2).


B � H� � BH� �2�
GB�B� � ��G	�2� �3�


PA�B� � ��H	�2� � GB�B� � T�S	�2� �4�


The protonation reaction in the gas phase is a very
exergonic (�G° 
0) and exothermic (�H° 
0)
process.10,73 Therefore, determinations of the absolute
parameters are very difficult, and limited to a small
number of simple species. Only for a few molecules
could the absolute parameters be calculated from other
thermodynamic quantities.10 Fortunately, the relative
parameters can be measured by various mass spectro-
metric methods.10,74 In one of them, the relative
parameters correspond to a proton exchange between
the conjugate acid BH� of a base and a reference base
Ref, and between the base B and the conjugate of Ref,
RefH�. The relative GB for a neutral base B can be
obtained from the equilibrium constant of a gas-phase
proton-transfer reaction [Eqn. (5)] between conjugate
ionic acid of the reference base (RefH�) and base (B).
The equilibrium constant can be obtained from mass
spectrometric observation of the relative intensities of
two ions RefH� and BH� in a mixture of two bases B and
Ref of a known composition.


RefH� � B � Ref � BH� �5�
�GB � GB�B� � GB�Ref� � RT ln K�5� �6�


Many neutral bases have been studied by indirect
methods and a gas-phase basicity scale constructed.10


This scale, however, is strongly dependent on the values
of absolute parameters obtained by direct methods for the
reference standards.


The GB of guanidine was obtained by an indirect
method, i.e. from gas-phase measurements of the


equilibrium constant for the proton-transfer reaction
(5).6 Two reference bases, N,N-dimethylcyclohexyl-
amine and quinuclidine, were chosen. In both cases,
guanidine was found to be a weaker base by 0.72 � 0.07
and 1.17 � 0.09 kcal mol�1, respectively (at 338 K).
According to these results, and to the re-evaluated GB
values for the reference bases given in a recent
compilation by Hunter and Lias,10 the measured GB of
guanidine was found to be 226.9 kcal mol�1. Since this
value was obtained in indirect measurement, the absolute
GB of guanidine may change slightly in the future,
depending on re-evaluations of the absolute gas-phase
basicity scale. The most recent re-evaluated GB of
guanidine10 differs by 2.5 kcal mol�1 from the published
value (224.4 kcal mol�1).6 It should be noted that the
stated uncertainties on absolute GBs are estimated to be
2–2.5 kcal mol�1 in general. The relative values are
nevertheless much more precise.


The gas-phase basicity of guanidine6,10 is not as large
as could be expected from its solution basicity (Table 2).
In the gas phase, the charges localized on protonated
centers are stabilized by the so-called75 polarizability
effect, P. The P effect of the six �-electrons of the
pyridine ring (with a HOMA close to 1)49c,76 contributes
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Compound pKa GB


5.2 214.7


Me2NH 10.7 214.3
Et3N 10.9 227.3
H2N— C(Me)=NH 12.4 224.2
Me2NCH2CH2NMe2 9.0 239.0


12.1
(18.2)a,b


238.0


(H2N)2C=NH 13.6 226.9


NMe2


�
Me2N---P��NMe


�
NMe2


(27.6)a,c
253.3


(26.2)a,d
254.9


a In acetonitrile.
b Ref. 71.
c Schwesinger, unpublished data cited in Ref. 72.
d Ref. 68.
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to its relatively high basicity, which is close to that of
Et3N. This effect apparently does not contribute to the
gas-phase basicity of guanidine. The guanidine also
contains six delocalized �-electrons (HOMA = 1.011),9


but its GB is larger than that of acetamidine10 (four
delocalized �-electrons) by only 2.7 kcal mol�1. Some
bidentate ligands (diamines) are stronger bases than
guanidine in the gas phase by more than 10 kcal mol�1.
As mentioned by several researchers;4–6,23b guanidine
appears to be a strong base only in solution.


On the other hand, comparison of the GB values of
acetonimine, acetamidine and guanidine with those of
acetone, acetamide and urea10,77 indicates that the
electron-donating effects of the two amino groups in
guanidine and urea and their Y-conjugation are similar
(Scheme 9). The substitution of one Me group in acetone
and its imino derivative by an NH2 group increases the
value of GB by 10–12 kcal mol�1, the site of protonation
being the O-carbonyl in acetamide and the N-imino in
acetamidine. Successive replacement of Me by NH2 in
acetamide and acetamidine increases the GB of the O-
carbonyl in urea and the N-imino in guanidine by only 2–
3 kcal mol�1. There are no remarkable differences in the
substituent effects in the two series. The reduced effect of
the second replacement may be attributed to a resonance
saturation. This kind of non-additivity of substituent
effects has also been observed in the gas phase acidities.78


The replacement of the hydrogen atoms of the NH2 and
NH groups in guanidine by alkyl and heteroalkyl groups
augments the GB of the N-imino atom by more than
25 kcal mol�1.54e,72 This is due to the significant
polarizability of the alkyl groups and internal solvation
(chelation of the attached proton by a second heteroatom
on a flexible alkyl chain) observed in alkoxy and
aminoalkyl derivatives (bidentate ligands). Guanidine
ethers and guanidine amines belong to the class of the
strongest bases in the current gas-phase basicity scale.
Only vinamidines and phosphazenes are stronger bases
than these guanidines.


In a hydrogen bond acceptor solvent, the charge of the
protonated center is dispersed in the solvent by hydrogen
bonding, and cannot polarize efficiently the distant


electrons within the cation. The P effect of alkyl groups
and internal solvation in acyclic systems are reduced to
almost zero in aqueous solution.54c,e,73a,b,75,79 Therefore,
alkylguanidines have only slightly higher pKa values than
unsubstituted guanidine.20,60c Acyclic diamines have
even smaller aqueous basicity than the corresponding
monoamines.11 The aza-aromatic bases (e.g. pyridines),
which are as strong as aliphatic amines in the gas phase,
lose their polarizability effect in aqueous solution and
become bases of medium strength.11,73a,75 Noteworthy
exceptions are proton sponges [e.g. 1,8-dimethylamino-
naphthalene (DMAN)], in which the rigid structure
makes impossible the interruption of the N���H–N�


bridge in the cation.80 Proton sponges are strong bases
in both the gas phase and solution.10,67a


As a consequence of solvation, the basicity order is not
the same in the gas phase and in solution. A particular
example is urea (discussed above), which is a stronger
base than ammonia in the gas phase, whereas it is weaker
than aromatic amines in water. The explanation of this
fact is not easy because solvation effects are very
complex. Part of the solvation effects may result from
changes in hydrogen bonding between the solute and
solvent molecules during protonation/deprotonation re-
action. Small cations are always favored in polar
solvents.52a For example, NH4


� is very well solvated by
water molecules, whereas the solvation of neutral NH3 is
relatively weak.52b In the case of urea, there is probably
less difference in solvation between the neutral and
protonated species. Both groups, the C=O in neutral
molecule and the C=OH� in the cation, form strong
hydrogen bonds with water molecules. On the other hand,
a strong reduction of the P effect of the C=O group in
solution decreases the basicity.


The absolute PA for guanidine was obtained
from the measured GB and the corresponding T�S term
according to Eqn. (4), where �S(1) = S(BH�) � S(B) �
S(H�), S(H�) = 26.039 � 0.002 cal mol�1 K�1,81


S(BH�) � S(B) = Rln[�(B)/�(BH�)] = Rln1/6, �(B) and
�(BH�) being the rotational symmetry numbers of
B and BH�.6 Using the revised GB of guanidine
(226.9 kcal mol�1) and the calculated T�S
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(8.8 kcal mol�1), PA is equal to 235.7 kcal mol�1 at
298.15 K.


To our knowledge, the gas-phase acidity of guanidine
has not yet been investigated, either by experiment or by
computations. Modeling interactions between the guani-
dine moiety and other molecules, under physiological
conditions, involve essentially a protonated guanidine.
The biological activity of the guanidine skeleton, in
particular the role of arginyl residues in the active site of
various enzymes,19 is therefore dependent on the basic
properties of guanidine. This may explain the lack of
interest in guanidine deprotonation.


�54�145/�� +�0/0. 5''-.-/7 ?+5@


The absolute PA derived from the gas-phase protonation
reaction (2) for a neutral base B can be calculated from
the enthalpy of formation (�fH°) of the free base (B), its
conjugate ionic acid (BH�) and of the proton (H�) using
the equation


PA�B� � �f H
	�B� ��f H	�H�� ��f H


	�BH�� �7�
It should be noted that there are two different


conventions for the treatment of an electron when dealing
with ion formation.10,74,82 The electron may be treated as
a species at rest without any heat capacity (the ‘ion
convention’) or as a moving particle (the ‘electron
convention’). The difference in �fH° between these two
conventions is equal to the integrated heat capacity
HT � H0 = 5/2RT, i.e. to 1.5 kcal mol�1 at 298.15 K.
According to these two conventions, the experimental
�fH°(H�) is equal to 365.7 or 367.2 kcal mol�1,
respectively. If the thermodynamic parameters of the
ion formation originate from different conventions, the
difference between �fH°(H�) and �fH°(BH�) may
introduce a significant error in the calculated PA value.
On the other hand, if the parameters are from the same
convention, the quantities related to the electron cancel
out, and the correct PA is obtained.


In semi-empirical methods (MINDO/3, MNDO,
AM1), Dewar and co-workers83 used the ‘electron
convention.’ These methods are parameterized on
experimental values of �fH°(ion). The data were taken
from Ref. 84, and were corrected by �1.5 kcal mol�1


because the ‘ion convention’ was used in this compila-
tion. When calculating PAs by semi-empirical methods,
the value of 367.2 kcal mol�1 should be used for
�fH°(H�). The same convention was applied in PM3, a
version of AM1 reparameterized by Stewart.85


In ab initio calculations,10,86 PA, as the negative of the
direct enthalpy of the protonation reaction (2), can be
obtained from Eqn. (7) or (8). Equation (8) includes the
changes in total energy, in zero-point energy (ZPE), in
vibrational energy on going from 0 to 298.15 K, and in
rotational and translational energy, and a work term


[�(pV) = �RT = �0.592 kcal mol�1 at 298.15 K]. For
H�, only the translational energy term is not equal to zero
(3/2RT = 0.889 kcal mol�1 at 298.15 K). Many research-
ers, however, took the negative of the protonation energy
(Eprot) at 0 or 298.15 K as PA and compared it with the
experimental PA value. This is an approximation, which
neglects differences in vibrational, rotational and transla-
tional characteristics of B and BH�, translational charac-
teristics of H�, and the work term.


PA � ��rH298�2� � H298�B� � H298�H�� � H298�BH��
�8�


Eprot � E�BH�� � E�B� � E�H�� �9�


Table 3 summarizes the PA and Eprot values calculated
at different semi-empirical and ab initio levels.
Most of the data were taken from the litera-
ture.4–6,8,19b,c,f,23b,c,28a,44a,47,87–89 For a more complete
picture of the theoretical data, calculations were also
performed at the MNDO, AM1 and PM3 levels. These
semi-empirical calculations were performed using Hy-
perChem (Hypercube, Waterloo, ON, Canada). Ab initio
calculations (HF, MP2, DFT) were carried out using
Gaussian 94.90 Planar and non-planar structures were
considered for both the neutral and protonated forms
(Schemes 2 and 3). All semi-empirical results led to the
non-planar structure 1b for the neutral form, in agreement
with the results of ab initio calculation predictions.24 The
monocation structure depends strongly on the level of
calculations: the planar structure 2a is favored at the
AM1 level, whereas the non-planar structure 2d is
preferred at the PM3 level. The PA obtained for the
preferred reaction 1b → 2a at the AM1 level is closest to
the experimental value, and differs from it by only
1 kcal mol�1. Other semi-empirical results are lower
(PM3) or larger (MINDO/3) than PA(exp) by more than
5 kcal mol�1.


In ab initio calculations, various structures (planar and
non-planar, constrained and optimized) were considered
for both the neutral and protonated forms. Hence it is
difficult to compare directly the early ab initio results,
frequently obtained for planar, and/or constrained
geometries, with the recent ones for fully optimized
geometric structures. Moreover, the point symmetry
group of the most stable conformation depends on the
level of calculation. For the neutral form, it is evident that
the structure 1b is favoured at each ab initio level,24


whereas for the monocation, the situation is not clear (see
section on geometry).5,6,29 Taking into account these
discrepancies, only some general conclusions can be
drawn. HF results strongly overestimate PA(exp) even
when the calculations were performed for unconstrained
geometries. The MPn and DFT (density functional
theory) results do not differ from PA(exp) by more than
10 kcal mol�1. The G2 (Gaussian-2) method gives the
theoretical PA closest to the experimental value. An
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extension of these studies to the G3 (Gaussian-3) level of
theory91 is highly recommended.


Calculations of accurate PAs are even more demanding
for systems containing the guanidine group because this
group can be involved in a variety of intramolecular
hydrogen bonds. Arginine, which has the largest proton
affinity among common naturally occurring amino acids,


serves as a good example. The guanidine group becomes
hydrogen bonded to the carboxylic group in the neutral
form, and in the protonated form the guanidinium group
is hydrogen bonded to the C�-amino group. In a recent
study, the lowest energy structures of the neutral and
protonated forms were searched for using a simple
genetic algorithm at the semi-empirical PM3 level and


/8)� #� ���������* )� ��� %#4��" @ �	* � ���� �	*G
� E��
� ��� $ @� �
� ���	�*�	� ��	 !��� �
�
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Method Eqn. used Protonation reaction �Eprot PA Ref.


FT-ICR (exp.) 6 1 → 2 235.7 6
MINDO/3 7 1a → 2a 240.7 47, a
MNDO 7 1b → 2a 218.0 a
AM1 7 1b → 2a 234.7 a
PM3 7 1b → 2d 221.5 a
PCILO/3 9 1a → 2ab 264.0 19b
HF/STO-3G//HF/STO-3G 9 1a → 2ab


312.1 87
307.3 23c
308.6 19c


HF/3–21G//HF/STO-3G 9 1a → 2ab 267.3 23c
HF/3–21G//HF/3–21G 9 1a → 2ab 267.1 23c
HF/4–31G//HF/4–31G 9 1a → 2ab 263.5 28a


263.4 44a
262.9 47
265.1 87
260.0 19c


HF/6–31G//HF/6–31G 9 1a → 2ab 264.3 23b
HF/6–31G*//HF/6–31G* 8/9 1a → 2a 256.0 247.3 a


1b → 2a 252.0 4
252.0 245.3 5, a
252.0 245.3 88


HF/6–311��G**//HF/6–31G* 9 1b → 2a 250.3 4
MP2/6–31G*//MP2/6–31G* 8/9 1b → 2a 244.4 238.7 a


244.7 238.5 5
1b → 2b 244.8 238.3 a


245.0 238.2 5
8 238.3 8


MP2/6–31G**//MP2/6–31G** 8 1b → 2b 242.6 8
MP2(full)/6–31G**//MP2/6–31G** 7 —c 231.7 19f


8/9 —c 249.5 240.4 19f
MP2/6–311G**//MP2/6–31G* 8/9 1b → 2b 245.5 238.7 5
MP2(fc)/6–311 � G**//HF/6–31G* 8/9 1b → 2a 240.4 233.7 88, 89
MP2/6–311 �� G**//HF/6–31G* 9 1b → 2a 240.0 4
MP3/6–311 �� G**//HF/6–31G* 9 1b → 2a 243.6 4
MP3/6–311G**//MP2/6–31G* 8/9 1b → 2b 248.4 241.6 5
MP4/6–311G**//MP2/6–31G* 8/9 1b → 2b 245.7 238.9 5
DFT(B3LYP)/6–31G*//DFT(B3LYP)/6–31G* 8/9 1b → 2a 248.7 242.7 a


1b → 2b 249.0 242.3 a
8 246.2 8


DFT(B3LYP)/6–31G**//DFT(B3LYP)/6–31G** 8 1b → 2b 244.8 8
DFT(BLYP)/6–311 � G(3df,2p)//DFT/6–31G* 8/9 1b → 2b 232.4 234.4 6
DFT(SVWM)/6–311 � G(3df,2p)//DFT/6–31G* 8/9 1b → 2b 234.2 232.5 6
G1 8/9 1b → 2a 233.9 234.7 a


1b → 2b 234.2 234.9 a
G2 8/9 1b → 2b 235.0 235.8 a


234.8 234.4 6
G2(MP2) 8/9 1b → 2b 234.9 235.7 a


234.7 234.4 6
G2(MP2/BLYP) 8/9 1b → 2b 233.3 233.5 6
G2(MP2/SVWM) 8/9 1b → 2b 236.2 233.5 6


a This work.
b Constrained geometry.
c Not given.
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also subsequent higher level theory.92 The final structures
were optimized at the MP2 level using the 6–31 �� G**
basis set and electronic energies were determined at the
CCSD/6–31��G** level. The thermal contributions to
thermodynamic functions were determined at the B3LYP/
6–31��G** level (T = 298 K, p = 1 atm). If we use a
window of 5 kcal mol�1 in the Gibbs free energy scale,
then eight structures were identified for the neutral form
with qualitatively different networks of hydrogen bonds
and five structures were identified for the protonated form.
The calculated value of PA was found to be
256.3 kcal mol�1. The corresponding experimental finding
depends on the evaluation of the absolute gas-phase
superbasicity scale. The most recent revision of the
experimental PA values for superbases54e (particularly
for reference bases TMG, DBN and DBU used
for PA measurements of arginine93) changes the
PA value (251.2 kcal mol�1) reported in the Hunter and
Lias compilation10 by � 2.5 kcal mol�1. The re-evaluated
experimental PA value of arginine
(248.7 � 0.5 kcal mol�1) is by 0.1 kcal mol�1 lower than
that of DBN. Two points should be made regarding these
results. First, the PA of arginine is larger by ca
15 kcal mol�1 than that of guanidine, which may by at
least partly ascribed to intramolecular hydrogen bonds
being operative in arginine, similar to other aminoguani-
dines.54e,72 Second, the overestimation of the calculated
value of PA relative to the experimental data (more than
5 kcal mol�1) may be due to several factors. First, there
are deficiencies in the theoretical model such as incom-
plete one-electron basis sets and insufficient treatment of
electron correlation effects. Also, the harmonic approx-
imation to molecular vibrations is probably a source of
error. On the other hand, the observed disagreement can
also be ascribed to experimental problems such as
clustering reactions for protonated molecules with polar
neutral molecules at low temperatures, pyrolysis and
isomerization reactions of molecules and ions at high
temperatures, and difficulties in attaining thermodynamic
equilibrium. In fact, the propensity of arginine to form
unusually stable charged aggregates is well established.94


The discrepancy between the calculated and measured
proton affinity of arginine remains to be addressed in
futures studies.


'�0� /:� "52 +:52� /0 2041/-0.


The high basicity of guanidine in aqueous solution has
been the subject of many debates. Apart from internal
effects, e.g. resonance stabilization, the Y-delocalization
of six �-electrons, the symmetry of the guanidinium ion,
the ability to disperse the positive charge to the peripheral
hydrogens, etc., which without any doubt influence the
gas-phase basicity of guanidine, the solvation is of utmost
importance in determining the difference between the
gas-phase and solution basicities.


According to the classical electrostatic theory of
Born,52a the interactions with solvent molecules and the
influence of this effect on the acid–base properties of the
neutral and ionic forms can be quantitatively analyzed.
On the basis of a thermodynamic cycle (Scheme 10)
applied to nitrogen bases, Aue et al.52b showed that the
difference between the PA and the enthalpy of protona-
tion in solution depends on the enthalpy of solvation of
the neutral base, its ionic form and the proton. Similar
relations can be derived for the difference between the
GB and Gibbs free energy of protonation (or pKa), which
take into account both the enthalpy and entropy terms of
the protonation reaction and the corresponding enthalpy
and entropy terms of solvation.


��protHsln � ��PA ���solH�BH��RefH��
���solH�B/Ref�� �10�


Comparing two bases, the difference between their
basicities (in terms of enthalpy) in aqueous solution and
in the gas phase arises only from differences in the
enthalpy of hydration of the neutral and ionic forms [Eqn.
(10)]. For nitrogen bases, the enthalpy of hydration
depends strongly on the number of hydrogens linked to
the nitrogen atom(s), the size of the neutral and ionic
species and the charge dispersion in the ionic form. The
number of positively charged peripheral hydrogens in
guanidinium ion, capable of forming hydrogen bonds
with water molecules, and the relatively small size of
cation capable of interacting electrostatically with water
dipoles may be the reason for the high enthalpy of
hydration of the guanidinium ion. This may account, at
least in part, for the higher basicity of guanidine as
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compared with trimethylamine, which contains the same
number of heavy atoms.


�0.�412-0.


Most of the biological properties of guanidine and its
derivatives, such as their interactions with proteins,
influence on the function of sodium channels, transport in
different human membranes and cells, etc., are related to
their strong basicity. Under physiological conditions,
these strong bases exist mainly in their protonated forms.
These positively charged organic ions are important
elements in different mechanisms and schemes proposed
in the literature to explain the biological activity of
guanidine function, particularly that of arginyl residues in
the active site of various enzymes. Moreover, the
richness of intermolecular interactions in guanidinium
salts (hydrogen bonds, Coulomb and van der Waals
interactions) has recently been used in crystal engineer-
ing to design materials with required properties and
predictable structure.


Theoretical calculations indicate that neutral guanidine
is non-planar with the CN bond of the imino NH group
shorter (by ca 0.1 Å) than the two CN bonds of the amino
NH2 groups. The discrimination of the CN bond lengths
has been confirmed from the analysis of experimental
x-ray geometries of the guanidine derivatives.


The protonation of guanidine occurs at the imino
nitrogen, as the N-amino is less basic than the N-imino
atom by ca 30 kcal mol�1. A second protonation of
guanidine is possible in ‘magic acid’ (the 1:1 molar
FSO3H–SbF5 acid system) diluted in SO2 or SO2ClF. Tri-
and tetraprotonated guanidines have not been experi-
mentally identified and theoretical results suggest that the
formation of the trication and the tetracation is en-
dothermic.


The minimum-energy structure of monoprotonated
guanidine has been extensively studied using calculation
methods. The optimum structure depends strongly on the
level of theory and the quality of one-electron basis sets.
All calculations indicate, however, that the CN3 moiety
of the protonated form is planar and the CN bond lengths
are the same. These properties of the CN3 moiety are
consistent with the experimental x-ray geometries of
guanidinium cations.


The unusual thermodynamic stability of acyclic
guanidine and its monoprotonated form has been
discussed in terms of (i) resonance stabilization, (ii) Y-
aromaticity, (iii) favorable distribution of positive charge
that leads to a favorable Coulomb interaction and (iv) the
geometry-based HOMA index of aromaticity. In addi-
tion, the effect of solvation on the stability of the
protonated form has been identified.


The gas-phase basicity of guanidine was found to be
226.9 kcal mol�1, as deduced from an indirect method
consisting in gas-phase measurements of the equilibrium


constant for the proton-transfer reaction between guani-
dine and two reference bases: N,N-dimethylcyclo-
hexylamine and quinuclidine. The proton affinity of
235.7 kcal mol�1 was proposed on the basis of the
experimental gas-phase basicity and an estimation of
the entropy term. The most advanced ab initio calcula-
tions performed at the G2 level of theory provide a proton
affinity of guanidine of 235–236 kcal mol�1. Ab initio
methods can also provide a value for the gas-phase
basicity, which is experimentally measured, although
indirectly. A state-of-the-art calculation of the gas-phase
basicity and proton affinity of guanidine, e.g. at the G3
level of theory, would provide an invaluable insight into
(i) accuracy of the GB scale and (ii) accuracy of the
common treatment of the entropy term.


The solution basicity of guanidine (pKa = 13.6) is close
to that of hydroxide ion and is larger than could be
expected from its gas-phase basicity. Guanidine is a
stronger base than other nitrogen compounds containing
one potentially basic site (N-imino or N-amino) linked to
a carbon atom, e.g. pyridines, amines and amidines, and
also those with two basic nitrogens, e.g. diamines. Other
bidentate nitrogen ligands with a rigid structure, such as
proton sponges and vinamidines, have even a higher
basicity than guanidine. More basic also are phospha-
zenes containing a potentially basic N-imino atom
bonded to a five-valent phosphorus atom.


Solvation effects are of the utmost importance in
determining the difference between the gas-phase and
solution basicities of guanidine. The enthalpy of hydra-
tion depends strongly on the number of hydrogens linked
to the nitrogen atom(s), the size of the neutral and ionic
species and the charge dispersion in the ionic form. The
number of positively charged peripheral hydrogens in the
guanidinium ion, capable of forming hydrogen bonds
with water molecules, and the relatively small size of the
cation capable of interacting electrostatically with water
dipoles may be the reason for the high enthalpy of
hydration of the guanidinium ion. This may account, at
least in part, for the higher basicity of guanidine
compared with trimethylamine, which contains the same
number of heavy atoms. We expect future theoretical
studies to concentrate on solvation effects for guanidine
and its protonated form using solvation models devel-
oped to approximate the effect of polar environments on
the electronic structure of molecules and clusters.
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Krygowski TM, Cyrański M. Tetrahedron 1996; 52: 1713; (c)
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���������	 �
 ��������� ���
���	��� �	� ��� ������ 
��
�������
���	 �	� ��� ��	������	� ������������


���	 �� ������ �	� ����������� �� �����*


���������� 	
 �������� ��� ������	������ ��������� �������� 	
 �����	��� ��� �������� ��� � � ������	���
�����	�� !!"!!#�"$%� ��&


Received 23 January 2003; revised 21 February 2003; accepted 24 February 2003


ABSTRACT: Well converged electronic structure calculations are employed to predict the relative energies of
tautomers of thiazol-5(4H)-one/5-hydroxythiazole. Benchmarks established for this system are then employed to
correct less complete levels of theory applied to the prediction of relative tautomer energies in substituted cases,
including oxyluciferin. In the gas phase and aqueous solution, weak preferences for hydroxy and keto tautomers,
respectively, are generally observed, but the magnitude is such that mixtures containing significant quantities of
minor tautomers are predicted in most instances. The first pKa value for oxyluciferin is predicted to be 6.5, with
phenolate tautomers dominating the anionic equilibrium. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: oxyluciferin; tautomers; relative energy; pKa; bioluminescence; firefly
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Fireflies are best known for their riveting biolumines-
cence. The mechanism of light generation is mediated by
the enzyme luciferase, which oxidizes luciferin (1) to a
dioxetanone that then fragments to CO2 and a singlet
excited state of oxyluciferin (2); the decay of the latter is
responsible for photon emission (Scheme 1).1–14


Fascinatingly, the wavelength of the photon emitted
from excited-state 2 can vary significantly as a function
of firefly phenotype (with different luciferases known for
different species) and, within a single phenotype, as a
function of temperature, solvent or pH.1,8,9,11,15–21


Emitted wavelengths can range from blue (430 nm) to
red (635 nm); the familiar in vivo color that brightens a
midsummer’s evening is an intermediate yellow–green
(562 nm). Variations in wavelength as a function of


substitution of 2 (typically involving alkylation of the
non-benzannelated thiazole ring, but not always) have
also been reported.8,18,21–24


Three different effects have been proposed to influence
the photoemission wavelength of excited-state 2. First,
with or without assistance from the luciferase enzyme,
excited-state 2 may tautomerize from its thiazol-5(4H)-
one form to its enol form (a 5-hydroxythiazole) prior to
photoemission, thereby changing the nature of the
emitting species. Second, the ionization state of 2 may
be modified by pH and/or active site electrostatics,
favoring deprotonation of either the phenolic hydroxyl
group or the 4H-thiazole ring (or the hydroxythiazole
hydroxyl group, if that tautomer is antecedent) or both
(because of its instability in aqueous solution,18 pKa


values for 2 are not known). Finally, the constraints of the
luciferase active site in different phenotypes may be such
that different torsion angles about the C—C bond joining
the two heterocyclic components of 2 will be enforced,
leading to different photophysics.


The application of molecular modeling techniques to
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the determination of free energy differences between
tautomeric forms of heterocycles, both in the gas phase
and in solution, has a long history,25–35 in part deriving
from early interest in the possible role of nucleic acid
base tautomers in mutagenesis.36,37 High accuracy for
small heterocycles can typically be achieved with only a
modest investment of computational resources, although
larger systems can still pose challenges, since conver-
gence of the relevant quantum mechanical equations with
respect to basis set size and electron correlation becomes
significantly more difficult. Prediction of pKa values has
also been a very active area of molecular modeling; in
this instance high accuracy is more difficult to achieve
from first-principles calculations, but empirical correc-
tions to raw predictions can be useful.28,33,38–46 In this
work, we employ quantum mechanical methodologies to
predict free energy differences between different tauto-
mers and ionization states for ground-state oxyluciferin,
its heterocyclic constituents and various alkylated
analogs in both the gas phase and aqueous solution, in
order to shed more light on the intrinsic energetics
associated with these processes.
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The geometries for all structures were optimized at the
hybrid Hartree–Fock density-functional level of theory46


employing the gradient-corrected exchange and correla-
tion functionals of Perdew and co-workers47–49 as
modified by Adamo and Barone50 (mPW1PW91) in
conjunction with the 6–31G(d) basis set.51 All stationary
points were verified as local minima by analytical
frequency calculations, the data from which were also
used to compute 298 K thermal contributions to gas-
phase free energies using standard ideal-gas, rigid-rotor,
harmonic-oscillator partition-function approximations.46


A number of other levels of theory were employed
both for geometry optimizations and for single-point
energy calculations on particular structures. Within a
molecular orbital formalism,46,51 these levels included
Hartree–Fock theory, many-body perturbation theory
through fourth order, coupled-cluster theory including
single, double and triple excitations (the triples being
perturbatively estimated), and the multi-coefficient
quadratic-configuration interaction including singles
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and doubles (MCQCISD)52 and multi-coefficient G3
(MCG3)53,54 methods of Truhlar and co-workers. Within
a density functional formalism,46,55 we also examined the
pure and hybrid functionals known as BPW91, B3LYP
and PBE1PBE. In connection with these calculations, a
number of different basis sets46,51 were considered,
ranging in size for the DFT methods from MIDI!56 to
aug-cc-pVTZ57–59 and for the MCQCISD geometry
optimizations and MCG3 calculations up to an improved
version of the 6–311��G(3d2f,2df,2p) basis set.52,60


%+����� �������	 ����������	�


Standard-state solvation free energies in water (dielectric
constant � = 78.3) were calculated using the SM5.42R/
BPW91/6–31G(d) aqueous solvation model61 based on
empirical atomic surface tensions and self-consistent
reaction field calculations with CM2 class IV charges;62


these calculations employed optimized gas-phase ge-
ometries (the R in SM5.42R implies that the model was
designed to use gas-phase geometries kept rigid in the
liquid solution phase). All calculations were carried out
with a locally modified version of the Gaussian 98
electronic structure program suite.63,64


"�
�,���


MO and DFT calculations were carried out with the
Gaussian 98 program suite,63 as augmented with MN-
GSM for SM5.42R calculations.64 Multi-coefficient
calculations employed the MULTILEVEL code.65


� $���&%�!��


We consider a number of different heterocycles in this
paper. Each heterocycle is identified by an Arabic
numeral specific to its empirical formula and a roman
letter specific to its tautomeric form (Scheme 2). We
make an effort to preserve uniformity in nomenclature
with respect to tautomeric form. Thus, for instance, a
always refers to a keto tautomer incorporating a thiazol-
5(4H)-one moiety, b to a 5-hydroxythiazole tautomer
with the proton of the hydroxyl group antiperiplanar to
the thiazole C(OH)—N bond and c to a 5-hydroxythia-
zole tautomer with the proton of the hydroxyl group
antiperiplanar to the thiazole C(OH)=C bond. In the
bisthiazole system 6, an additional isomerism is asso-
ciated with rotation about the 2,2� bond joining the two
heterocycles, giving rise to tautomers d–f that are
otherwise equivalent to a–c (favorable � overlap enforces
near co-planarity of the two rings, so no rotational
isomers beyond these two are observed). Finally, in the
oxyluciferin system 7, each of the six possible tautomers
analogous to those for 6 has an additional isomerism


associated with rotation of the phenolic hydroxyl group.
We find isomers related as phenolic rotamers to be very
close to one another in energy, but for the sake of
completeness, we label those having the hydroxyl proton
oriented towards the side of the aromatic ring bearing the
sulfur substituent of the thiazole ring as a–f and the
alternative rotamers as g–l.


For the monoanion derived from deprotonation of 3, no
issues of isomerism arise, insofar as the proton that is lost
is the one responsible for tautomerism; this species will
be referred to simply as 3�. The possible anions created
by deprotonation of 7, however, are more complex.
Deprotonation of the phenol does not reduce opportu-
nities for tautomerism in the non-benzannelated thiazole
ring, nor for rotational isomerism about the bisthiazole
bond. Thus, six isomers of the phenolate derived from 7
exist, and we refer to this collection at �7a–�7f; the
negative charge symbol is placed to the left of the number
because the phenol hydroxyl is to the left in all structures
drawn in Scheme 2. Deprotonation of 7 at its other acidic
position generates four additional anions, differing as syn
and anti rotamers about the bisthiazole C—C bond and
the phenolic C—O bond. We will refer to these structures
as 7a�, 7d�, 7g� and 7j�, where the two rotational angles
in the anions are defined to be those found in the neutral 7
having the same roman letter and the negative charge
symbol to the right emphasizes the position of deprotona-
tion. Note, of course, that members of populations �7 and
7� are all related as tautomers, so a mixture of
components of both may be present at equilibrium.


��"!&�" %�� ��"�!""� �
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For 3, the smallest heterocycle considered here, we
evaluated relative tautomeric energies at many different
levels of theory, in part in order to identify optimal
choices for the larger cases, where computational
compromises will have to be made. In the absence of
available experimental results, we take the MCG3//
MCQCISD level of theory as a standard, i.e. molecular
geometries optimized at the multi-coefficient quadratic
configuration interaction level including single and
double excitations52 and energies computed for those
geometries at the multi-coefficient Gaussian-3 level.53,54


This level of theory has been demonstrated to give
agreement with experiment to within 1 kcal mol�1


(1 kcal = 4.184 kJ) for enthalpies of formation and
reaction over a large body of data.53,54,66


Table 1 lists the relative tautomeric energies at
different levels of theory for 3, along with errors for
other levels compared with MCG3//MCQCISD. Error is
defined here simply as the mean of the absolute error in
the tautomer energies predicted for 3b and 3c relative to
3a when compared with MCG3//MCQCISD. Figure 1
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provides heavy-atom bond lengths for the different
tautomers computed at the MCQCISD, MP2/cc-pVDZ,
and mPW1PW91/6–31G(d) levels. Other DFT levels of
theory in general gave results sufficiently similar to
mPW1PW91/6–31G(d) that we do not provide them here.
Table 1 also provides the 298 K thermal contributions to


gas-phase free energies relative to 3a from various levels
of theory.


There are several key trends in the data. First, Fig. 1
makes it clear that the mPW1PW91/6–31G(d) geometries
are considerably superior to the much more expensive
ones from the MP2/cc-pVDZ level. Compared with


��-�� #� '��#����� ������	�� ������� ��� �() * ������� �	���+��	�� ,-��� �	��%. ������� �	 .� �� ���	�� ������ 	
 ���	��


Level of theory Geometry


Relative energya


Error3b 3c


MCG3 MCQCISD 1.2 �2.1
MP2/aug-cc-pVDZ MP2/cc-pVDZ 1.1 �2.1 0.1
MP2/aug-cc-pVTZ PBE1PBE/6–31G(d) 1.2 �2.0 0.1
MP2/aug-cc-pVTZ mPW1PW91/6–31G(d) 1.3 �2.0 0.2
MP2/aug-cc-pVTZ B3LYP/6–31G(d) 1.3 �1.9 0.2
PBE1PBE/aug-cc-pVTZ B3LYP/6–31G(d) 1.7 �1.6 0.6
PBE1PBE/aug-cc-pVTZ mPW1PW91/cc-pVTZ 1.7 �1.6 0.6
mPW1PW91/aug-cc-pVTZ B3LYP/6–31G(d) 2.1 �1.2 1.0
mPW1PW91/aug-cc-pVTZ mPW1PW91/cc-pVTZ 2.1 �1.2 1.0
MP2/cc-pVDZ MP2/cc-pVDZ 2.3 �0.9 1.2
mPW1PW91/cc-pVTZ mPW1PW91/cc-pVTZ 2.4 �0.9 1.3
PBE1PBE/cc-pVTZ PBE1PBE/cc-pVTZ 2.1 0.0 1.6
B3LYP/aug-cc-pVTZ B3LYP/6–31G(d) 3.5 0.2 2.4
MP2/cc-pVTZ MP2/cc-pVDZ �1.0 �4.5 2.4
BPW91/aug-cc-pVTZ B3LYP/6–31G(d) 3.5 0.3 2.4
MP2/aug-cc-pVTZ MP2/cc-pVDZ �1.1 �4.6 2.5
MP3/aug-cc-pVDZ MP2/cc-pVDZ 3.7 0.5 2.6
B3LYP/cc-pVTZ B3LYP/cc-pVTZ 3.9 0.6 2.8
MP3/cc-pVDZ MP2/cc-pVDZ 4.1 0.8 3.0
MP2/6–31�G(d) MP2/cc-pVDZ 5.4 1.5 4.0
MP4/aug-cc-pVDZ MP2/cc-pVDZ 5.4 2.4 4.4
CCSD/aug-cc-pVDZ MP2/cc-pVDZ 5.7 2.8 4.8
CCSD(T)/cc-pVDZ MP2/cc-pVDZ 6.0 2.9 5.0
PBE1PBE/MIDI! PBE1PBE/MIDI! 6.7 2.8 5.3
CCSD/cc-pVDZ MP2/cc-pVDZ 6.3 3.2 5.3
MP4/cc-pVDZ MP2/cc-pVDZ 6.5 3.5 5.5
PBE1PBE/6–311�G(d) B3LYP/6–31G(d) 8.1 4.4 6.8
PBE1PBE/6–31G(d) PBE1PBE/6–31G(d) 8.1 4.7 6.9
mPW1PW91/6–311�G(d) B3LYP/6–31G(d) 8.3 4.6 7.0
mPW1PW91/6–31G(d) mPW1PW91/6–31G(d) 8.3 4.9 7.1
HF/cc-pVTZ MP2/cc-pVDZ 8.3 5.2 7.3
HF/aug-cc-pVTZ MP2/cc-pVDZ 8.3 5.2 7.3
HF/cc-pVDZ HF/cc-pVDZ 9.1 5.9 8.0
B3LYP/6–311�G(d) B3LYP/6–31G(d) 9.4 5.7 8.1
BPW91/6–311�G(d) B3LYP/6–31G(d) 9.7 6.1 8.4
B3LYP/6–31G(d) B3LYP/6–31G(d) 9.7 6.4 8.6
HF/aug-cc-pVDZ MP2/cc-pVDZ 9.6 6.7 8.7
BPW91/6–31G(d) BPW91/6–31G(d) 9.8 6.6 8.7
Relative 298 K thermal contributions MP2/cc-pVDZ 0.6 0.7


mPW1PW91/cc-pVTZ 0.6 0.8
PBE1PBE/cc-pVTZ 0.6 0.8
B3LYP/cc-pVTZ 0.5 0.7
PBE1PBE/MIDI! 0.5 0.6
PBE1PBE/6–31G(d) 0.4 0.4
mPW1PW91/6–31G(d) 0.3 0.4
HF/cc-pVDZ 0.6 0.6
B3LYP/6–31G(d) 0.3 0.4
BPW91/6–31G(d) 0.3 0.4


a Absolute energies (Eh) of 3a: �650.73012, �642.56407, �643.97499, �643.11931, �643.11931, �643.12002, �643.97604, �644.34461, �644.34569,
�642.47767, �644.34131, �643.97180, �644.40742, �642.78452, �644.38777, �642.82005, �642.56795, �644.40308, �642.48594, �642.45801,
�642.63626, �642.57822, �642.53730, �640.52280, �642.49752, �642.54445, �643.93698, �643.85139, �644.30666, �644.21953, �641.68891,
�641.69883, �641.60412, �644.37068, �644.35285, �641.27662, �641.630 73, �644.260 10.
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MCQCISD, all MP2 bond lengths are too long, with the
average error being 0.012 Å (valence bond angles are
predicted to be similar by all levels of theory and are not
discussed further). The absolute error in the DFT bond
lengths is only 0.006 Å, and this error is more evenly
distributed between under- and overestimations. An
indication of how important the geometric differences
are may be had from MP2/aug-cc-pVTZ single-point
energies computed for the MP2/cc-pVDZ and
mPW1PW91/6–31G(d) geometries. The former calcula-
tion gives an error of 2.5 kcal mol�1, whereas the latter
has an error of only 0.2 kcal mol�1. The high quality of
the MP2/aug-cc-pVTZ single-point energies is similar for
the other DFT geometries, reflecting their close simila-
rities.


A separate, technical issue of some interest is the
dependence of the computed relative energies on basis set
quality. Comparing DFT calculations for any given
functional using a consistent geometry (consistent, in this


case, may effectively be taken to mean any DFT
geometry, as they are so similar), it is apparent that
highly polarized triple-� basis sets provide results that are
very much improved over values from double-� sets
placing only a single d function on heavy atoms (errors
are reduced by an average of 5.8 kcal mol�1 on making
this improvement in any B3LYP, mPW1PW91 or
PBE1PBE calculation). Diffuse functions (indicated by
an ‘aug’ or ‘�’ in the basis set name) also improve
accuracy, but by an average margin of only
0.3 kcal mol�1. The near perfect accuracy of the MP2/
aug-cc-pVDZ//MP2/cc-pVDZ level represents a fortui-
tous cancellation of errors involved with the poor
geometry and the small basis set; it is not obvious that
this cancellation will be maintained in the larger
heterocycles. As a last technical point, we note that
relative thermal contributions to 298 K free energies are
computed to be the same to within 0.4 kcal mol�1 by
every level of theory surveyed.


/�0��� #� /����#��	� +	�� ������� ,&0 . 
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As for the chemistry of this tautomeric equilibrium, if
we sum our best estimate for 298 K thermal contributions
with the MCG3//MCQCISD energies, we predict relative
298 K gas-phase free energies of 0.0, 1.8 and
�1.3 kcal mol�1 for 3a, 3b and 3c, respectively. This
corresponds to a roughly 1:10 mix of 3a and 3c at
equilibrium. The preference for 3c must reflect in part the
aromaticity of the thiazole heterocycle 3c relative to the
thiazol-5(4H)-one species 3a. The roughly 3.3 kcal mol�1


difference in energy between 3b and 3c computed at
essentially every theoretical level, on the other hand,
suggests that the nitrogen lone pair has significantly
different electrostatic interactions with the hydroxyl
proton (attractive in 3c) than with the oxygen lone pairs
(repulsive in 3b). Another possibility would be differential
anomeric stabilization from delocalization of oxygen lone
pair density into the C(OH)=C and C(OH)—N �*
antibonding orbitals. However, insofar as both the lengths
of these two bonds are about the same in 3b and 3c, this
suggestion is less likely.


We now consider the effects of methyl group
substitution at positions 2 and 5 of the heterocycle to
generate 4 and 5, respectively. With increased size,
MCQCISD optimizations become impractical. However,
given the good agreement between MCQCISD and
mPW1PW91 geometries, we anticipate that the latter
will be of excellent quality for the larger heterocycles.
Figure 2 provides mPW1PW91/6–31G(d) optimized
heavy-atom bond lengths for 4 and 5. Structures at the
mPW1PW91/cc-pVTZ level had very similar bond
lengths, to within a few thousandths of an ångstrom in
most cases. Table 2 presents the relative energetic data
for 4 and Table 3 for 5. In addition to listing the relative
energies, the change in energy for tautomers a and b
relative to c compared with 3 is also tabulated, i.e. the


relative effect of methylation on the individual tautomers.
Thus, for instance, since the relative energies of 3a, 3b
and 3c at the PBE1PBE/aug-cc-pVTZ//mPW1PW91/cc-
pVTZ level are 0.0, 1.7 and � 1.6 kcal mol�1, respec-
tively, and the relative energies of 4a, 4b and 4c at the
same level are 0.0, 0.9 and � 3.1 kcal mol�1, respec-
tively, the effect of methylation is to stabilize tautomers b
and c relative to a by � 0.8 and � 1.5 kcal mol�1,
respectively (a negative sign reflects stabilization relative
to a and a positive sign reflects destabilization relative to
a). We restrict ourselves to DFT models from this point
on since MP2 calculations with triple-� basis sets, even as
single points, quickly become impractical with increasing
size of the heterocycles.


The PBE1PBE and mPW1PW91 functionals agree
closely with one another for relative energies when a
large basis set is used (note that diffuse functions,
however, do not appear to be important). The energies at
the mPW1PW91/6–31G(d) level, however, suffer from
an overstabilization of the keto tautomer relative to the
other two, just as was the case for 3. However, the effects
of methylation are very consistently predicted irrespec-
tive of the basis set size. Thus, all levels predict that the
hydroxyl tautomers are stabilized by 5-methyl substitu-
tion relative to the keto tautomer by about 1.5 kcal mol�1


for 4c and slightly less than 1 kcal mol�1 for 4b (where
there is a steric clash between the hydroxyl proton and the
5-methyl group). With respect to free energies, the
mPW1PW91/cc-pVTZ calculations predict thermal con-
tributions to 298 K free energies to be � 0.3 and
� 0.1 kcal mol�1 for 4b and 4c, respectively, relative to
4a. Noting that these same relative thermal contributions
in 3 were 0.6 and 0.8 (see Table 1), we may again express
this in terms of a methylation effect, in which case the
hydroxyl tautomers are stabilized in a free energy sense
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Level of theory Geometry


Relative energya Relative �Me


4b 4c 4b 4c


PBE1PBE/aug-cc-pVTZ mPW1PW91/cc-pVTZ 0.9 �3.1 �0.8 �1.5
mPW1PW91/aug-cc-pVTZ mPW1PW91/cc-pVTZ 1.2 �2.8 �0.9 �1.6
mPW1PW91/cc-pVTZ mPW1PW91/cc-pVTZ 1.6 �2.4 �0.8 �1.5
mPW1PW91/6–31G(d) mPW1PW91/6–31G(d) 7.4 3.1 �0.9 �1.8


a Absolute energies (Eh) of 4a: �683.66574, �682.24606, �682.31378, �683.52719.
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Level of theory Geometry


Relative energya Relative �Me


5b 5c 5b 5c


PBE1PBE/aug-cc-pVTZ mPW1PW91/cc-pVTZ 4.5 1.4 �2.8 �3.0
mPW1PW91/aug-cc-pVTZ mPW1PW91/cc-pVTZ 4.8 1.6 �2.7 �2.8
mPW1PW91/cc-pVTZ mPW1PW91/cc-pVTZ 5.0 1.8 �2.6 �2.7
mPW1PW91/6–31G(d) mPW1PW91/6–31G(d) 10.8 7.5 �2.5 �2.6


a Absolute energies (Eh) of 5a: �683.676 39, �682.252 97, �682.321 08, �683.537 04.
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by 5-methyl substitution relative to the keto tautomer by
about 2.5 kcal mol�1 for 4c and 1.8 kcal mol�1 for 4b.
This roughly 2 kcal mol�1 stabilization is entirely con-
sistent with the expected energetic preference deriving
from the formal C=C double bond in 4b and 4c being
more highly substituted.29


If we continue in the vein of using a perturbational
analysis to modify our best estimates for relative free
energies, we may add the above computed stabilization
free energies to our MCG3 estimate for the parent
tautomeric equilibrium, in which case we predict relative
298 K gas-phase free energies of 0.0, 0.0 and
�3.8 kcal mol�1 for 4a, 4b and 4c, respectively. These
values are listed in Table 4.


For heterocycle 5, the performances of the theoretical
levels follow the same trends as for 4: relative tautomer


energies computed using large basis sets do not agree
well with those computed using smaller ones, but relative
methylation effects agree closely. In this case, methyla-
tion of the 2 position stabilizes the keto tautomer relative
to the hydroxyl tautomers by slightly less than
3 kcal mol�1. From a chemical standpoint, we may
understand this by adopting a resonance picture for the
keto tautomer, as illustrated.


Methylation at the 2-position stabilizes cationic charge
development at this position (the middle mesomer). To
the extent that this modifies the valence-bond description
of the keto tautomer to include more zwitterionic
character, we would expect the C(O)—N bond to be
shorter in 5a than in 3a and the C(H)—N and C=O
bonds to be longer in 5a than in 3a, and this is precisely
what is observed in the optimized geometries, although
the magnitudes of these changes are fairly small. With
respect to free energies, the mPW1PW91/cc-pVTZ
calculations predict thermal contributions to 298 K free
energies to be � 0.3 and � 0.2 kcal mol�1 for 5b and 5c,
respectively, relative to 5a. Following the same perturba-
tional approach outlined above for 4, we predict as our
best estimate relative 298 K gas-phase free energies of
0.0, 3.6 and 0.5 kcal mol�1 for 5a, 5b and 5c, respectively
(Table 4).


When the 2-substituent is changed from a methyl
group to a 2�-thiazole, geometric analysis suggests that


��-�� 2� 9���#������� ������� �() * ���#����� 
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Heterocycle


Energy relative to tautomer a


b c d e f g h i j k l


3a 1.8 �1.3
4b 0.0 �3.8
5b 3.6 0.5
6b 2.4 �0.8 4.5 6.5 3.0
7b 2.4 �0.5 4.6 6.0 3.0 �0.1 2.4 �0.5 4.5 6.2 3.0


a Sum of MCG3//MCQCISD energies and mPW1PW91/cc-pVTZ 298 K
thermal contributions.
b Sum of substitution effects on relative energies and relative 298 K thermal
contributions computed at the mPW1PW91/aug-cc-pVTZ//mPW1PW91/
cc-pVTZ added to relative tautomer energies for 3.
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the heterocycle is better at stabilizing the charge
separated mesomer, through conjugation, than is a methyl
group, through hyperconjugation. Thus, in 6a, the
C(O)—N bond is even shorter than in 5a, and the
C(H)—N and C=O bonds are even longer (Fig. 3).
However, the net stabilization of the keto tautomer
relative to the hydroxyls by virtue of this substitution is
reduced (Table 5), from slightly less than 3 kcal mol�1 in
5 to slightly less than 1 kcal mol�1 in 6. This may be
related to increased repulsive interactions between the S
and N lone pairs resulting from the much shorter C(S)—
N bond in 6a than in 6b or 6c, but this is speculative.


With respect to rotational isomerism about the 2,2�
bond, all levels of theory indicate that the syn rotamer is
disfavored by between 5 and 6 kcal mol�1 (comparing
equivalent bisthiazole tautomers). The largest destabili-
zation is associated with the keto tautomer, again
possibly because of the short C(S)—N bond and further
increased lone pair–lone pair repulsive interactions.


Relative to the parent system, at the mPW1PW91/cc-
pVTZ level the differential thermal contributions to
298 K free energies relative to 6a arising from thiazole
substitution are predicted to be 0.0, �0.4, �1.3, �1.5
and � 1.0 kcal mol�1 for 6b–f, respectively. When these
differential thermal contributions are summed with the
best thiazole substitution effects in Table 5 and the
MCG3//MCQCISD energies for the parent system, we
predict as best-estimate relative 298 K gas-phase free
energies 0.0, 2.4, �0.8, 4.5, 6.5 and 3.0 kcal mol�1 for
6a–f, respectively (Table 4).


Benzannelation of the unsubstituted thiazole ring has
only a very small effect on the tautomerism of the
luciferin heterocycle 7 compared with 6: all substitution
effects relative to parent system 3 are the same for 7 and 6
to within 0.5 kcal mol�1 (Table 6). Equivalent tautomers
differing only as hydroxyl rotamers have identical
electronic energies to within 0.1 kcal mol�1, so relative
energies for 7g–l are not tabulated separately (although
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Level of theory Geometry


Relative energya Relative �thiazole


b c d e f b c d e f


mPW1PW91/aug-cc-pVTZ mPW1PW91/cc-pVTZ 2.7 �0.3 5.8 8.5 4.6 �0.6 �0.9 �5.8 �6.4 �5.8
mPW1PW91/cc-pVTZ mPW1PW91/cc-pVTZ 3.0 �0.2 6.0 8.8 4.9 �0.6 �0.7 �6.0 �6.4 �5.8
mPW1PW91/6–31G(d) mPW1PW91/6–31G(d) 8.6 5.3 6.6 15.2 11.0 �0.3 �0.4 �6.6 �6.9 �6.1


a Absolute energies (Eh) of 6a: �1212.26931, �1212.26327, �1212.05351.
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they are properly accounted for in Table 4 and in
Boltzmann-averaged free energies discussed further
below).


Relative to the parent system, at the mPW1PW91/6–
31G(d) level the differential thermal contributions to
298 K free energies relative to 7a arising from thiazole
substitution are predicted to be �0.1, �0.1, �1.1, �1.7
and �1.0 kcal mol�1 for 7b–f, respectively. When these
differential thermal contributions are summed with the
best thiazole substitution effects in Table 5 and the
MCG3//MCQCISD energies for the parent system, we
predict as best-estimate relative 298 K gas-phase free
energies 0.0, 2.4, �0.5, 4.6, 6.0 and 3.0 kcal mol�1 for
7a–f, respectively (Table 4).


�������	����	 �
 ����
���	


Relative to 3a, the energy required to generate 3� is
predicted to be 355.1 kcal mol�1 at all three of the levels
MCG3//MCQCISD, mPW1PW91/aug-cc-pVTZ, and
mPW1PW91/aug-cc-pVTZ//mPW1PW91/6–31G(d).
Adding 298 K thermal contributions, the free energy of
deprotonation is predicted to be 339.2 kcal mol�1. Given
the perfect agreement between these various levels of
theory for 3, we chose to apply the most economical,
mPW1PW91/aug-cc-pVTZ//mPW1PW91/6–31G(d), to
7. The results are given in Table 7, and indicate that
the anion �7a completely dominates at equilibrium. This
is readily understood from consideration of the resonance
delocalization available to the keto tautomer, but not the
hydroxyl tautomers, when the phenol is deprotonated, as
illustrated.


Invocation of this resonance is supported by the
substantially shorter C2—C2� bond in �7a (1.407 Å)
than in any of the other isomers (typically 1.42–1.44 Å).
No special resonance is available to the tautomers
involving deprotonation of the non-benzannelated thia-
zole ring, and these species are predicted to be
correspondingly much higher in energy.


The trend with respect to rotation about the hetero-
cycle–heterocycle bond is about the same in both sets of


anions as in the neutrals, i.e. there is a roughly
6 kcal mol�1 preference not to have equivalent hetero-
atoms syn to one another.


%+����� ��������	 �

����


Absolute solvation free energies at the SM5.42R/
BPW91/6–31G(d)//mPW1PW91/6–31G(d) level for all
molecules discussed thus far are listed in Table 8.
Relative tautomer free energies in aqueous solution,
derived from summing the relative solvation free
energies with the relative gas-phase free energies, are
listed in Table 9. Table 10 compares the results from
Tables 4 and 9 expressed in terms of tautomer percentage
contributions to the full equilibrium population.


There are several trends worthy of note in the solvation
data. First, solvation tends to level relative molecular
energies, since in the gas phase more polar molecules
tend to be less stable, but such molecules are precisely
those that are better solvated. Thus, in every instance,
hydroxyl tautomer b is better solvated than keto tautomer
a by 1–3 kcal mol�1. Thus, the populations of tautomers
a and b always shift in aqueous solution to reduce the
ratio of a to b. With respect to hydroxyl rotation, again,
solvent levels the gas-phase preference for the hydroxyl
proton to be oriented into space near the nitrogen lone
pair. Thus, the gas-phase preference for c over b is
reduced substantially; indeed, in 6 and 7 the preference
inverts, and more of tautomer b is present in aqueous
solution than of tautomer c (in the case of 7, this is true
irrespective of the phenol hydroxyl orientation). In the
case of 3 and 5, the free energies of the two tautomers in
aqueous solution are predicted to be degenerate, and only
in the case of 4, where there is a steric clash in tautomer
b, does c remain the dominant species.


��-�� 4�'��#����� ������	�� ������� ,-��� �	��%. ������� �	 5� �� ���	�� ������ 	
 ���	�� ��� ��� ������� �

��� 	
 ��+�����	�
+� ��#,7#����	;�+��1	���1	���.


Level of theory Geometry


Relative energya Relative �benzothiazole


b c d e f b c d e f


mPW1PW91/aug-cc-pVTZ mPW1PW91/6–31G(d) 2.8 �0.3 5.7 7.9 4.1 �0.7 �0.9 �5.7 �5.9 �5.3
mPW1PW91/6–31G(d) mPW1PW91/6–31G(d) 8.5 5.2 6.6 14.9 10.8 �0.2 �0.3 �6.6 �6.6 �5.8


a Absolute energies (Eh) of 7a: �1441.174 21, �1440.870 80.


��-�� 5� '��#����� ������	�� ��� �() * 
��� �������
,-��� �	��%. ������� �	 �5� �� ��� ��6%�6(%3���#��#
�4?533��6%�6(%378$%',�. ����� 	
 ���	���


Quantity �7b �7c �7d �7e �7f 7a� 7d� 7g� 7j�


E 14.1 9.8 5.0 18.6 14.1 16.9 22.5 17.2 22.5
G°298 13.9 9.8 4.6 18.0 13.8 16.6 22.6 16.8 22.6


a Absolute energy (Eh) of �7a: �1440.64866 (thermal contribution
0.09489).
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Another interesting observation is the sensitivity of the
solvation free energy to the position of the methyl group
in heterocycles 4 and 5. The solvation free energies for
equivalent hydroxyl tautomers (b and c) differ by only
0.4 kcal mol�1 across these two systems, suggesting that
the descreening of polar functionality by the methyl
group is about the same independent of its position on the
ring. However, tautomer a is 1.1 kcal mol�1 better
solvated in 5 than in 4, supporting the contention above
that substitution at the 5 position increases the weight of
the zwitterionic mesomer, which would be expected to
have a very large, negative solvation free energy, in the
valence-bond depiction of the keto structure.


The leveling effect of solvent is particularly noticeable
in the case of the luciferin anion. Since tautomer �7a
owes much of its special gas-phase stability to its ability
to delocalize negative charge, as discussed above, it is
poorly solvated compared with other tautomers, where
concentrated charge is favorably disposed to interact
strongly with surrounding solvent. Thus, although
tautomer �7a completely dominates the equilibrium
population in the gas phase, in aqueous solution the
anion derived from deprotonation of the thiazolone is
present to the extent of 4.7% at equilibrium (summing
over both phenol hydroxyl rotamers), and the c tautomer
of the phenolate also grows in to a 35.9% extent.


��-�� 6� �() * �@��	�� �	����	� 
��� ������� ,-��� �	��%. 
	� ����	���� �� ��� ��!�"�A39�6(%378$%',�.33��6%�6(%378
$%',�. �����


a b c d e f g h i j k l


3 �12.4 �13.7 �10.6
4 �10.7 �13.0 �9.9
5 �11.8 �13.4 �10.3
6 �17.4 �19.5 �15.6 �16.0 �18.0 �14.8
7 �23.8 �24.7 �21.3 �25.3 �25.8 �22.0 �23.5 �24.4 �21.2 �25.3 �25.8 �21.9


�7 �55.9 �65.4 �60.2 �56.6 �65.4 �60.5
7� �70.4 �72.0 �70.9 �72.2


��-�� 7� 9���#������� ������� �() * �@��	�� 
��� ������� ,-��� �	��%. 
	� ����	�����


Heterocycle


Energy relative to tautomer a


b c d e f g h i j k l


3 0.5 0.5
4 �2.3 �3.0
5 2.0 2.0
6 0.3 1.0 5.9 5.9 5.6
7 1.5 2.0 3.1 4.0 4.8 0.2 1.8 2.1 3.0 4.2 4.9


�7b �7c �7d �7e �7f 7a� 7d� 7g� 7j�
�7 and 7� 4.3 0.3 17.3 4.3 9.2 2.1 6.5 1.8 6.3


a Sum of relative gas-phase free energies in Table 4 or 7 and relative aqueous free energies of solvation determined from data in Table 8.


��-�� #8� �() * ����	��� �	�����	�� ,B. � ��� ��� ����� ��� �@��	�� �	���	��


a b c d e f g h i j k l


3 10.2 0.5 89.3
53.6 23.2 23.2


4 0.2 0.2 99.7
0.5 23.6 75.9


5 69.6 0.2 30.2
93.4 3.3 3.3


6 20.7 0.4 78.8 0.0 0.0 0.1
55.8 33.8 10.5 0.0 0.0 0.0


7 14.6 0.3 33.7 0.0 0.0 0.1 17.3 0.3 33.7 0.0 0.0 0.1
51.9 4.2 1.8 0.3 0.1 0.0 37.2 2.6 1.5 0.3 0.0 0.0


�7a �7b �7c �7d �7e �7f 7a� 7d� 7g� 7j�
�7 and 7� 100 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0


59.3 0.0 35.9 0.0 0.0 0.0 1.8 0.0 2.9 0.0


a From free energies in Tables 4, 7 and 9; gas-phase values above, solution values below.
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���������	 �
 �������
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Computation of pKa may be accomplished in a direct
fashion by computing the free energy change �G° for
deprotonation in aqueous solution (1 molar standard
state) and then using


pKa � �G��2�303RT �1�


where R is the universal gas constant and T is the absolute
temperature. Because both the neutral and anionic forms
of oxyluciferin are speciated over a number of tautomers,
we must employ a population-averaged free energy. This
may be computed as


G� � �RT ln
�


i


e�G�
i �RT �2�


where i runs over all tautomers. In this case, a tautomer
free energy is defined as the electronic energy at
the mPW1PW91/aug-cc-pVTZ//mPW1PW91/6–31G(d)
level plus 298 K thermal contributions (using a 1 molar
standard state concentration) plus the free energy of
aqueous solvation from the SM5.42R level. For the
proton itself, the electronic energy is zero, and both the
thermal contribution and solvation free energy are
available from experiment.67 Thus, we have for the
neutral species an aqueous free energy of � 1441.101 92
Eh, for the anion � 1440.640 40 Eh, and for the
proton � 0.430 04 Eh. Using these quantities in Eqn.
(1) leads to a free energy change of 19.8 kcal mol�1,
which corresponds to a raw pKa value of 14.3. This value
is not physically realistic, and simply reflects the
difficulty of computing a raw pKa value from first
principles.


We may improve on this estimate, however, by
considering the same procedure for 2-naphthol, which
is a reasonably analogous phenolic species having a
known pKa of 9.5.68 The raw pKa value that is computed
from the identical procedure to that just described above
for luciferin is 17.3. Thus, we may take advantage of
error cancellation by noting that theory predicts luciferin
to have a first pKa value that is 3 units lower than for 2-
naphthol, and adding this difference to the experimental
2-naphthol value. Thus, we predict as our best estimate a
first pKa of 6.5 for luciferin. As already noted above, the
deprotonated species is an equilibrium mixture, about
95% of which is in a phenolate form, i.e. one may say that
the phenolic proton is more acidic than the thiazolone
proton. Indeed, we could use the relative free energies of
the two subpopulations to assign a pseudo-pKa value of
about 5.2 to the thiazolone/hydroxythiazole moiety (i.e.
this pKa is associated with the hypothetical process of
deprotonating this heterocycle while the phenol function-
ality is still intact). We have not attempted to calculate an
actual second pKa, as the computational uncertainties


associated with dianions grow fairly large, and good
models for error correction are less available.


� ��&!"� �"


Converged prediction of tautomer energies in the parent
thiazol-5(4H)-one/5-hydroxythiazole system requires the
application of very complete levels of electronic structure
theory. Results accurate to within 1 kcal mol�1 of
converged quantum mechanical predictions, however,
may be obtained from DFT calculations using basis sets
of triple-� quality. Accurate geometries are more readily
obtained, with those from DFT calculations using basis
sets of double-� quality being as good as those from the
much more computationally demanding MCQCISD
level.


In the gas phase, the 5-hydroxythiazole tautomer is
predicted to be preferred over the thiazol-5(4H)-one
tautomer unless a good conjugative or hyperconjugative
donor is substituted at position 2, in which position it
stabilizes a zwitterionic mesomer of the system. Sub-
stitution at position 4, on the other hand, further stabilizes
hydroxythiazole tautomers since it adds to the stability of
the double bond between the 4 and 5 positions. In most
cases, however, the preferences for the dominant
tautomer are quantitatively small, so that mixtures of
readily detectable quantities of multiple tautomers are
predicted for every case except 5-hydroxy-4-methylthia-
zole.


Solvation effects are predicted to level the energetic
differences between tautomers, and in general to favor
the keto tautomer over hydroxyl tautomers, again owing
to the contribution of the very polar zwitterionic
mesomer to a valence bond description of the former.
This effect reverses the gas-phase trend in terms of which
tautomer is generally dominant, but does not do so to as
large an extent as mixtures do not continue to be
predicted for most cases.


Applying a strategy of combining gas-phase calcula-
tions with a continuum model for aqueous solvation,
oxyluciferin is predicted to have a pKa that is 3 units more
acidic than 2-naphthol, which corresponds to a value of
6.5. The deprotonated oxyluciferin anion also exists as an
equilibrium mixture of tautomers, but phenolate tauto-
mers dominate over those derived from deprotonation of
the hydroxythiazole by a factor of about 20:1.


Firmly anchoring the relative energetics of the
different neutral and anionic tautomers of oxyluciferin
should prove useful in predicting the corresponding
relative energies of the first excited singlet state.
Calculations along these lines will be reported in due
course.
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39. Schüürmann G. Quant. Struct.–Act. Relat. 1996; 15: 121–132.
40. Topol IA, Tawa GJ, Burt SK, Rashin AA. J. Phys. Chem. A 1997;


101: 10075–10081.
41. Cramer CJ, Truhlar DG. Chem. Rev. 1999; 99: 2161–2200.
42. Richardson WH, Peng C, Bashford D, Noodleman L, Case DA. Int.


J. Quantum Chem. 1997; 61: 207–217.
43. Liptak MD, Gross KC, Seybold PG, Feldgus S, Shields GC. J. Am.


Chem. Soc. 2002; 124: 6421–6427.
44. Klicic JJ, Friesner RA, Liu SY, Guida WC. J. Phys. Chem. A 2002;


106: 1327–1335.
45. Chipman DM. J. Phys. Chem. A 2002; 106: 7413–7422.
46. Cramer CJ. Essentials of Computational Chemistry: Theories and


Models. Wiley: Chichester, 2002; pp 319–345.
47. Perdew J, Wang Y. Phys. Rev. B 1992; 45: 13244–13249.
48. Burke K, Ernzerhof M, Perdew JP. Chem. Phys. Lett. 1997; 265:


115–120.
49. Burke K, Perdew JP, Wang Y. In Electronic Density Functional


Theory. Recent Progress and New Directions, Dobson JF, Vignale
G, Das MP (eds). Plenum Press: New York, 1998; 81–121.


50. Adamo C, Barone V. J. Chem. Phys. 1998; 108: 664–675.
51. Hehre WJ, Radom L, Schleyer PvR, Pople JA. Ab Initio Molecular


Orbital Theory. Wiley: New York, 1986.
52. Fast PL, Truhlar DG. J. Phys. Chem. A 2000; 104: 6111–6116.
53. Tratz CM, Fast PL, Truhlar DG. Phys. Chem. Commun. 1999; 2:


Article 14.
54. Fast PL, Sanchez ML, Truhlar DG. Chem. Phys. Lett. 1999; 306:


407–410.
55. Koch W, Holthausen MC. A Chemist’s Guide to Density


Functional Theory. Wiley-VCH: Weinheim, 2000.
56. Easton RE, Giesen DJ, Welch A, Cramer CJ, Truhlar DG. Theor.


Chim. Acta 1996; 93: 281–301.
57. Dunning TH. J. Chem. Phys. 1989; 90: 1007–1023.
58. Kendall RA, Dunning TH, Harrison RJ. J. Chem. Phys. 1992; 96:


6796–6806.
59. Woon DE, Dunning TH. J. Chem. Phys. 1993; 98: 1358–1371.
60. Curtiss LA, Raghavachari K, Redfern PC, Rassolov V, Pople JA. J.


Chem. Phys. 1998; 109: 7764–7780.
61. Zhu T, Li J, Hawkins GD, Cramer CJ, Truhlar DG. J. Chem. Phys.


1998; 109: 9117–9133.
62. Li J, Zhu T, Cramer CJ, Truhlar DG. J. Phys. Chem. A 1998; 102:


1820–1831.
63. Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA,


Cheeseman JR, Zakrzewski VG, Montgomery JA, Stratmann RE,
Burant JC, Dapprich S, Millam JM, Daniels AD, Kudin KN, Strain
MC, Farkas O, Tomasi J, Barone V, Cossi M, Cammi R, Mennucci
B, Pomelli C, Adamo C, Clifford S, Ochterski J, Petersson GA,
Ayala PY, Cui Q, Morokuma K, Salvador P, Dannenberg JJ,
Malick DK, Rabuck AD, Raghavachari K, Foresman JB,
Cioslowski J, Ortiz JV, Baboul AG, Stefanov BB, Liu G,
Liashenko A, Piskorz P, Komaromi I, Gomperts R, Martin RL,
Fox DJ, Keith T, Al-Laham MA, Peng CY, Nanayakkara A,
Challacombe M, Gill PMW, Johnson B, Chen W, Wong MW,
Andres JL, Gonzalez C, Head-Gordon M, Replogle ES, Pople JA.
Gaussian 98 (Revision A.10). Gaussian: Pittsburgh, PA, 2001.


64. Xidos JD, Li J, Thompson JD, Hawkins GD, Winget PD, Zhu T,
Rinaldi D, Liotard DA, Cramer CJ, Truhlar DG, Frisch MJ. MN-
GSM, Version 1.8. University of Minnesota: Minneapolis, MN,
2001.


65. Rodgers JM, Lynch BJ, Fast PL, Chuang Y-Y, Pu J, Truhlar DT.
MULTILEVEL. University of Minnesota: Minneapolis, MN,
2000.


66. Kormos BL, Cramer CJ. J. Phys. Org. Chem. 2002; 15: 712–720.
67. Lewis A, Bumpus JA, Truhlar DG, Cramer CJ. J. Chem. Educ.


submitted for publication.
68. Lide DR (ed). CRC Handbook of Chemistry and Physics. CRC


Press: Boca Raton, FL, 1995; section 8, p 64.


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 336–347


RELATIVE ENERGIES OF TAUTOMERS OF OXYLUCIFERIN 347








���������� 	
 �����	�	��	��� �	���� ������	���
����	������	� 	
 ����	 �	�	������� ��� ��������†


������  ���	�  �! �"�� #����� ��� $������ ����*


�������� �� �	
���� ������	� �� �����	���� �� ���� ����	���������������� ��� ������� ���� ��	����


Received 19 November 2002; accepted 30 December 2002


ABSTRACT: The molecular geometries and the frontier orbital energies of three diazo compounds [diazodiphe-
nylmethane (2), the �-silyl-�-diazoketone 3 and the isomeric 2-siloxy-1-diazoalkene 4], 10 heterophospholes with a
P=C bond and two heterophospholes with a P=N bond were obtained from DFT calculations at the B3LYP/6–
311�G** level. The 1,3-dipolar cycloaddition reactivity of diazo compounds 2–4 toward the heterophospholes is
discussed on the basis of FMO theory. It is concluded that in most cases, the dominant frontier orbital interaction is
between the HOMO(diazo) and the LUMO(heterophosphole), and that the reactivity should decrease in the order
2 �4 �3. The 1,2-thiaphosphole 9 and 1,3-azaphosphole 10 have HOMOs of high energy and, therefore, the
HOMO(heterophosphole)–LUMO(diazo) interaction is also important. Among the different types of heterophos-
pholes considered here, the 2-acyl-1,2,3-diazaphosphole 5, 3H-1,2,3,4-triazaphosphole 8, 1,2-thiaphosphole 9 and
1,3,4-thiazaphosphole 14 are predicted to have the highest dipolarophilic reactivities. These conclusions are in
qualitative agreement with available experimental results. Copyright  2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc


KEYWORDS: 1,3-dipolar cycloaddition; diazo compounds; heterophospholes; frontier molecular orbital theory;
DFT calculations
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Heterophospholes are five-membered 6� phosphorus
heterocycles which contain one or more heteroatoms in
addition to phosphorus. With a two-coordinate, three-
valent (�2�3) phosphorus atom, these heterocycles
become fully conjugated. The prominent feature of this
type of heterophospholes is the presence of a P=C (or
P=N) double bond. In phosphaalkenes R1P=CR2R3,
this hetero double bond is highly reactive, as evidenced
by a variety of addition and cycloaddition reactions that
occur much more readily than those of comparable C=C
double bonds.1,2 Incorporation of the P=C bond into the
heterophosphole ring system leads to a thermodynamic
stabilization due to the participation in cyclic 6�
conjugation. In fact, a number of spectroscopic and
computational studies3–9 have revealed the aromatic
character of several different heterophosphole systems.
Nevertheless, the enhanced reactivity of the P=C bond in
such ring systems as compared with C=C bonds in the
common five-membered heteroaromatic rings with one or


more heteroatoms is a fact that is documented by various
types of 1,2-addition and, in particular, [3 � 2] and
[4 � 2] cycloaddition reactions.2,10–12


The [3 � 2] cycloaddition reactions involving 1,3-
dipoles and the P=C bond of heterophospholes give
access to a multitude of novel phosphorus-containing
heterocycles, but the full potential of this synthetic
transformation has not yet been exploited, nor has the
reactivity of different types of heterophospholes towards
1,3-dipoles been compared in a systematic manner. 2H-
1,2,3-Diazaphospholes 1 represent by far the best
investigated heterophospholes, and cycloadditions with
most of the common dipoles, such as diazo compounds,2


nitrile ylides,13 nitrile imines,14 nitrile oxides15 and
organic azides,16 have been reported, although the initial
cycloadduct was not isolated in some cases. The rate of
the reaction of diazaphospholes 1 with diazodiphenyl-
methane (2) (Scheme 1) was found to depend on the
substituent R1: when R1 was an acceptor substituent, the
reaction was markedly faster than with R1 = Me.16,17 In a
similar manner, diazocumulenes 4, co-existing as the
minor component in equilibrium with (1-diazo-2-oxoalk-
yl)silanes 3,18 underwent [3 � 2] cycloaddition with 1
(R2, R3 = alkyl, H) at 20°C when R1 = Ac or Bz, while in
the case of R1 = Me or Ph no reaction took place up to ca
60°C, where thermal dediazoniation of the diazo
compound occurred.19 Furthermore, we found that
diazocumulenes 4 undergo 1,3-dipolar cycloaddition
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across the P=C bond of 1,2,3,4-triazaphospholes20 and
1,2-thiaphospholes,21 while some other heterophosphole
systems were not suited as dipolarophiles.


These few examples suggest that it is desirable to have
an estimate of the dipolarophilic reactivity of various
types of heterophospholes. Within the theoretical frame-
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Compound a b c d e � � � � �


5 1.707 1.423 1.319 1.356 1.743 86.94 111.85 115.02 109.49 116.69
6 1.719 1.410 1.332 1.338 1.715 87.87 110.57 114.94 109.92 116.69
7 1.712 1.415 1.332 1.339 1.734 87.75 111.10 114.69 110.32 116.13
8 1.730 1.359 1.292 1.345 1.730 85.70 113.07 114.32 111.89 115.01
9 1.737 1.417 1.377 1.743 2.119 92.83 117.05 119.07 114.36 96.67


10 1.743 1.374 1.392 1.378 1.778 89.64 112.39 113.55 113.10 111.32
11 1.731 1.377 1.366 1.307 1.796 87.06 111.23 116.06 110.51 115.13
12 1.720 1.340 1.398 1.301 1.809 85.29 114.73 114.22 109.94 115.82
13 1.720 1.723 1.656 1.313 1.817 92.43 113.99 99.88 114.84 118.86
14 1.721 1.731 1.784 1.291 1.695 96.94 113.89 94.35 116.57 118.25
15 1.667 1.336 1.369 1.380 1.758 92.10 110.68 117.12 110.68 109.42
16 1.633 1.353 1.396 1.370 1.733 92.27 112.46 114.26 110.31 110.70


a Bond a is the P=C or P=N bond.


��*�� .+ ��� ����! "#$%&'()*$����++, ��! �/.�	������� 	��
 
�����	��� ��	 ����	�.���.����� ,� /� �0 ��! �,


Compound Method a (Å) b (Å) c (Å) d (Å) e (Å) � (°) � (°)


Exp., electron diffr.a,b 1.729(15) 1.439(13) 1.300(6) 1.413(8) 1.729(15) 88.8(5) 116.0(5)
HF/6–31G 1.719 1.424 1.303 1.350 1.777 86.33 115.26
HF/6–31G* 1.676 1.429 1.289 1.344 1.707 88.16 116.02
B3LYP/6–31G* 1.712 1.424 1.323 1.355 1.746 86.78 116.94
B3LYP/6–311�G** 1.707 1.423 1.319 1.356 1.743 86.94 116.69


Exp., electron diffr.
c


1.75 1.42 1.32 1.32 1.64 92.0 110.0
B3LYP/6–311�G** 1.712 1.415 1.332 1.339 1.734 87.75 116.13


Exp., x-ray diffr.d,e 1.669(10) 1.728(6) 1.728(6) 1.324(25) 1.684(15) 98.0(14) 94.3(4) (�)
B3LYP/6–311�G** 1.721 1.731 1.784 1.291 1.695 96.94 94.35 (�)


Exp., x-ray diffr.f 1.654(3) 1.330(4) 1.356(4) 1.381(5) 1.723(3) 92.9(2) 117.0(2) (�)
B3LYP/6–311�G** 1.667 1.336 1.369 1.380 1.758 92.1 117.12 (�)


a Ref. 28.
b Values were obtained by refinement of a model that assumed equal P—N and P=C bond lengths; standard deviations in this case are given as 3� values.
c Data are for 5-methyl-2-phenyl-1,2,3-diazaphosphole.29


d Ref. 30.
e Experimental results are for the 2,5-diphenyl analogue. The heterophosphole ring is disordered so as to have crystallographic C2 symmetry; therefore, the
given bond geometries are not very accurate.
f Ref. 31.
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work of pericyclic reactions, reactivity differences in a
series of dipoles/dipolarophiles can often be analyzed and
predicted with the help of frontier molecular orbital
(FMO) theory.22 We decided, therefore, to apply this
theory to the reactivity of selected heterophospholes in
1,3-dipolar cycloaddition reactions with aliphatic diazo
compounds.


�1#(2�# 3&' '%#)(##%�&


Heterophospholes 5–16 were chosen for the present
study. They were selected because reactions with
selected diazo compounds are known2,12,23 or because
they can be prepared conveniently in a few steps and in
amounts that qualify them for future systematic studies of
their cycloaddition chemistry. It should be noted that the
majority of the parent ring systems are not yet known,
and that available synthetic methods determine the
substituent patterns.


)	������	��� ����	��


Calculations for diazo compounds 2–4 and heterophos-
pholes 5–16 were performed using conventional ab initio
calculations of the Hartree–Fock type and density
functional theory (DFT) methods using the hybrid
B3LYP functional. In either case, Gaussian-type basis
sets implemented in the Gaussian 98 program package24


were applied. Geometries were first optimized at the
HF/3–21G* level and then refined using the B3LYP


method and the polarized 6–31G* and 6–311�G** basis
sets. Standard convergence criteria as implemented in the
modelling program (Gaussian 98) without any geometry
constraints were applied. Frequency calculations were
used to establish that the calculated structures were
minima on the potential energy surface (no imaginary
frequencies were found) and to obtain zero-point
vibrational energies (ZPEs). For the discussion, we use
B3LYP/6–311�G** energies corrected for unscaled ZPE
differences. The results were visualized using MOLDEN
3.6.25 All calculations were performed on 900 MHz
UltraSPARC-III � Solaris 9 computers at the Universi-
tätsrechenzentrum Ulm.


#���������


The calculated (B3LYP/6–311�G**) ring geometries of
heterophospholes 5–16 are given in Table 1. Ab initio
structural calculations were carried out previously for the
parent ring systems of 8, 10, 11 (all at HF/4–31G*7,8) and
9 (MP2/6–31G*9). Although some significant differences
in numerical values exist between these and our studies,
the data for 5–14 confirm the characteristic features, e.g.
the P=C bond length is in the interval between the
calculated values for a phosphorus—carbon single and
double bond (H3C—PH2, 1.86 Å; H2C=PH2, 1.64 Å7),
and the endocyclic angle at P increases when a sulfur
atom is part of the ring. The PN bond length in 15 and 16
also has a value between those of ‘typical’ PN single and
double bonds (see below). A comparison with experi-
mentally obtained bond geometries is given in Table 2.


��*�� �+ ��� ����! "#$%&'()*$����++, ����� ���	
��� "����,� 0�	��.���� ���	����� ��		����! ���	
���� ���! ���
��� "�- , ��!
���! ��
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	���, �� !��0� ���.� �!� .40


Parameter 2 s-cis-3 s-trans-3 4a


Etot (au) �611.0113 �710.2350 �710.2393 �710.2267 (�710.2184)
Etot � ZPE (au) �610.8165 �710.0628 �710.0672 �710.0545 (�710.0463)
a (Å) 1.139 1.126 1.133 1.136 (1.133)
b (Å) 1.308 1.317 1.308 1.297 (1.304)
c (Å) 1.477 1.481 1.471 1.360 (1.357)
d (Å) 1.220 1.223 1.336 (1.349)
e (Å) 1.518 1.519 1.502 (1.499)
Others (Å) C—Si 1.902 1.909 O—Si 1.729 (1.705)
� (°) 180.00 178.76 178.46 170.53 (170.11)
� (°) 116.73 112.31 118.17 120.96 (119.91)
� (°) 122.38 119.41 120.97 (121.57)
� (°) 120.76 121.54 111.98 (117.59)
Others (°) N—C—Si 116.23 119.89 C—O—Si 129.24 (139.20)
Torsion angles (°) CPhCNN 180.00 CCNN 0.81 180.00 CCNN 180.00


NCCO 0.82 180.00 NCCO 0.01


a Values for the less stable isomer with Z configuration at the C=C bond are given in parentheses.
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Even with the largest basis set, some significant
differences between the calculated and the experimental
structures of 2H-1,2,3-diazaphospholes 5 and 7 and 1,3,4-
thiazaphosphole 14 are found, but the limited accuracy of
the experimental values in all three cases should be noted
(see footnotes in Table 2). Furthermore, full agreement
between calculated (gas-phase) and experimental (solid-
state) structural data may not be expected.26 In 14, the
calculated lengths of the P=C bond and one C—S bond
are markedly larger than the solid-state values. On the
other hand, very good agreement between experiment
and theory was found for 1H-1,2,3-diazaphosphole 15;
remarkably, the P=N double bond length is about half
way between the calculated values, using electron
correlation (MP2/6–31G*), of the simplest models
containing PN double and single bonds, respectively
(HP=NH, 1.594 Å; H2N—PH2, 1.720 Å27).


The effects of different basis sets on the ring geometry
were studied for diazaphosphole 5 (Table 2). For the
Hartree–Fock calculations, introduction of polarization
functions for the non-hydrogen atoms leads to a strong
decrease in the PC and PN bond lengths. With the 6–
31G* basis set, the DFT method gives better results than
the HF method, although the PN single bond appears to
be slightly too long. The changes in bond geometry are
only marginal on going from 6–31G* to 6–311�G**.


The B3LYP-calculated bond geometries of diazo


compounds 2–4 are given in Table 3. The bond lengths
and angles of the CN2 moiety of diazodiphenylmethane
(2, C2v symmetry) and diazoketone 3 are in the ranges
found in solid-state structures of related diazo
compounds.32 For 3, the s-trans conformation at the
C(O)—C(N2) bond is found to be more stable than the
s-cis form by 2.77 kcal mol�1 (1 kcal = 4.184 kJ) in terms
of zero-point corrected energies, in line with the general
observation that disubstituted �-diazoketones exist in the
s-trans conformation exclusively or preferentially.32 The
transition state of the trans–cis isomerization lies
13.21 kcal mol�1 above s-trans-3.


For diazoalkene 4, a non-linear C=C=N2 unit is found
with a bent CNN fragment (valence angle 170.5°) and a
valence angle of 121.0° at the diazo carbon. The E
configuration at the C=C bond is calculated to be more
stable by 5.15 kcal mol�1 than the Z configuration. The
bent geometry of the diazoalkene resembles closely the
calculated33 (MP2/6–31G*) structure of the elusive parent
diazoethene, CH2=C=N2 (CNN 165.4°, CCN 117.9°)
which might be viewed33 as a weakly bonded dinitrogen
adduct of vinylidene. As with aliphatic diazo compounds
in general, the dipolar resonance structures A and B are
likely to be the major contributors to the bond state of the
diazo function in 3 and 4 (Scheme 2). According to the
calculations (Table 3), the C—N distance is shorter in 4
than 3. Although the N—N bond length remains almost
unchanged, this difference seems to suggest that reso-
nance structure 4B contributes less to the bonded state of
the diazoalkene than 3B does in the case of the
diazoketone. While the ability of the trimethylsilyl group
to stabilize an adjacent carbanion may be invoked to
explain the relative importance of resonance structure 3B,
it is remarkable that the presumed low activation barrier
of diazoalkene 4 towards loss of N2 is not reflected in a
substantial decrease of the C—N bond order. Such an
expectation was supported by the comparison of the


#����� .
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Compound Orbital Energy (eV)


2 LUMO � 1a �1.11
HOMO �5.54


3b
LUMO � 1c �1.44
HOMO �6.74


4 LUMO � 1d �0.85
HOMOe �6.50


a The LUMO (E = �1.84 eV) is of the �*NN type and located in the � plane
of the CNN unit.
b s-trans form.
c The LUMO (E = �1.96 eV) has mainly �*NN character.
d The LUMO (E = �1.89 eV) is of the �3 (1,2-diaza-1,3-butadiene) type.
e In the � plane of the CNN unit.
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C—N distances of diazomethane and the thermally highly
unstable diazoethene molecule.33


According to the B3LYP/6–311�G** calculations,
diazoalkene 4 is by 7.97 (5.21) kcal mol�1 higher in
energy than the s-trans (s-cis) form of isomeric
diazoketone 3.


��	����� �	������� 	�*����� ��� ����������


The energies of the frontier orbitals of dipoles 2–4 and
dipolarophiles 5–16 were taken from calculations using
the DFT B3LYP method and the 6–311�G** basis set.
While it may be questionable from a rigorous theoretical
point of view to use density functional theory, i.e., the


energies of the Kohn–Sham orbitals, in the context of an
FMO treatment of chemical reactivity, there is growing
support to accept these orbitals as tools in qualitative MO
considerations.34,35 Several recent studies have shown
that a correspondence between Kohn–Sham and Hartree–
Fock orbital energies can be achieved by an empirical
scaling (separately for occupied and unoccupied orbitals)
of the form ax � b.35–37


Energies of the frontier orbitals of diazo compounds 2–
4 are given in Table 4. In the cases of diazoketone 3 and
diazoalkene 4, the LUMO is not suited for the FMO
treatment of the 1,3-dipolar cycloaddition, and the
LUMO � 1 must be considered instead. It should be
mentioned that these two unoccupied orbitals were found
reversed in energy in HF/3–21G* calculations for 3. The
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Compound


Orbital energy (eV) Relative size of orbital coefficient c in pz direction at P=C (or (P=N) bond


HOMO-1 HOMO LUMO LUMO � 1 HOMO or HOMO-1 LUMO LUMO � 1


5 �7.164 �2.307 cP �cC cP �cC
6 �7.092 a �1.358 cP �cC cP �cC
7 �7.034 b �1.912 cP � cC cP �cC
8 �7.097 c �2.066 cP �cC cP �cC
9 �6.030 �2.163 cP �cC cP �cC


10 �5.591 �1.224 cP �cC cP � cC
11 �6.720 �1.855 �0.479 cP �cC cP �cC cP �cC
12 �6.980 �1.415 cP �cC cP � cC
13 �7.089 d �1.883 �1.470 cP � cC cP �cC cP �cC
14 �6.253 �2.007 �1.213 cP �cC cP �cC cP �cC
15 �6.519 �0.894 cP �cN cP �cN
16 �5.760 �1.145 cP �cN cP �cN


a The HOMO (E = �6.646 eV) is mainly a �PNNC orbital.
b The HOMO (E = �6.172 eV) is mainly a �PNNC orbital.
c The HOMO (E = �6.993 eV) is mainly a �Ph orbital.
d The HOMO (E = �6.455 eV) has a node at Ca.
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shape of the highest occupied molecular orbitals is shown
in Fig. 1.


Energies of the relevant frontier orbitals of hetero-
phospholes 5–16 are listed in Table 5. A graphical
representation of the frontier orbital energies is given in
Fig. 2. Only those frontier orbitals were considered for
which the pz atom orbital coefficients at the P=C (P=N)
bond are sufficiently large compared with the other ring
atoms contributing to the MO (see graphic representa-
tions given in the supporting information). The data do
not show a systematic difference in orbital energies
between heterophospholes 5–9 (X—P=C type, where
X = N, S) on one side and 10–14 (X—C=P type, X = N,
O, S) on the other. However, 1,2-thiaphosphole 9 and 1,3-
azaphosphole 10 are distinguished by their significantly
higher HOMO energy from all the other P=C hetero-
phospholes which contain an N=C (or N=N) bond in
addition to the P=C bond. This reflects once more the
fact that in its conjugative ability the P=C bond is closer
to a C=C than to an N=C bond.3,5,7 The two
heterophospholes with a P=N bond, 1,2,3-1H-diaza-
phosphole 15 and 1,3,2-1H-diazaphosphole 16, are
characterized by high-lying frontier orbital levels which
put them in the neighborhood of 1,3-azaphosphole 10.


According to FMO theory, the energetic stabilization
resulting from the interaction of dipole and dipolarophile
is inversely proportional to the energy gaps between the
highest occupied and lowest vacant molecular orbitals of
the reactants. The energy differences �E1 between the
HOMO of dipoles 2–4 and the LUMO of dipolarophiles
5–16 and also the LUMO(dipole)—HOMO(heterophos-
phole) gaps (�E2) are compiled in Table 6. According to
these data, the 1,3-dipolar cycloadditions with diazodi-
phenylmethane (2) are strongly HOMO(dipole)—LU-
MO(dipolarophile) controlled, a typical situation for
cycloaddition reactions with diazoalkanes.22 Only in the
case of 10 and 16, the two heterophospholes with the
highest HOMOs, does the opposite frontier orbital
interaction makes a significant contribution also. Because


of the lower MO energies of diazoketone 3, the �E1


values increase by 1.2 eV and the �E2 values decrease by
0.33 eV. As a consequence, the LUMO(dipole)—
HOMO(dipolarophile) contribution becomes dominant
in the cases of 10 and 16, and gains importance for 9 and
some other heterophospholes. This picture is reminescent
of methyl diazoacetate, which was found to be a typical
type II dipole in the Sustmann classification, showing
enhanced reactivity towards both electrophilic and
nucleophilic dipolarophiles as compared with unacti-
vated alkenes.22,38,39 For diazoalkene 4, both the �E1


(0.97 eV) and the �E2 values (0.26 eV) are higher than
for diazoalkane 2, resulting again in a strong dominance
of the HOMO(dipole)—LUMO(dipolarophile) interac-
tion, with the exception of 10 and 16.


For the three diazo compounds, the energy differences
of the HOMO(dipole)—LUMO(dipolarophile) con-
trolled reactions increase in the order 2� 4� 3, in
qualitative agreement with the experimental results (see
below). In addition to the FMO rationalization, it is
expected that cycloadditions with 4 are favored over
those of the isomer 3 because steric interactions in the
transition state are smaller (owing to the removal of the
SiMe3 group from the diazo carbon) and the ground-state
energy of the diazoalkene is considerably higher, as
mentioned above.


Focusing on the dipolarophile, the HOMO � LUMO
gaps predict that 2H-1,2,3-diazaphospholes bearing an
electron-withdrawing substituent at N-2 (5 and 7), 3H-
1,2,3,4-triazaphosphole 8, 1,2-thiaphosphole 9, 1-acyl-
1,2,4-1H-diazaphosphole 11, 1,2,4-thiazaphosphole 13,
and 1,3,4-thiazaphosphole 14 are the best candidates. A
quantitative comparison of the P=C with the P=N
heterophospholes would have to take into account the
energetic differences in forming a C—C (or C—N,
depending on regioselectivity) bond as compared with an
N—C (N—N) bond. It appears, however, that this
distinction can be neglected for P=N heterophospholes
15 and 16. The former dipolarophile is not expected to
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Heterophosphole
2 3 4


�E1 �E2 �E1 �E2 �E1 �E2


5 3.23 6.06 4.43 5.73 4.20 6.32
6 4.18 5.99 5.38 5.65 5.14 6.25
7 3.63 5.93 4.82 5.60 4.59 6.19
8 3.48 5.99 4.67 5.66 4.44 6.25
9 3.38 4.92 4.57 4.59 4.34 5.18


10 4.32 4.48 5.51 4.15 5.28 4.75
11 3.69 5.61 4.88 5.28 4.65 5.87
12 4.12 5.47 5.32 5.14 5.08 5.73
13 3.66 5.98 4.85 5.65 4.62 6.24
14 3.53 5.15 4.73 4.82 4.50 5.41
15 4.65 5.41 5.84 5.08 5.61 5.67
16 4.40 4.65 5.59 4.32 5.36 4.91
a �E1 (eV) = �EHOMO, diazo � ELUMO, heterophosphole�; �E2 (eV) = �ELUMO, diazo � EHOMO, heterophosphole�.
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undergo cycloaddition with any diazo dipole (perhaps
with the exception of the most nucleophilic ones, such as
2-diazopropane) because of the large frontier orbital
gaps. The comparatively low �E2 value for the 3 � 16
combination would suggest that the LUMO(dipole)
controlled cycloaddition is feasible, e.g. with diazoace-
tates or even better diazomalonates. However, the atom
orbital coefficient at the nitrogen atom of the P=N in the
HOMO of 16 is very small so that significant stabilization
from orbital overlap with the dipole cannot be expected.


The available experimental findings are in good
qualitative agreement with most of the FMO arguments.
Diazodiphenylmethane (2) reacts readily at 20°C with 5
and 7, but only at elevated temperature with 6 (Scheme
1). Although a bicyclic phosphirane rather than the
[3 � 2] cycloaddition product was isolated in these cases,
the initial formation of the latter can be assumed because
the expected pyrazoline was obtained when 9-diazo-
fluorene was used as the 1,3-dipole.2 Bicyclic phosphir-
anes were also obtained from the reaction of 2 with 9 (T.
Jikyo and G. Maas, unpublished results) and, in a fast but
not clean reaction, with 5-ethoxycarbonyl-2-phenyl-
1,3,4-thiazaphosphole,17 which is expected to have an
even lower LUMO energy than its analogue 14. The
reactivity of 2 towards the remaining heterophospholes
has not yet been reported. As already mentioned in the
Introduction, 1,3-dipolar cycloadditions to P=C bonds
with the equilibrium system 3/4 originate only from the
diazoalkene component 4 and occur at 20°C with 2-acyl-
2H-1,2,3-diazaphospholes such as 5, but not with 6 or 7,
and furthermore with heterophospholes 8 and 9. These
dipolarophiles are in fact those with the lowest LUMO
energies (Table 5, Fig. 1). An unspecific reaction was
observed with 14 (Me and Ph substituents interchanged),
whereas heterophospholes 10–13, 15 and 16 were found
to be unreactive towards 3/4 at room temperature. Since
diazoketone 3 obviously cannot compete with 4 for the
heterophosphole dipolarophiles, it would be interesting to
know the reactivity of electronically similar diazocarbo-
nyl compounds. A fitting case, reflecting the HOMO(di-
pole) control, is given by ethyl diazoacetate which was
found to undergo smooth cycloaddition with 5 at 20°C
whereas the incomplete and unefficient reaction with 7
(5-Me instead of 5-Ph) occurred only at 100–120°C.40


The failure of diazoketone 3 to react with 10 in a
LUMO(dipole) controlled reaction is notable, but may be
due to steric hindrance because of the SiMe3 substitution
of the diazo carbon atom. This hypothesis could be tested
by using monosubstituted �-diazocarbonyl compounds
(diazomethyl ketones and diazoacetic esters).


For the regioselectivity of 1,3-dipolar cycloaddition
reactions, maximum orbital overlap between the bond-
forming atoms can make an important contribution,
although it may be overruled by other factors (see below
and Conclusion section). Figure 2 shows that for the
HOMOs of diazo compounds 2–4, the orbital shape at the
diazo carbon is clearly larger than at the terminal nitrogen


atom. For the HOMO(dipole) controlled reactions, it is
therefore expected that the P—C bonded regioisomer is
preferred for all heterophospholes that have a higher
LUMO orbital coefficient at phosphorus than at carbon.
The exclusive formation of the P—C bonded cycloaddi-
tion products from diazoalkene 4 and heterophospholes 5,
8 and 9 (Scheme 1) is in agreement with these
expectations. These findings should not be overempha-
sized, however, since Kohn–Shams orbitals are under
consideration here and since orbital coefficients in
general depend both on the method (i.e. HF vs DFT)
and on the chosen density functional. Furthermore, the
maximal orbital overlap approach to the regioselectivity
of 1,3-dipolar cycloaddition may fail for other reasons.
As an example that is chemically related to this study, the
reaction of diazomethane with phosphaacetylene
(HC�P) may be mentioned. Although the orbital
coefficients at P and C in the HOMO and LUMO of the
heteroalkyne are nearly equal, an expressed regioselec-
tivity (for the P—C bonded cycloadduct) is found in the
parent case and for most examples of substituted reaction
partners.41 High-level ab initio calculations42 of the
transition-state energies for the two regioisomeric
approaches of the H2CN2 � HCP cycloaddition confirm
that the experimentally formed regioselectivity is kine-
tically favored. The authors of that study stated, however,
that the small energy difference between the two
transition structures is perhaps not a firm basis to
rationalize the exclusive formation of one regioisomer
with many substituted systems and that various other
effects might have to be considered.


)�&)2(#%�&


A simple FMO analysis of 1,3-dipolar cycloaddition
reactions of diazo compounds 2–4 with various classes of
heterophospholes suggests in most cases HOMO(di-
pole)–LUMO(dipolarophile) control of the reactivity.
Exceptions may be expected when heterophospholes of
high HOMO energy, e.g. 1,3-azaphosphole 10 and 1,2-
thiaphosphole 9, are combined with more electrophilic
diazo dipoles such as diazocarbonyl compounds. Of the
12 heterophospholes investigated computationally, suc-
cesful cycloaddition reactions with diazo compounds
have been reported in fact only for the five systems with
the lowest LUMO energies.


The frontier molecular orbital energies given here for
heterophospholes 5–16 may also be useful for estimating
the dipolarophilic reactivity towards other 1,3-dipoles.
However, owing to the approximations and assumptions
of the method, not more than a qualitative prediction
should be expected from this simple FMO treatment of
dipolar cycloadditions. In contrast to its application to
Diels–Alder reactions, the FMO theory is not always able
to predict correctly the reactivity and regioselectivity of
1,3-dipolar cycloaddition reactions, in particular if one of
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the reactants is strongly polarized so that charges and
electrostatic interactions43 cannot be neglected. There-
fore, calculations of the interaction energy by orbital-
independent methods based on density functional theory
concepts have been used recently.44 Furthermore, the
transition structures and activation energies of selected
1,3-dipolar cycloadditions have recently been calculated
using DFT methods. However, a computational treatment
of the reaction pathway for a whole series of, e.g.,
dipole � heterophosphole reactions, does not yet appear
as a practicable alternative because it still demands too
much computer capacity and time.


#���������� ��������


MOLDEN representations of the frontier molecular
orbitals of heterophospholes 5–16 are available as
supplementary data at the epoc website at http://
www.wiley.com/epoc/.
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Ulm for the local implementation of the Gaussian 98
program package.


�1�1�1&)1#


1. Appel R. In Multiple Bonds and Low Coordination in Phosphorus
Chemistry, Regitz M, Scherer OJ (eds). Georg Thieme: Stuttgart,
1990; 157–219.


2. Arbuzov BA, Dianova EN. Phosphorus Sulfur 1986; 26: 203–251.
3. Nyulászi L. Chem. Rev. 2001; 101: 1229–1246.
4. Nyulászi L, Veszprémi T. Phosphorus Sulfur Silicon 1996; 109–


110: 109–112.
5. Nyulászi L, Várnai P, Krill P, Regitz M. J. Chem. Soc., Perkin


Trans. 2 1995; 315–318.
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9. Nyulászi L, Várnai P, Veszprémi T. J. Mol. Struct. (Theochem)


1995; 358: 55–61.
10. Schmidpeter A, Karaghiosoff K. In Multiple Bonds and Low


Coordination in Phosphorus Chemistry, Regitz M, Scherer OJ
(eds). Georg Thieme: Stuttgart, 1990; 258–286.


11. Schmidpeter A. In Comprehensive Heterocyclic Chemistry II,
Katritsky AR, Rees CW, Scriven EFV (eds). Pergamon Press:
Oxford, 1996, Vol. 3, Shinkai I (ed), 709–714, 715–738; Vol. 4,
Storr RC (ed), 771–895.


12. Schmidpeter A. In Phosphorus–Carbon Heterocyclic Chemistry:
the Rise of a New Domain, Mathey F (ed). Elsevier: Amsterdam,
2002; chapt. 4.3.
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ABSTRACT: Semiempirical AM1 calculations were performed for a representative series of 4-substituted
bicyclooctane carboxylic acids and quinuclidines. It was found that the Hammett constant, �I, and the Swain and
Lupton field constant, F, correlate linearly with the differences in the heat of formation of isodesmic reactions. These
constants also correlate with the charges on the acid moiety of the bicyclooctane acids and their anions, and with the
hydrogen net charge on the protonated quinuclidines. For all cases, the NO2 was the poorest correlated substituent.
Copyright  2003 John Wiley & Sons, Ltd.
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One of the early postulates in the classical English school
of organic chemistry was that electronic substituent
effects are the product of two components: the inductive/
field and the resonance components.1 Following Ham-
mett’s success in the quantification of the total electronic
substituent effect in terms of his constant �, efforts were
undertaken in order to express both the inductive/field
and resonance components in terms of appropriate
substituent constants (�*, �I, �F, �R, F, R).2 For defining
the inductive/field effects, it has been agreed that the
ionization of bicyclooctane carboxylic acids and quinu-
clidines provides an unambiguous molecular probe since
in these compounds there is little, if any, possibility of
resonance effects. Thus, it is assumed that the only way in
which the substituent X can influence the ionization at the
reaction center is through space (the field component)
and through bonds (the inductive component). Moreover,
the substituent constants, obtained from the ionization of
bicyclooctane carboxylic acids, �I (Stock), show a very
good correlation with the constants derived from


quinuclidines, �I (Grob):2


�I�Stock� � 0�191�I�Grob� � 0�037 �1�
n � 14� r � 0�989� s � 0�029


In this, and the following equations, n is the number of
compounds used in the correlation test, s is the standard
deviation and r is the correlation coefficient.


Despite the great efforts dedicated to finding a solid
theoretical foundation for the Hammett equation (and the
associated inductive/field-resonant separation), it still
remains today as an empirical relationship, maybe the
most famous and useful one in physical organic and
medicinal chemistry. In general, the insights obtained
from the Hammett relationship can only be rationalized
by appealing to chemical intuition and empirical models,
rather than to theoretical principles. The lack of a sound
theoretical basis for the Hammett treatment of electronic
substituent constants and, consequently, of an easy
theoretical methodology for estimating new substituent
constants, together with the rapid growth in computer
power and quantum chemistry codes, has stimulated the
use of molecular orbital-derived descriptors as an
alternative to the more classical chemical ones,3 and as
a means to provide a deeper understanding of the process
involved. In the case of the ionization of benzoic acids,
which constitutes the classical Hammett molecular probe,
there have been several attempts to assign theoretical
significance to substituent constant values, employing to
this end descriptors obtained from ab initio and
semiempirical molecular orbital calculations.3–12 Also,
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using the electronegativity equalization principle
(EEP),13–15 the hard and soft acid and base (HSAB)
principle of Parr and Pearson,16,17 the molecular electro-
static potential (MESP) topography18,19 and the molecu-
lar surface local ionization energy,20–23 recent studies in
the context of density functional theory (DFT) have
shown that Hammett-like linear relationships can be
rationalized using local descriptors of reactivity. Addi-
tionally, Wiberg recently reported an ab initio study of
the substituent effect on the acidity of 4-substituted
bicyclooctane carboxylic acids.24 The importance of and
need for a common language between theoretical and
empirical descriptors are highlighted in all these studies.
In the spirit of these theoretical studies, in this work, for a
set of 4-substituted bicyclooctane carboxylic acids and
quinuclidines, we undertook a correlation analysis of
AM1-calculated theoretical descriptors with the field/
inductive substituent constants �I and F. From this
analysis we aimed to establish some of the molecular
parameters that show good correlations with �I and F.
Thus, for cases where they are experimentally difficult to
obtain, the computed parameter values may be used,
together with the correlation expression, to obtain an
estimate of those constants. Additionally, once the
correlations have been clearly established, these par-
ameters may constitute a potentially important set of
descriptors in QSAR studies. Finally, from the numerical
results presented here, we expect to acquire some insight
regarding the transmission of electronic effects through
space and through bonds.


&'"�#�#�#()


All computations were carried out with the AM125


Hamiltonian using the MOPAC 7.0 program.26 This
choice is based on the fact that recently the AM1
Hamiltonian was found to be the most accurate
semiempirical method for determining orbital energy
parameters, which is based on correlations with experi-
ments and ab initio calculations.27 Also, the calculated
AM1 charges, dipoles and bond lengths are reported to be
even more reliable than those obtained from low-level ab
initio calculations.28 Optimization was performed for all
4-substituted bicyclooctane carboxylic acids and quinu-
clidines without any failure. In order to tighten the
convergence criteria, all conformations were fully
optimized using the keywords PRECISE and
GNORM = 0.05. The initial geometries were defined
using standard bond lengths and angles. In all cases
Mulliken atomic charges were used.


Representative substituent groups were selected based
on the values of pKa reported for 12 bicyclooctane
carboxylic acids by Stock and co-workers29,30 and the
values for quinuclidines reported by Grob and Schlage-
ter.31 In addition to the more common �I values, here we
also used the standard field parameter (F) of Swain and


Lupton to explore the possible correlations.2,32 The
values of the substituent constants (�I and F) are given
in Table 1. As was noted before, these constants correlate
strongly among themselves.


 #! *�" #! #+ , %)%�##%"�!' %���
,#-)� % �% ��


Table 2 shows the calculated heat of reaction, �(�H°) for
the isodesmic reaction shown in Eqn. (2). �(�H°) is
defined as the difference between the ionization enthalpy
of the X-substituted and the nunsubstituted bicyclooctane
carboxylic acids, �(�H°) = �HX � �HH.


�2�


It is found that �(�H°) displays a linear correlation
with the 12 �I(Stock) and 18 F parameters of Table 1:


�I�Stock� � �0�070 ��0�007����H���
0�043 ��0�029� �3�


n � 12� r � 0�959� s � 0�071


F � �0�070 ��0�007����H�� � 0�034 ��0�029� �4�
n � 18� r � 0�926� s � 0�078


The figures in parentheses are the 95% confidence


"	�
� ./ "����� �$ ��� %���&�������� ��'�������� ��������
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Substituent, X �I(Stock) �I(Grob) F


H 0.00 0.00 0.00
F — 0.46 0.45
Cl 0.47 0.44 0.42
Br 0.45 0.47 0.45
I — 0.41 0.42
CH3 �0.02 �0.01 0.01
C2H5 �0.01 — 0.00
CH2Cl — 0.15 0.13
CH2Br — 0.16 0.14
CH2I — 0.16 0.12
CH2OH 0.05 0.09 0.03
CN 0.54 0.55 0.51
NO2 0.68 0.63 0.65
OH 0.26 — 0.33
OCH3 0.30 0.31 0.29
SCH3 — 0.28 0.23
NH2 0.15 0.17 0.08
COCH3 0.26 0.29 0.33


a For bicyclooctane carboxylic acids, we used the �I values, calculated by
Stock et al., �I(Stock),19,20 and for quinuclidines we employed the Grob and
Schlageter �I values.21 The Swain and Lupton constant, F,22 is also
included.
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intervals of the regression coefficients and the intercepts.
The compound for which the poorest correlation was
found was the NO2 derivative, for which considerably
lower acidity was predicted. If this compound is not
included, the correlation was improved:


�I�Stock� � �0�089 ��0�006����H���
0�008 ��0�002� �5�


n � 11� r � 0�982� s � 0�043


F � �0�090 ��0�008����H�� � 0�011 ��0�026� �6�
n � 17� r � 0�948� s � 0�061


Hence the statistical evidence indicates that the derived
model equations give a good account of the experimental
data. Moreover, on the basis of the regression model, it is
clear that the predictions of the Swain–Lupton inductive/
field parameter, F, are inferior to those obtained for the �I


constant, derived from the Stock pKa values. Addition-
ally, our results contrast with those of Sotomatsu et al.,7


who, also using the AM1 Hamiltonian, did not find a
notable correlation between �(�H°) and the Hammett �
substituent constant obtained from the analysis of the
acidity of benzoic acids. The distinction between these
results indicates the different, and even sometimes
contrasting, behavior of the resonance and inductive/
field contributions to �. Thus, based on these correlations,
we can conclude that, in the absence of a resonance
component, as happens in the case studied here, the
isodesmic reaction (2) is an isoentropic reaction, as has
been assumed previously.33


Once the correlation between the substituent constants
and the change in enthalpy had been established, next we


explored the possible root for this correlation. Thus,
�(�H°) is divided into one-center, �(�EOC), and two-
center components. The latter can be partitioned into a
resonance, �(�ER), a two-center exchange, �(�EX), and
a two center-electrostatic contribution, �(�ECoul):


���H�� � ���EOC� ����ER� ����EX�
����ECoul� �7�


The results for this energy partition of the isodesmic
reaction (2) are given in Table 2. We tested for possible
correlations between �(�H°) and each of its components,
obtaining results worth mentioning only for �(�EX)
(r = 0.950) and �(�EOC) (r = 0.911). The test was
repeated, but this time considering pairs of combinations,
and only those corresponding to �(�EOC) � �(�ECoul)
(r = 0.955) and �(�ER) � �(�EX) (r = 0.899) display
acceptable correlations. Finally, when considering
groups of three contributions, good quality results
were found only for �(�EOC) � �(�ER) � �(�ECoul)
(r = 0.989) and �(�EOC) � �(�EX) � �(�ECoul) (r =
0.950).


The previous results show that the most important
contributions to the enthalpy variations correspond to
those reflecting charge interactions, or charge density
redistribution throughout the system (or combinations of
them). In addition, on inspecting Table 2, one notes that
the values of �(�EOC) for all the substituents are
negative; thus, the one-center energy variations favor
the formation of the ionized substituted carboxylic anion.
In contrast, the two-center resonance, �(�ER), and
exchange, �(�EX), components always favor the left
direction of Eqn. (2). The remaining term is the
electrostatic two-center contribution, �(�ECoul), which,
in contrast to the others, does not show any well defined


"	�
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Substituent �(�H°) �(�EOC) �(�ER) �(�EX) �(�ECoul)


H 0.0000 0.0000 0.0000 0.0000 0.0000
F �4.1527 �6.5075 4.1600 3.0209 �4.8288
Cl �4.8346 �9.9319 7.6559 5.3568 �7.9165
Br �4.9782 �9.6575 4.6904 4.5059 �4.5198
I �4.5385 �7.9465 1.3813 2.3060 �0.2836
CH3 �0.1492 �0.4428 0.1222 0.0300 0.1361
C2H5 �0.1920 �0.8970 0.7056 0.1753 �0.1799
CH2Cl �2.4134 �6.4245 4.2799 2.9517 �3.2215
CH2Br �2.6207 �6.8926 2.9609 2.5205 �1.2130
CH2I �2.5950 �6.1247 1.2614 1.3582 0.9086
CH2OH 0.0543 �2.3360 1.2245 0.5996 0.5673
CN �6.1785 �8.9012 3.4359 4.3284 �5.0409
NO2 �10.7518 �15.4525 12.9205 9.0188 �17.1981
OH �2.7303 �3.5974 3.1823 1.9647 �4.2822
OCH3 �2.4364 �2.3613 1.6626 1.2522 �2.9932
SCH3 �3.0988 �9.0718 3.0116 1.7226 1.2337
NH2 �1.5172 �5.7120 5.0294 1.3167 �2.1492
COCH3 �3.5546 �4.9902 3.9386 3.3529 �5.8572


a �(�EOC) corresponds to the one-center energy component, �(�ER) to the two-center resonance component, �(�EX) to the two-center exchange component
and �(�ECoul) to the two-center electrostatic component. All energies are in kcal mol�1 (1 kcal = 4.184 kJ).
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behavior. However, for several of the cases studied, the
opposite tendencies mentioned above approximately
cancel each other, leaving the electrostatic contribution
as the determinant one. This contribution contains the
electron–electron repulsion and the attraction of the
electrons on one center to the core of the others, which
depend on the atomic densities, and the nuclear–nuclear
repulsion, which is relatively constant.


All these qualitative tendencies discussed above lead
us to think that changes in the atomic electron charge
density may affect, in a crucial manner, the values of the
substituent constants for bicyclooctane carboxylic acids.
The results of this analysis would support the implicit
assumption, incorporated in many theoretical treat-
ments,4–23 that energy changes depend on the movements
of charges. It is for this reason that we studied the
possible relation between the substituent constant values
and the charges on the reaction center. Table 3 lists the
calculated net charges on the carbonyl oxygen, q(=O),
hydroxy oxygen, q(—O—), carbonyl carbon, q(C) and
hydroxy proton, q(H), of neutral bicyclooctane car-
boxylic acids, and also the sum of these net charges on
the acid group, �q(COOH), and its equivalent for the
carboxylate ion, �q(CO2


�). A significant correlation was
found with both of these sums:


�I�Stock� � 51�48 ��2�76��q�COOH� � 6�49 ��0�34�
�8�


n � 11� r � 0�975� s � 0�034


F � 51�82 ��2�81��q�COOH� � 6�52 ��0�35� �9�
n � 17� r � 0�962� s � 0�051�


�I�Stock� � 33�92 ��1�93��q�CO2
�� � 27�68 ��1�56�


�10�
n � 11� r � 0�986� s � 0�036�


F � 33�08 ��3�25��q�CO2
�� � 26�98 ��2�63� �11�


n � 17� r � 0�934� s � 0�066�


As in the case of �(�H°), the NO2 substituent was not
included in these correlation tests. Additionally, when
testing each of the net charges mentioned above, good
correlations were also found. For the substituted benzoic
acids Sotomatsu et al.7 and Kim and Martin8 found
similar correlations with the total neutral acid charges,
�q(COOH), when 27 and 49 substituents were tested,
respectively. There, the only outlier was p-CN. Let us
emphasize that, from the statistical point of view, all
these correlations are essentially equivalent; therefore,
one may conclude that the substituents affect in a similar
fashion the neutral acids and their anions.


Finally, we did not find any significant correlations
between substituent constant values and EHOMO, ELUMO,
the inverse of these energies and the total two-center
energy contribution for the OH.


 #! *�" #! #+ 1$ !$%� � !'�


Table 4 shows the calculated heat of formation, �(�H°),
for the isodesmic reaction of Eqn. (12).


�12�


"	�
� 2/ ��������� ��� ���/�� �� ��'��0� �10/��� 4-67.� �0���10 �10/��� 4-878.� �0���10 ������� 4-�.� ��'��0� ��'���
4-�.� ��� ��� ��� �$ ��� ���/�� �� ��� ��'�10�� ��� /����� �4-�77�.� �$ ������� ����� ��� ��� ��� �$ ��� ���/� ��
��'�10���� ���� ������ �4-�7,


�.


Substituent q(=O) q(—O—) q(H) q(C) �q(COOH) �q(CO2
�)


H �0.3622 �0.3170 0.2409 0.3124 �0.1259 �0.8164
F �0.3573 �0.3164 0.2433 0.3126 �0.1178 �0.8057
Cl �0.3570 �0.3164 0.2434 0.3129 �0.1171 �0.8022
Br �0.3570 �0.3163 0.2434 0.3128 �0.1171 �0.8015
I �0.3577 �0.3165 0.2431 0.3126 �0.1185 �0.8026
CH3 �0.3618 �0.3174 0.2409 0.3123 �0.1260 �0.8157
C2H5 �0.3619 �0.3173 0.2409 0.3127 �0.1256 �0.8154
CH2Cl �0.3590 �0.3175 0.2421 0.3123 �0.1221 �0.8097
CH2Br �0.3588 �0.3174 0.2422 0.3123 �0.1217 �0.8090
CH2I �0.3590 �0.3173 0.2421 0.3123 �0.1219 �0.8088
CH2OH �0.3612 �0.3181 0.2408 0.3125 �0.1260 �0.8151
CN �0.3559 �0.3162 0.2442 0.3123 �0.1156 �0.8010
NO2 �0.3508 �0.3151 0.2467 0.3129 �0.1063 �0.7873
OH �0.3594 �0.3165 0.2425 0.3126 �0.1208 �0.8091
OCH3 �0.3587 �0.3177 0.2421 0.3126 �0.1217 �0.8090
SCH3 �0.3587 �0.3174 0.2422 0.3124 �0.1215 �0.8066
NH2 �0.3599 �0.3175 0.2417 0.3122 �0.1235 �0.8120
COCH3 �0.3595 �0.3160 0.2426 0.3123 �0.1206 �0.8070
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As in the case of bicyclooctane carboxylic acids, the
�(�H°) values for quinuclidines show linear correlations
with the 16 �I(Grob) and 18 F parameters of Table 1.
Excluding the NO2 substituent, the following results are
obtained:


�I�Grob���0�0667 ��0�007����H���
0�069 ��0�026� �13�


n � 15� r � 0�936� s � 0�065


F � �0�079 ��0�006����H�� � 0�047 ��0�023� �14�
n � 17� r � 0�942� s � 0�062


Table 4 also shows the decomposition of �(�H°) into
one-center and two-center terms. As in the previous
section, we performed a numerical analysis to establish
the possible correlations between �(�H°) and each of its
components. Here, the only acceptable result was found
for �(�EX) (r = 0.917). When the test was repeated for all
possible pairs of contributions, only that corresponding to
�(�EOC) � �(�ECoul) showed any significant correlation
(r = 0.936). Finally, when groups of three contributions
were considered, good quality results were found for
�(�EOC) � �(�ER) � �(�ECoul) (r = 0.986); for
�(�EOC) � �(�EX) � �(�ECoul) the correlation coeffi-
cient obtained was r = 0.933.


Again, these results lead us to think that the
contributions that involve redistribution or concentration
of charge density are the most important ones. In spite of
this, on inspecting Table 4, no definite behavior is
observed for each of the one- or two-body terms.
However, if we take into account the fact that for
quinuclidines the reaction center, which acts as a Lewis
base, is part of the ring, we can expect that it may interact


strongly with electron attractor substituents. Thus, when
F, Cl, Br, I, CN, OH, OCH3 and COCH3 are employed,
the correlation between �(�H°) and F improves
(r = 0.967) and so does that between �(�H°) and
�(�EOC) � �(�ER) � �(�ECoul), where r = 0.994.
Moreover, if for those substituents we now inspect Table
4, we find a behavior that qualitatively resembles that
observed for bicyclooctane carboxylic acids. As a
consequence of these results, we explored the possible
dependence of the substituent constants with the charges
on the reaction center generated by these changes in the
electronic density. Table 5 lists the calculated net charge
on the nitrogen, q(N), on the proton, q(H), and the sum of


"	�
� 3/ ��������� �-��°. ��� ��� �����������/ ����/0 ��������� $�� ��� ����#����� �$ 4����������� 234�+ - ,.5�


Substituent �(�H°) �(�EOC) �(�ER) �(�EX) �(�ECoul)


H 0.0000 0.0000 0.0000 0.0000 0.0000
F �6.1052 �7.4415 3.3852 3.5743 �5.6243
Cl �5.4011 �10.7667 6.5283 4.7457 �5.9080
Br �5.1652 �9.6875 2.4905 2.9033 �0.8717
I �4.1836 �7.3538 �0.5996 0.0138 3.7565
CH3 0.4355 0.7195 �0.5327 �0.5903 0.8348
C2H5 0.7977 0.9777 �0.6987 �1.0285 1.5427
CH2Cl �2.3764 �5.9933 3.6204 2.3475 �2.3498
CH2Br �2.4909 �6.4822 1.6027 1.4182 0.9893
CH2I �2.2738 �5.4883 �0.5327 �0.2929 4.0401
CH2OH 1.1454 �1.1046 �0.1176 �0.3298 2.7026
CN �7.6688 �10.5523 1.5450 3.7865 �2.4490
NO2 �13.7919 �14.7653 12.3947 9.1594 �20.5834
OH �3.5017 �3.4175 2.4213 2.0938 �4.6005
OCH3 �2.2385 �0.6388 �0.1038 0.3413 �1.8356
SCH3 �2.0969 �8.3247 1.3121 �0.6895 5.6059
NH2 �1.5739 �8.5114 7.1924 1.4758 �1.7318
COCH3 �3.4938 �3.2907 2.7095 2.4075 �5.3176


a The meaning of the columns is the same as in Table 2.


"	�
� 4/ ��������� ��� ���/�� �� �����/��� 4-9.� �������
4-��. ��� ��� ��� �$ ��� ���/�� �� ������� ������
�4-9��.� �$ ���������� 4����������� ��� ��� �����/��
���/� �� ������� 4����������� 4-9°.


Substituent q(N) q(H�) �q(NH�) q(N°)


H �0.0106 0.2524 0.2418 �0.1870
F �0.0139 0.2569 0.2430 �0.1883
Cl �0.0115 0.2559 0.2444 �0.1867
Br �0.0096 0.2555 0.2459 �0.1855
I �0.0083 0.2545 0.2462 �0.1846
CH3 �0.0096 0.2516 0.2420 �0.1871
C2H5 �0.0094 0.2513 0.2419 �0.1870
CH2Cl �0.0103 0.2536 0.2433 �0.1862
CH2Br �0.0100 0.2536 0.2436 �0.1860
CH2I �0.0098 0.2534 0.2436 �0.1859
CH2OH �0.0109 0.2514 0.2405 �0.1879
CN �0.0117 0.2573 0.2456 �0.1854
NO2 �0.0146 0.2619 0.2473 �0.1855
OH �0.0137 0.2547 0.2410 �0.1886
OCH3 �0.0134 0.2534 0.2400 �0.1889
SCH3 �0.0087 0.2529 0.2442 �0.1853
NH2 �0.0096 0.2529 0.2433 �0.1878
COCH3 �0.0103 0.2541 0.2438 �0.1864
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them for the protonated quinuclidines, and on the
nitrogen of neutral quinuclidines, q(N°). From this set
of charge descriptors the only acceptable correlation
obtained was that with q(H), yielding the expression
given in Eqns (15) and (16), which are of similar quality
to those obtained for �(�H°):


�I�Grob� � 90�3 ��11�7�q�H� � 22�7 ��2�9� �15�
n � 15� r � 0�906� s � 0�077


F � 90�3 ��10�2�q�H� � 23�2 ��2�6� �16�
n � 17� r � 0�919� s � 0�073


As in the bicyclooctane carboxylic acids, the tested
energy descriptors (EHOMO and ELUMO) did not show any
significant correlations with the quinuclidine substituent
constants.


� �%$�� #!


The inductive effect, one of the most important concepts
in organic chemistry, is usually discussed in terms of its
transmission forms, the so-called ‘through-space’, and
‘through-bond’ mechanisms.34 They are often quantified
in terms of various substituent constants, notably �I and
F.2 In this work, it has been found numerically that, with
the exception of NO2, inductive/field substituent con-
stants correlate well with theoretical descriptors, parti-
cularly with formation enthalpies of 4-substituted
bicyclooctane carboxylic acids and quinuclidines, and
net charges obtained from AM1 semiempirical calcula-
tions. Unlike the other substituents, NO2 has two resonant
structures where the electronic density is delocalized on
both oxygens and some deficiency of electronic density
appears on the nitrogen. We think that owing to this high
degree of electronic density separation, the NO2 field/
inductive effect on the reaction center is not as important
for the kind of aliphatic framework studied in this work
and, therefore, deviations would appear when correla-
tions exploring these effects are tested. From an energy
partition analysis it is possible to attribute the root of
these correlations to an electron density redistribution,
which may be quantified by the calculation of the net
charges in the reaction center.


Before continuing, some comments are in order. The
charge on an atom in a molecule is not a physical
observable, and several methods have been proposed to
compute it, each of them based on different assumptions
on the manner of partitioning the electron density, and in
general, each of them renders different quantitative
results. However, it is important to emphasize that, in
spite of this fact, usually the qualitative tendencies found
from these methods agree well with each other. There-
fore, the correlations obtained by means of one of them


should remain valid if another one is employed (although
different numerical values would characterize each
correlation). Additionally, since we have chosen AM1,
one may wonder how reliable the results given by this
method are. As was mentioned earlier, this question has
been addressed by several authors,27,28 indicating, for the
kind of systems studied here, that the AM1 results
reproduce well those rendered by high-level calculations
with small basis sets.


Since the importance of the charge redistribution to
�(�H°) has been determined, it is desirable to access the
relative contribution of the field and inductive effects.
Aiming for this goal, we employed the isolated molecule
technique.35 Thus, for Eqns (2) and (12), the pairs
constituted by the substituent and the reaction center are
kept at the same geometry as in the bicyclooctane
carboxylic acid and the quinuclidines, and the molecular
skeleton between them is removed, then for those pairs
the enthalpy variation, �(�H°)1, is calculated. These
results, together with those corresponding to Eqns (2) and
(12), �(�H°)0, are displayed in Table 6. From there one
sees that, for most of the substituents the removal of the
framework does not change the enthalpy variation
appreciably. To support this point, for each system we
explored the correlation between both sets of results,
obtaining for the acids


���H��1 � 0�717���H��0 � 0�154 �17�
n � 18� r � 0�951� s � 0�075


"	�
� 5/ 3������0 ���������� �-��°. � $�� ��� ����#����� �$
��'�10�� ���� 234�+ - .5 ��� 4����������� 234�+ - ,.5
�������� �����0��/ ��� �������� ������� �����4����


Substituent


Carboxylic acids Quinuclidines


�(�H°) �(�H°)1 �(�H°) �(�H°)1


H 0.0000 0.0000 0.0000 0.0000
F �4.1527 �3.5002 �6.1052 �5.3700
Cl �4.8346 �3.2292 �5.4011 �5.3299
Br �4.9782 �3.5008 �5.1652 �4.3176
I �4.5385 �2.8174 �4.1836 �3.4679
CH3 �0.1492 �0.1157 0.4355 0.1147
C2H5 �0.1920 �0.1430 0.7977 0.5661
CH2Cl �2.4134 �2.1649 �2.3764 �1.2560
CH2Br �2.6207 �1.9915 �2.4909 �1.6131
CH2I �2.5950 �1.5675 �2.2738 �1.6513
CH2OH 0.0543 0.1141 1.1454 2.9484
CN �6.1785 �4.8901 �7.6688 �6.8146
NO2 �10.7518 �8.1425 �13.7919 �11.8834
OH �2.7303 �2.3092 �3.5017 �3.1559
OCH3 �2.4364 �1.9534 �2.2385 �2.1347
SCH3 �3.0988 �1.9534 �2.0969 �2.0063
NH2 �1.5172 �3.3471 �1.5739 �0.3359
COCH3 �3.5546 �1.9239 �3.4938 �2.5222


a For comparison, the results corresponding the full molecular framework
reaction are also included, �(�H°).
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and for the quinuclidines


���H��1 � 0�919���H��0 � 0�383 �18�
n � 18� r � 0�987� s � 0�067


These results show that, in general, the inductive effects
are not of particular significance compared with field
effects. Nevertheless, for the first set, NH2 shows a clear
deviation from this correlation and, when it is not
considered, the results improve (r = 0.987). We think that
this may be attributed to the fact that in this case the
reaction center and the substituent form an acid–base
pair, for which the inductive effect may have some
relevance. Finally, the results suggest that the theoretical
parameters calculated here (or other similar ones) may
constitute a robust set of indicators which can be used in
QSAR analysis. However, we recognize that more
analysis in this direction is required.
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ABSTRACT: The mechanism of cyclodehydration of alkyl (Bu) and aryl (Ph) substituted maleamic acids to the
corresponding maleimides and isomaleimides using N,N�-dicyclohexylcarbodiimide as dehydration agent in CH2Cl2
as the solvent was investigated by PM3/AMSOL semiempirical calculations. An addition intermediate between the
dehydrating agent and the maleamic acid carboxyl group was considered to be formed at the very beginning of the
reaction. Two mechanisms reported in the literature were considered, one involving initial formation of a cyclic anion
intermediate and the other proposing an acyclic amide anion. Our computational results supported the latter
mechanism and a new reaction step was proposed that could also explain the ratio between the maleimide and
isomaleimide formation depending on the amide substituent (alkyl or aryl type). The computational data are in good
agreement with reported experimental results. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: cyclodehydration; reaction mechanism; PM3/AMSOL; isomaleimide; maleimide
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Maleamic acids are maleic anhydride derivatives that
lead, by cyclodehydration reactions, to maleimides and
isomaleimides, of high interest owing to their special
properties. N-Substituted isomaleimides can be used as
fungicides, defoliants,1–4 coupling compounds of clinical
or biological interest,5,6 etc. They can be also used as
reaction intermediates which, by rearrangement, provide
the corresponding N-substituted maleimides,7,8 used as
monomers in copolymer synthesis.9,10 Maleimides11,12


are widely employed used as insecticides, components of
curable adhesives, etc. N,N�-Disubstituted maleimides
and isomaleimides can undergo addition reactions to
olefin bonds, a reaction of interest in polymer synthesis.
Thus bisisomaleimides react with diamines to give
polymaleamides13,14 that are used as adhesives, sealants,
binders for abrasives, potting compounds, cross-linking
agents (to form insoluble, infusible products), molding
compounds (such as lamp bases, television cabinets, toys,
etc.), cast materials (wrapping films for food articles,
etc.), fibers for clothes,15 etc. Bismaleimides16 can lead to
polyimides, polymer networks,17 advanced composites
having special properties with applications in aircraft,
automotive or electronic-related products, etc.


Despite the large and important practical applications
of maleimides and isomaleimides, the theoretical back-


ground of the reaction mechanism of their synthesis has
not yet been completely elucidated; the literature reports
mainly synthetic aspects, and just a few papers refer to
possible mechanisms. When maleamic acids (MA) are
heated, their pyrolytic dehydration gives mainly
maleimides.18 Mixtures of maleimides (M) and iso-
maleimides (IM) are formed if the reaction occurs in
solution using dehydration agents19–21 (Scheme 1).


Theoretical assumptions on the mechanism of cyclo-
dehydration (CDH) of maleamic acids using dehydration
agents were presented for the first time in 1961 by Cotter
et al.,19 who proposed that the reaction occurs by a cyclic
reaction intermediate. Two years, later Roderick20


described a possible addition reaction intermediate and
suggested that cyclization takes place in the last step of
the reaction. Paul and Kende22 used O18-labeled
maleamic acids and the latter reaction route was
supported and a reaction mechanism was proposed.
However, the formation of IM and M at various rates was
not fully explained.
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This paper reports a theoretical study of the cyclic
dehydration of maleamic acids in order to determine the
elementary steps of reaction on the basis of computa-
tional chemistry calculations.


� �!���


The strategy of the study took into account two different
substituents (R) of maleamic acids (Scheme 1): an
electron-releasing substituent of alkyl type (butyl, Bu)
and an electron-withdrawing substituent of aryl type
(phenyl, Ph). Two different reaction procedures were also
considered, namely direct cyclodehydration (without
dehydration agent) in various solvents (CH2Cl2, C6H6,
CH3COOH) and cyclodehydration with N,N�-dicyclo-
hexylcarbodiimide (DCC) as the dehydration agent, in
CH2Cl2 as the solvent.


The geometries of the reactants, reaction intermediates
and products were fully optimized by the PM3/AMSOL
(SM5.4P) computational method including the solvation
effect23 on an INTEL P4 1.7 GHz personal computer.
Transition states (TS) were calculated from the progress
of the reaction energy. The length of a newly created
bond was selected as the reaction coordinate and the other
reaction parameters were minimized. The maximum of
the energy profile represented the nearest TS and it was
used as input for the Eigenvector Following (EF)
algorithm to calculate the TS. The optimized reacting
structures were supposed to evolve via several mechan-
isms. Among these, the path with the lowest TS energy
was selected. A monotonic increase in energy indicated
that TS could not be located; therefore, the reaction
cannot take place and another mechanism had to be
considered.


� ��"�� #�� ����������


Theoretical direct cyclodehydration (without a dehydra-
tion agent) of MA in different solvents was first
considered. Solvents were selected on the basis of
experimental reasons: acetic acid is used as the solvent
in MA synthesis (a solution that could be further utilized
for CDH reactions), C6H6 is a selective recrystallization
solvent for IM, and CH2Cl2 is recommended in the
literature as the solvent for CDH reactions. The energy
variation during the reaction progress, for instance from
MA to IM, as obtained from our calculations, is
represented in Fig. 1.


All attempts to locate the TS for the reaction in
CH3COOH as solvent were unsuccessful, meaning that
the reaction could not take place; therefore, the
corresponding curve is not presented in Fig. 1. For both
CH2Cl2 and C6H6, the energy profile exhibits a maximum
that corresponds to a transition state. As for CH2Cl2, the
process leads to a lower activation energy (Ea) and lower


final state energy, this seemed to be a better solvent, in
good agreement with experimental reports.19,24 Even
when dichloromethane is used, the heat of reaction (�H)
are positive; therefore, the direct cyclodehydration is an
endothermic process. Moreover, the activation energy is
about 50 kcal mol�1 (1 kcal = 4.184 kJ), a fairly high
value, indicating that high temperatures are required for
the reaction to take place. According to reported data,
these conditions lead to significant amounts of undesir-
able resinous by-products (N-substituted maleimide has a
reactive double bond that can readily polymeriz)11 and
thus decrease the reaction yield. This process is
disadvantageous and a new route with a lower activation
energy and, therefore, requiring milder conditions is to be
preferred. Such a purpose is ensured by the presence of a
dehydration agent.


A literature survey on dehydration agents for the
cyclodehydration of maleamic acids to maleimides
and/or isomaleimides showed that the following reagent
can be efficiently carbodiimide, especially N,N�-dicyclo-
hexylcarbodiimide (DCC),4,19,25 acetic anhydride with or
without sodium acetate,26,27 trifluoroacetic anhydride
without an acid acceptor28 or in the presence of
triethylamine,2,20,21 acid halides (ethyl chloroformate
and triethylamine),1,19,24 halogenated acyl halides (acetyl
chloride),3,29 acyl halides of heterocyclic nitrogen or
sulfur compounds30,31 and phosphorus oxychloride.29


DCC, a commercial solid reagent, is widely used in
organic synthesis as a dehydration agent because is not
very expensive and it is active under mild conditions.
Sheehan and co-workers32,33 proposed it for the first
time as a reagent leading to amide bond formation.
Bodansky34 showed that DCC acts as a coupling reagent
when it is added to a solution of carboxyl and amine
components. The reagent activates the carboxyl group
through its addition to the N=C double bond, followed
by nucleophilic attack of the amino component on the O-
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acylisourea intermediate. DCC fulfils the prerequisite of
inertness towards primary and secondary amines because
under the reaction conditions this possible secondary
reaction is too slow to compete with the rapid addition to
the carboxyl group. Another advantage of this agent
comes from N,N�-dicyclohexylurea formation as the
secondary product, which is insoluble in most organic
solvents (except in alcohols) and thus readily removable
from the reaction mixtures as a filter cake.


Two different possible mechanisms for maleamic acid
cyclodehydration using DCC as the dehydration agent
and CH2Cl2 as the solvent have been reported. Cotter et
al.19 suggested the formation of a five-membered cyclic
anion that by further attack of protonated DCC on the
amide oxygen leads to a quasi-six-membered ring TS as
depicted in Scheme 2. The experiment yields were about
50% in IM for N-alkyl-substituted MA and 89–100% in
IM for N-aryl-substituted MA. The authors mentioned
that the cyclic TS leads to the exclusive formation of N-
substituted IM and they supposed that M also obtained in
the system comes from the rearrangement of the former
isomaleimide. The attack of DCC on an anionic cyclic
structures with the formation of six-membered ring
intermediates was also proposed by Kozyrev et al.35 in
the synthesis of emeraldins.


Paul and Kende22 studied the reaction using O18-
labeled maleamic acid and reported equal amounts of O18


in the main (IM and M) and secondary (N,N�-dicyclo-
hexylurea, SP) products, as depicted in Schemes 2 and 4.
These results contradict the mechanism proposed by
Cotter et al., whose cyclic intermediate would lead only
to O18-labeled main products. The authors proposed a
reaction mechanism involving the formation of an acyclic
internal addition intermediate between MA and DCC,
which theoretically explain the experimental results.


Both the Cotter and Paul–Kende mechanisms were
considered in the calculations in this paper. On the basis
of the Dewar statement of normally prohibited synchro-


nous multibond processes,36 we assumed that reaction
takes place in distinct steps, each involving the formation
and/or breaking of one bond. Therefore, we supposed that
the reaction system evolved from the initial state (marked
as 0 in Scheme 2 and Figs 2 and 3) to the Cotter or Paul–
Kenede intermediates through an ion pair state (I1 in
Scheme 2).


Calculations supported the formation of intermediate
I1 by donation of the carboxylic proton in MA to the
double-bonded nitrogen atom in DCC (Figs 2 and 3). The
resulting MA anion could pass into a cyclic form that
reacts further with DCC via the Cotter mechanism. On
the other hand, the positive charge in protonated DCC is
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displaced from the initial nitrogen atom and is deloca-
lized in an N—C—N conjugated system37 with sig-
nificant localization on the C atom that could react with
either the cyclic anion (Cotter mechanism) or the MA
acyclic anion leading to the intermediate I2 (Paul–Kende
mechanism).


The computational results did not indicate a stable
energy level corresponding to the cyclic anion structure
proposed by Cotter et al. and the energy evolution of the
system showed a convenient value of the activation
energy for the formation of the intermediate I2 (Figs 2
and 3). Therefore, the Paul–Kende assumption is
supported computationally and the structure I2 was
considered for subsequent calculations to elucidate the
reaction mechanism.


Three possible reactions for intermediate I2 were taken
into account, as shown below. Cyclization could take


place by attach of either amide oxygen (I2a) or amide
nitrogen (I2b) on the activated carbonyl carbon, leading
to IM or M, respectively, as depicted in Scheme 3. All
attempts to locate the TS for both cases were not
successful, indicating that the reaction cannot correspond
to such presumptions.


Another path is internal migration of the amide proton
to the unsaturated nitrogen (I2c) with formation of
reaction intermediate I3 (Scheme 4). The computational
results supported this route as the only one energetically
favored (Figs 2 and 3). In the zwitterionic intermediate
I3, the negative charge in the amide group increases its
basicity and therefore its reactivity in nucleophilic
attacks. In the meantime, the electrophilicity of the
carbon atom of the carboxyl group increases, owing to
the net positive charge vicinity making the cyclization
possible only in intermediate I3 and not in the I2a or I2b
type. Internal rotation in I3 could explain the formation
of both IM and M by nucleophilic attack of either the
amide oxygen or amide nitrogen over the activated
carbonyl carbon (Scheme 4).


The path from intermediate I3 to the reaction products
supposes a quasi-five-membered cyclic transition state,
TS3O or TS3N, as depicted in Scheme 5 for Bu-
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substituted maleamic acid. If one considers the bond
length and the value of angles, no significant difference
appears between the two structures; therefore, they have
similar ring strain. This is in good agreement with the
similar yields in IM and M found experimentally. On the
other hand, replacing the Bu substituent of the initial
maleamic acid with Ph did not essentialy modify the
geometry of TS3O and TS3N as well as other reaction
intermediates and TS. However, the final product yield
was totally different, as mentioned previously. The
reaction selectivity cannot be explained by intermediates
having similar geometry; therefore, geometric par-


ameters are not essential factors in the reaction mechan-
ism proposed here.


The nucleophilic attack is ruled by the electronic effect
of the MA substituent (R) that modifies the electron
density of amide heteroatoms. Hence an electron-
releasing substituent (Bu) increases the amide nitrogen
basicity so that it becomes similar to the amide oxygen
basicity. In such an instance, the formation of IM and M
occurs with similar probability. An electron-withdrawing
substituent (Ph) deactivates the amide nitrogen (the lone
pair of the nitrogen atom, with a large p character, is
delocalized into the aromatic ring). In such a case,
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cyclization takes place by the amide oxygen atom that is
more nucleophilic, leading to IM as the main product.


These assumptions are supported by the principle of
hard and soft acids and bases (HSAB). Pearson and
Songstad38 considered that reactions will take place
between centers with similar strength. Net atomic
charges calculated for the intermediate I3 were con-
sidered as a measure of acid–base strength of the reaction
centers: activated carbonyl carbon, amide oxygen and
amide nitrogen (Table 1). For the Bu substituent, the
amide O and N have a similar basic character that is
stronger than the carbonyl C acid character (high positive
differences of atomic charge modulus values); therefore,
cyclization in I3 occurs with similar probability on both
amide centers, leading to similar amounts of IM and M.
For the Ph-substituted amide group, the O charge is very
close in absolute values to that on carbonyl C; therefore,
they have similar basic and acid strengths respectively;
the cyclization will be favored between these two centers
and IM will be the major product.


The theoretical assumptions about the mechanism
proposed here also have energetic support. The energy
evolution of the reaction system (�E, considering the
energy of initial state 0 as the reference value) calculated
for Bu and Ph substituents is represented in Figs 2 and 3,
respectively.


The two energetic profiles indicate that the substituent
influences especially the evolution of the last step of
reaction mechanism, as expected from the 0 to I3 reaction
study (Schemes 2 and 4). When Bu is considered (Fig. 2),
both amide nitrogen attack (TS3N) and amide oxygen
attack (TS3O) have high and not very different activation
energies. In such conditions, the reaction of I3 is not
selective, IM and M resulting with similar probabilities.
On the other hand, the Ph substituent (Fig. 3) favors
amide oxygen attack (TS3O) the activation energy of
which is low and much smaller than that for nitrogen
attack (TS3N). Reaction occurs under kinetic control and
IM is the main product.


The effect of the R substituent on the activation energy
that controls the evolution of the process to the final
products was confirmed by results of synthesis in mild
conditions, as described by Cotter et al.19 The CDH of
N,N�-hexamethylenemaleamic acid (alkyl-type substitu-
ent) did not lead to satisfactory yields even after long
reaction times. On the other hand, reaction easily
occurred for p-tolylmaleamic acid (aryl-type substituent)
with good yields of the corresponding IM.


The energy values show that M is the thermodynami-
cally favored form for both Bu- and Ph-substituted
isomaleimide, as also reported for para-substituted N-
phenylisomaleimide.39 There is experimental support
that IM rearranges to the corresponding M when heated8


or treated with small amounts of catalysts.19,40,41


Sauers27 noted that even in the presence of catalyst the
IM partial rearrangement could not explain the amounts
of M obtained experimentally in cyclodehydration
reactions. These results confirm the Cotter mechanism,
which supposes that IM rearrangement to M during
reaction is not valid for the systems studied here.


Performing CDH of MA with other dehydration
agents, and Hardwood Pyriadi42 obtained results opposite
to those reported by Cotter et al. (yields of IM of 100%
for Bu and 63% for Ph). The authors proposed an amide
ion intermediate of I3 type in which they considered the
negative charge to be localized on either the amide
nitrogen or oxygen in two equilibrated tautomers. On the
basis of the relative electron densities of the oxygen and
nitrogen ions, they concluded that IM formation was
favored by alkyl-type substituents and M by aryl-type
substituents, but this has no support considering the
electronic effects. Their experimental results led us to
conclude that the mechanism presented here is valid only
for DCC; in other cases the reaction mechanism might be
different.


����"������


This paper has presented a theoretical study of the
maleamic acid cyclodehydration mechanism in terms of
computational chemistry calculations and reported ex-
perimental data.


Theoretical direct cyclodehydration of maleamic acids
(Scheme 1) exhibited high activation energies (over
50 kcal mol�1) that can be related to the high tempera-
tures required for reaction to occur (giving undersirable
by-products); therefore, a dehydration agent is needed in
order to decrease the activation energy. Using different
solvents, it was calculated that CH2Cl2 favors the
reaction as it affords the lowest activation energy (Fig. 1).


The cyclodehydration mechanism of maleamic acids
in the presence of DCC as the dehydration agent in
CH2Cl2 as the solvent was established on the basis of the
Paul–Kende mechanism to which new steps were added
(Schemes 2–5). Calculations suggested that the cycliza-
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R substituent Carbonyl C Amide O �(O�C) Amide N �(N�C)


Bu �0.5833 �0.6941 0.1108 �0.7545 0.1712
Ph �0.5792 �0.6473 0.0681 �0.7131 0.1339
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tion occurs only in the final step (Fig 2 and 3) depending
on the R substituent electronic effect. When R is an alkyl
substituent (Bu) the high activation energies with similar
values for IM and M formation decreased the process
selectivity although M seemed both kinetically and
thermodynamically favored. In contrast, if the amide
group is aryl substituted (Ph), IM formation has a low
activation energy and it represents the main product.
These assumptions are supported by net atomic charges
and energy values for the last intermediate and transition
state, respectively. The theoretical 18O distribution in the
products resulting from the mechanism proposed here
corresponds to the reported experimental data when
labeled maleamic acid was used.
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ABSTRACT: p-Nitrobenzyl amylose xanthate (AmXNB) was synthesized and characterized by 13C NMR
spectroscopy in solution and the solid state. The degree of substitution (DS), calculated from the sulfur content, was
7.0, and this value was similar to that obtained from solid-state 13C NMR using the signal of C-1 as internal standard.
The hydrolysis of AmXNB was studied in 10% (v/v) DMSO with � = 0.5 (KCl) at 25°C. The basic hydrolysis was
pseudo-first order, but the water-catalyzed hydrolysis in the pH range 7–9 showed a biphasic plot of ln (�Absorbance)
vs time, as has been observed for cellulose xanthate esters, occurring through two parallel reactions with rate
constants k�H2O (fast) = 5.3 � 10�5 s�1 and k�H2O (slow) = 3.3 � 10�6 s�1. The fast hydrolysis was more than three
orders of magnitude faster than that of the O-ethyl analog. The activation parameters were �H≠ = 20.5 kcal mol�1 and
�S≠ = �10 cal K�1 mol�1. They showed that the acceleration of the fast hydrolysis of AmXNB and cellulose analogs
is due to an entropy of activation effect. There is a linear increase of logk�H2O


(fast) with increase in the concentration
of the small Li� ion that produces an increase of the 3-D hydrogen-bond network of water while the large singly
charged iodide ion has a considerable inverse effect. These results are strongly consistent with the theory that the
supramolecular catalysis induced by modified polysaccharide esters is due to the 3-D hydrogen-bond network of the
water in the solvation shell. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: p-nitrobenzyl amylose xanthate; supramolecular catalysis; polysaccharide xanthate esters; water-
catalyzed hydrolysis
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Mono- and polysaccharides are strongly hydrated in
water and this interaction imposes a structure pattern on
the water of the cybotactic region, the volume around the
molecule in which the ordering of solvent molecules has
been influenced by the solute. This solvent structuring
can explain the anomalous properties of water solutions
and the related entropy.1


Monosaccharides, depending on their stereochemistry,
inhibit specifically the water-catalyzed reactions of small
molecules and the effect increases with the compatibility
of the monosaccharide with the three-dimensional
hydrogen-bond structure of water.2 For �-D-glucopyr-
anose, the most favorable interaction with liquid water


occurs when the hydroxyl groups are arrayed in a pattern
almost the same as the basal plane of the ice Ih lattice
(with the distances slightly expanded).3,4 Liquid water
retains some of the character of this extended hexagonal
symmetry. This model might not be completely correct,
but no better general model has been advanced for sugar
hydration. Exocyclic hydroxymethyl groups of hexoses
perturb the solvent structuring by torsional angle
rotations, and their reactivity is different from that of
the cyclic hydroxyl groups.5,6


Although hydration of carbohydrates is now better
understood, a detailed description of the cybotactic
region is not available because of the experimental
difficulties. However, some insight can be obtained by
comparing the reactivities of mono- and polysaccharide
derivatives with small molecules with the same function-
alities. It has been observed that the water-catalyzed
reaction of cellulose xanthate esters is about three orders
of magnitude faster than that of the small analog
molecule, and it has been proposed that the acceleration
is a consequence of this highly ordered cybotactic
region.7 The fast hydrolysis occurs with a rate-determin-
ing nucleophilic attack of a water molecule,8 catalyzed
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by a second water molecule that acts as a general base.5


The water catalysis is not due to a neighboring OH effect6


and the effect is mainly entropic, since the entropy of
activation is nearly zero.


In this paper, we compare the results obtained with the
hydrolyses of cellulose xanthate esters, under hetero-
geneous conditions, with p-nitrobenzyl amylose xanthate
(AmXNB). Cellulose and amylose are related polysac-
charides [(1→4)-�-D- and (1→4)-�-D-glucan, respec-
tively], but amylose dissolves well in water and the
hydrolysis can be observed under homogeneous condi-
tions, avoiding any possible artifacts.


�/0�"!%�)*&1


All reagents and solvents were of analytical grade and
were used without further purification, except dimethyl
sulfoxide (DMSO), which was previously distilled and
dried over a molecular sieve. Distilled water was
deoxygenated by boiling and cooling under nitrogen.


UV spectra and kinetics were measured using an HP
8452A UV–visible spectrophotometer. Sulfur content
was measured on a LECO SC-132 analyzer.


NMR spectra in solution were obtained on a Bruker
AC-200 spectrometer. 13C NMR solid-state spectra were
recorded at 75.5 MHz on a Bruker MSL300 spectrometer
using a standard Bruker magic angle spinning (MAS)
probe. The pulse sequence for total suppression of


spinning sidebands (TOSS) combined with the standard
1H—13C cross-polarization (CP) was employed. The
contact time used was 2 ms and high-power 1H
decoupling was applied during acquisition. All the 13C
chemical shifts are given relative to tetramethylsilane.


��������	
�� �����	 ��
����	 �������� Amylose (2
g) was dissolved in 100 ml of 2 M NaOH by magnetic
stirring for 1 h and then 1.6 ml (26.5 mmol) of carbon
disulfide was added and left to react for 5 h under
mechanical shaking. The solution was neutralized with
2 M HCl, the excess of CS2 was extracted with carbon
tetrachloride, and then it was treated with activated
carbon and filtered. The filtrate was lyophilized and the
solid product was dissolved in 100 ml of dried DMSO. A
solution of 1.9 g (0.88 mmol) of p-nitrobenzyl bromide in
40 ml of dried DMSO was added dropwise and stirred at
room temperature in a stoppered Erlenmeyer flask for
13 h. The AmXNB product was crystallized by adding
cold ethanol and subsequently filtered and washed in the
filter successively with water, 0.1 M HCl (to eliminate the
unreacted xanthate groups), water, ethanol and diethyl
ether. The product and the solvents were kept cold during
this procedure. AmXNB was finally dried under vacuum
at room temperature over P2O5; �max (DMSO) 282 nm;
13C NMR in solution (DMSO-d), 200 MHz (Table 1);
solid state 13C NMR, 75.5 MHz, CP/MAS TOSS
(Table 1).


The degree of substitution, DS (average number of
xanthate ester groups per 100 glucoanhydropyranose
units), was 7.0, calculated from the sulfur content
(2.76%). It was similar to that obtained from solid-state
13C NMR using the signal of C-1 as the internal
standard.5


The n-butylaminolysis of AmXNB (Scheme 1)


*���	 �� �-� �#������ �#�"�� 
" ��	���
.�	 $� ��$�
��
/�	�#���


Carbon


� (ppm)


Solutiona Solid stateb


C-1 99.9 103.1
C-4 78.6 82.3
C-2 73.1 72.8
C-3,5 71.4 72.8
C-6 60.3 60.8


C-a 212.1 213.1
C-b 40.4 41.0
C-c 144.1 147.0
C-d 130.1 132.0
C-e 123.5 124.8
C-f 146.6 147.0


a In DMSO-d.
b CP/MAS TOSS.


�
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produced n-butyl amylose thioncarbamate [AmTCbu:
13C NMR, 75.5 MHz, CP/MAS TOSS, � 189.9 (C-g),
102.4 (C-1), 81.8 (C-4), 72.4 (C-2, -3, -5), 61.0 (C-6),
45.7 (C-h), 30.9 (C-i), 20.7 (C-j), 14.4 (C-k)] and p-
nitrotoluenethiol [NTT: 13C NMR, 75.5 MHz, CP/MAS
TOSS, � 141.9 (C-c�, f�), 130 (C-d�), 122.2 (C-e�), 36.7
(C-b�)].


��
	����� The hydrolysis of AmXNB was followed by the
disappearance of the xanthate at 282 nm. A saturated
solution in DMSO was used as a stock solution. The basic
hydrolysis of AmXNB was pseudo-first order, but the
spontaneous hydrolysis in the pH range 7–9 showed a
biphasic plot of ln (�A) vs time, as has been observed for
p-nitrobenzyl cellulose xanthate (CelXNB)5 and 2,4-
dinitrophenyl cellulose xanthate (CelXDNP),6 because
the hydrolysis occurs through two parallel water-
catalyzed reactions that produce the same product
(NTT) as observed from the UV spectrum. The kinetics
were analyzed according to


�1�


where X� and X� are two xanthate groups with different
reactivities, with rate constants k�H2O (fast) and k�H2O


(slow).
The rate constant k�H2O of the slow hydrolysis was


calculated from the total absorbance At vs time trace (Fig.
1), without considering the segment before 200 min, by
an iterative program where the absorbance at any given
time was A� = A�� � (A�0 � A��)exp (� k�H2O t), as
shown in the inset of Fig. 1. Alternatively, the rate
constant k�H2O was calculated from the ln (�At) vs time
plot, as has been done for cellulose xanthate esters.5,6


Both methods produced similar values that were
averaged out. The total absorbance At is given by


At � A�
� � �A�


0 � A�
�� exp��k�H2Ot� � A��


�


��A��
o � A��


�� exp��k��H2Ot� �2�


and in order to obtain the rate constant k�H2O, At was
corrected by the term [A�� A�� � (A��� A��)exp
(� k�H2O t)]. A plot of ln (At � �) vs time produced
k�H2O (Fig. 2).


"��-1*� &), ,!�.-��!+)


��������	� ��� $��	��
������	� ��������


The hydrolyses of xanthic esters R1O—C(S)—SR2


produce initially a thioncarbonate that decomposes
rapidly to R1OH, R2SH and COS, and it was found that


the thiol appears at the same rate of the disappearance of
the xanthic ester.8 The pH–rate profiles follow the
equation


kobs � kH2O � kOH	OH�
 �3�


where kobs is the rate constant extrapolated to zero buffer
concentration, kH2O is the rate constant of the water-
catalyzed reaction in the pH-independent region and kOH


is the second-order rate constant of the hydroxide-
catalyzed reaction.5,6,8 The basic hydrolysis followed
simple first-order kinetics, as has been observed for the
reaction of other cellulose xanthate esters with external
nucleophiles.5,6


Considering the Brønsted parameters, it was concluded
that the hydroxide-catalyzed reaction of xanthate esters
occurs by a fast tetrahedral intermediate formation
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�� /�	�#��� ��
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followed by a slower expulsion of the thiolate moiety.8


The second-order rate constants kOH of polysaccharides
are similar to those for the O-alkyl xanthate analogs,
whereas the simple sugar xanthates hydrolyze more than
three orders of magnitude faster (Table 2), possibly
because of the micelle catalysis.8


For S-p-nitrobenzyl xanthate esters, the pH-indepen-
dent plateau starts at pH �10,5,8 and consistently the rate
constants of the hydrolysis of AmXNB do not change in
the pH range 7–9. The values of k�H2O


(fast) and k�H2O


(slow) shown in Table 2 were obtained at pH 9.0. The
water-catalyzed hydrolysis of AmXNB is slower than
that for CelXNB but the fast hydrolysis is still more than
three orders of magnitude faster than for the O-ethyl
analog (EXNB). It was concluded that the rate accelera-
tion of CelXNB was not due to an anchimeric effect of
the neighboring OH group.6


At low level of substitution, the glucopyranose ring is
substituted on positions 2, 3 and 6 during the xanthation
reaction and the C-6 isomer predominates over the C-
2 � C-3 isomers.5,9,10 Sugar xanthates such as methyl �-
D-glucopyranoside 6-(S-p-nitrobenzyl xanthate) (MG-6)
and methyl 4,6-O-benzylidene-�-D-glucopyranoside 3-
(S-p-nitrobenzyl-xanthate) (MG-3) also hydrolyze faster


than EXNB, perhaps owing, to the structure of the
hydration shell of the sugar moiety. In particular, the rate
constant of MG-3 is ca 300 times larger than for the 6-
substituted analog and similar to the fast hydrolysis of
AmXNB.


&
��'����� �����	�	�


The activation parameters for the hydrolyses that are
given in Table 3 show that the �H≠ values are lower for
small hydrophilic molecules such as MG-3, but the
entropy of activation is highly negative, as has been
found for all the basic hydrolyses of xanthate esters.5,6 On
the other hand, for the fast water-catalyzed hydrolysis of
polysaccharides such as AmXNB and cellulose analogs,
�G≠ is favorable owing to the difference in �S≠. It is
important to note that only the fast water-catalyzed
hydrolyses of polysaccharide xanthates present a �S≠


value near zero, or slightly positive as in the case of
AmXNB.


The Brønsted-type plot of the water-catalyzed hydro-
lyses of the S-substituted O-ethylxanthate series supports
the conclusion that the rate-determining step is the


*���	 (� =��� �
	���	�� "
� �#� 9����� �	� #$��
/��� �
	������$ �� #$��
�$��� 
" �
�� �
�$����#����� /�	�#��� ������ �	� �#���
�	��
%� �	 9���� �� !0°�


Ester k�H2O (s�1) k�H2O (s�1) kOH (l mol�1 s�1)b Ref.


AmXNB (5.3 � 0.2) � 10�5a,b (3.3 � 0.2) � 10�6a,b (3.71 � 0.42) � 10�3c,d This work
CelXNB 8.2 � 10�4d,e 1.4 � 10�5d,e 8.44 � 10�3d,f 8
EXNB 3.49 � 10�8g,h 4.61 � 10�2f,g 8
MG-6i 1.01 � 10�7g 2.05f,g 6
MG-3j 1.87 � 10�5f,g 43.10d,f 6
a 10% (v/v) DMSO.
b � = 0.5 (KCl).
c � = 1.0 (NaOH).
d 10% (v/v) EtOH.
e � = 0.6 (KCl).
f � = 1.0 (KCl).
g 20% (v/v) EtOH.
h � = 0.1 (KCl).
i Methyl �-D-glucopyranoside 6-(S-p-nitrobenzyl xanthate).
j Methyl 4,6-O-benzylidene-�-D-glucopyranoside 3-(S-p-nitrobenzyl xanthate).


*���	 2� *�������
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� �#� #$��
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Ester Nucleophile �H≠ (kcal mol�1) �S≠ (cal K�1 mol�1)a Ref.


AmXNB H2O (fast)b 20.5 � 0.2 10 � 1 This work
CelXNB H2O (fast)c 22.7 � 0.2 �4 � 1 5


OH�d 11.8 � 0.7 �33 � 3 5
CelXDNP H2O (fast)d 20.9 � 0.4 �1 � 1 6


OH�d 7.5 � 0.2 �37 � 1 6
MG-3 H2Od 11.9 � 0.1 �41 � 1 6


OH�d 4.4 � 0.2 �46 � 1 6
a 1 M, 25°C.
b 10% (v/v) DMSO, � = 0.5 (KCl).
c 10% EtOH, � = 0.6 (KCl).
d 10% EtOH, � = 1.0 (KCl).
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nucleophilic attack of the water molecule.8 For CelXNB
it was shown that a second molecule acts as a general
base catalyst for the deprotonation of the tetrahedral
intermediate.5,7 The reacting water molecule that acts as
a nucleophile is inserted in the highly ordered solvation
shell of the polysaccharide.5–8,11,12 The second water
molecule that catalyzes the reaction is part of this
supermolecular structure and the efficiency of the
catalysis is a consequence of this 3-D hydrogen-bond
network. For this reason, this catalysis has been called
supramolecular catalysis.8 The rate acceleration observed
with respect to small hydrophobic and hydrophilic
molecules occurs mainly because the entropy of activa-
tion for the polysaccharide derivatives is nearly zero due
to the well oriented water molecules involved in the
transition state.


The solubility of AmXNB permitted the hydrolysis to
be carried out in a homogeneous solution, showing that
the results obtained in the heterogeneous cellulose system
were not due to artifacts.


���� 	��	
�


The cybotactic region includes the first solvation shell
and a transition region that may extend well beyond.13,14


Some recent MD simulations of the solvation of pentose
sugars15 and a disaccharide16 show that these molecules
do indeed impose a strong anisotropic 3-D structure on
the surrounding associated water molecules that depends
on the molecular topology of the substrate. The
structuring is stereospecific and is most favorable when
the hydration requirements of the functional groups of the
solute molecules are mutually compatible. The first and
second solvation shells are well defined around the sugar


molecule, with specific locations determined by the
arrangements of the functional groups of the solute.


In the case of polysaccharides, the structuring of water
appears to be stronger than that of the monosaccharides
considering the differences in �S≠, and the effect of salts
on the rate constant of the fast hydrolysis of AmXNB
could give a further insight into the properties of the
cybotactic region.


The effect of Li� and I� ions on k�H2O is shown in Fig.
3. There is a linear increase in log k�H2O with the
concentration of Li� ions, while I� produces a rapid
decrease.


The properties of cations and anions have been studied
with respect to their effect on the structure of water.
Measurements of viscosity, heat capacity and dielectric
relaxation,17 and also the entropy of hydration,18 indicate
that small ions such as Li� present strong positive
hydration, producing an increase in the 3-D hydrogen-
bond network of water; the solvation shell is looser for
bulkier ions such as K�, and they present a negative
hydration.19 Large, singly charged ions (I�, Cs�) produce
a considerable decrease in the H-bond network, following
the order Cl� � I�. Therefore, substitution of K� by Li�


in a solution of KCl should increase the 3-D H-bond
network of water. Alternatively, substituing Cl� by I�


should decrease the H-bond network.
The results presented in Fig. 3 are highly consistent


with the theory that the supramolecular catalysis induced
by modified polysaccharide esters is due to the 3-D H-
bond network of water in the solvation shell. When the
concentration of Li� increases, the H-bond network
becomes stronger, favoring the water catalysis. The
opposite affect was observed when the concentration of
I� was increased because of the decrease in the H-
bonding between the water molecules.


.+).1-�!+)�


The water-catalyzed hydrolysis of AmXNB under
homogeneous conditions occurs through two parallel
processes with rate constants k�H2O (fast) and k�H2O


(slow). The fast spontaneous hydrolysis is more than
three orders of magnitude faster than that for the O-ethyl
analog.


The acceleration of the hydrolysis of AmXNB and
cellulose analogs is due to an entropy of activation effect.
The fast water-catalyzed hydrolyses of polysaccharide
xanthates are unique, since their entropies of activation
are either near zero or slightly positive, as in the case of
AmXNB, because the strong 3-D H-bond network of
water in the solvation shell.


Small ions, such as Li�, which produce an increase of
the 3-D H-bond network of water, accelerate the fast
hydrolysis further. Large, singly charged spherical ions,
such as iodide, known by their effect of decreasing the H-
bond network of water, decrease the rate of hydrolysis.


�����	 2� ���� �""��� 
	 �#� "��� 9����������$ �� #$��
�$��� 
"
��	���
.�	 $� ��$�
�� /�	�#��� �� !0°�� �	 ��1 2�3�4 �5�6�
�) �7� 2�7� 5 ���.
	���4� � 8 �70 25>� 5 8 ,�� &��? > 8 ����
:�4


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 513–518


SUPRAMOLECULAR CATALYSIS INDUCED BY POLYSACCHARIDES 517







These results support the theory that the supramolecular
catalysis induced by modified polysaccharide esters is
due to the 3-D H-bond network of water of the solvation
shell.
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ABSTRACT: A theoretical analysis of the primary photochemical products of irradiation of �-tropolone methyl ether
is presented. Through this analysis, the fact that only two of the four possible stereoisomers of the product are
experimentally observed may be explained. We also present a computational scheme for identifying the enantiomers
separated by chiral gas chromatography. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: tropolone; �-tropolone methyl ether; semiempirical calculations; chiral separation; 1-methoxybicy-
clo[3.2.0]hepta-3,6-dien-2-one; �-cyclodextrin


#$%&'()�%#'$


Driven by the pharmaceutical industry, more than six
billion US dollars of enantiomerically isolated chemicals
are produced and sold each year worldwide.1 Separating
an enantiomer from its racemic mixture on a production
scale, however, is a challenging task. Furthermore, if a
specific enantiomer is desired, but the synthesis produces
a racemic mixture, the theoretical maximum yield is only
50%. Producing enantiomers asymmetrically in the first
place would eliminate both the necessity for a compli-
cated and costly separation procedure and wasteful
production of unwanted enantiomers. Toward this end,
some headway has been made with synthesis by
asymmetric photochemistry. Chiral compounds have
been prepared asymmetrically in solution,2 in the
crystalline state3 and confined in host–guest assemblies,4


especially chiral modified zeolites.5–7 In the last
procedure, tropolone ethers included within a chirally
modified zeolite, upon irradiation with UV photons, yield
a preponderance of one of the product enantiomers. This
remarkable achievement has profound implications for
chiral synthesis, but it is accompanied by a curious result:
in the synthesis of 1-methoxybicyclo[3.2.0]hepta-3,6-
dien-2-one (MBH) from �-tropolone methyl ether
(�TME) by asymmetric photochemistry, of four possible
product stereoisomers, only two are observed. The
overall reaction is shown schematically in Fig. 1, and


may be abbreviated as


�TME ��h� MBH �1�
Furthermore, in an issue of practical importance, when
the enantiomeric excess in the products is observed by
chiral gas chromatography, it is not known which
stereoisomer is more strongly retained on the chromato-
graphic stationary phase, and therefore the order in which
they elute is unknown. The implication is that while it is
possible to employ chiral gas chromatography to observe
that the enantiomers are produced asymmetrically,
further steps are necessary to identify the dominant
enantiomer.


In this paper, we present a theoretical analysis of the
primary photochemical products of reaction (1) and of
their separation by chiral gas chromatography. Through
this analysis, the absence of two of the four possible
stereoisomers of the product may be explained. We also
address the problem of identifying the stereoisomers
separated by �-cyclodextrin chiral gas chromatography.
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Electronic structure calculations were carried out for the
stereoisomers of MBH and the interaction of MBH with
�-cyclodextrin (�CD).


Structural optimizations of the stereoisomers of MBH
were computed at the semiempirical, (AM18 and PM39)
and Hartree–Fock self-consistent field (HFSCF) levels of
theory.10 Preliminary HFSCF calculations were carried
out with a small split valence 6–31G(d) basis set.11 For
the final HFSCF calculations, the electronic wavefunc-
tion was expanded in a triple-zeta-valence Gaussian basis
with polarization functions [6–311G(d)].12 Minimum
energy molecular conformations were confirmed by the
absence of imaginary normal mode frequencies. Earlier
calculations at the HFSCF/6–311G(d) level of theory
resulted in good accuracy for conformational structures
and energetics of similar unsaturated organic sys-
tems.13,14 In order to investigate the possible role of
correlation, configuration interaction calculations for
MBH were carried out based on geometry-optimized
HF/6–31G(d) reference configurations. The core (1s)
orbitals were frozen. Single and double excitations of
valence electrons into the lowest 16 virtual orbitals were
considered. All calculations were carried out with the
GAMESS suite of codes.10


Equilibrium populations of the isomers of MBH were
computed from Boltzmann populations at 295 K given by


fj �
gj exp�� �j


kT��
i


gi exp�� �i
kT�


�2�


where gj is the degeneracy of the jth isomer and the sum
runs over all isomers i. The total energies �i for the
isomers were computed at the HF/6–311G(d) level.


Previous success in treating inclusion phenomena with
semiempirical methods15–17 suggested that treating the
�CD–MBH complexes semiempirically would be a
judicious approximation. Semiempirical methods, like
ab initio methods, are based on an inherently quantum-
mechanical description of the electronic structure, but are
efficient enough for practical calculations on systems of
this size. We chose the AM1 semiempirical model.8 The
scope of it parameterization covers all of the elements in
the present system, and it is one of the most reliable
semiempirical methods.18 Unlike some other semiempi-
rical methods, AM1 has been found to be qualitatively
acceptable for intermolecular hydrogen bonding,19 the
dominant interaction between host and guest here. While
routine computations of molecular recognition involving
a receptor the size of �CD are intractable with ab initio
methods, to validate our semiempirical calculations we
have also carried out computations for the complexation
of MBH by �CD at the HFSCF level of theory with the 3–
21G(d) basis set.20 Glendening et al.21 reported that


despite its many shortcomings, HFSCF theory with a
small split valence basis set is valuable for predicting
qualitative trends in molecular recognition systems, our
goal here.


Conformational searching was carried out to determine
the optimum binding of MBH by �CD. First an optimized
stereoisomer of MBH was placed within the cavity of
�CD (structure from Ref. 22) and oriented so that the
inertial axes of the MBH were coincident with those of
�CD. We refer to these axes as x, y and z, with z being
approximately perpendicular to the plane of the �CD ring
and passing through its center. Based on this starting
structure a systematic search was carried out, selecting all
possible combinations of the following four parameters
to generate trial structures:


1. translation of MBH by �2 Å along the z axis (two
possible choices of z translation);


2. rotation of MBH about the z axis in 45° steps (eight
possible choices of z rotation);


3. rotation of MBH about the y axis in 120° steps.
(three possible choices of y rotation);


4. rotation of MBH about the x axis in 120° steps.
(three possible choices of x rotation).


Based on this scheme, 144 unique trial structures were
generated for each of the two dominant stereoisomer
complexes. Next, all 288 structures were fully optimized
(including both guest and host) at the AM18 level of
theory. We will refer to the results of this systematic
search as data set I.


While �CD, rigorously speaking, is a low-symmetry
molecule, its construction from seven identical sugar
molecules to form a torus means that a small molecule
included within the �CD cavity should feel an interaction
potential with approximate seven-fold rotational sym-
metry (this property is clearly evident in Fig. 2). In
conformational searching, therefore, if two trial struc-
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tures differ in orientation about the z axis by more than
360/7°, they should optimize into different basins of
attraction. For this reason, searching about the z axis in
eight steps of 45° was deemed sufficient for exhaustive
searching about the z axis.


Six additional searches were also carried out. Employ-
ing the same starting structure as above, trial structures
were generated as follows:


1. the MBH was rotated about the z axis in 10° steps
from � 175 to 175° (36 structures);


2. the MBH was rotated about the y axis in 10° steps
from � 175 to 175° (36 structures);


3. the MBH was translated along the z axis by (�4, 0,
�4) Å and subsequently rotated about the z axis in
30° steps (36 structures);


4. the MBH was translated along the z axis by (�4, 0,
�4) Å and subsequently rotated about the y axis in
30° steps (36 structures);


5. the MBH was translated along the z axis by (�4, 0,
�4) Å and subsequently rotated about the x axis in
30° steps (36 structures);


6. the z axis of MBH was skewed with respect to the z
axis of �CD by 30° and the MBH was subsequently
rotated in 10° steps about the z inertial axis of the
complex (36 structures).


These additional searches produced 216 trial structures
for each of the dominant stereoisomer complexes. Each
structure was then fully optimized at the AM1 level. The
results of these six searches, plus data set I, were
combined and duplicate structures eliminated. We will
refer to this combined and sorted data as the full data set.
Statistical analysis was carried out on both data set I and
the full data set.


As shown in the Appendix, the difference in retention
time for two enantiomers on the gas chromatographic
(GC) column is given by


�� � �A � L
u


� �
�e���G�RT � 1� �3�


where �A is the retention time of enantiomer A, ��G is
the difference between the free energies of complexation
for the two enantiomers in question, L is the column
length, u is the velocity of the mobile phase, T is the
absolute temperature and R is the gas law constant. To
estimate ��G, we start with


�G � �H � T�S �4�


from which it follows that


��G � �GB ��GA


� ��HB � T�SB� � ��HA � T�SA� �5�


where the subscripts A and B denote the thermodynamic
quantities for the reactions exchanging enantiomer A or


B between the �CD and the mobile phase (MP):


�CD � MP/A���CD/A � MP �6�


and


�CD � MP/B���CD/B � MP �7�


respectively. Based on the chemical and structural
similarity of A and B, and of their respective complexes,
we assume that �SA � �SB, so that


��G � ��H � �HB ��HA �8�


��H is simply the change in enthalpy for the reaction


�CD/A � MP/B���CD/B � MP/A �9�


The change in enthalpy for reaction (9) was computed
with,


�E �
�


Ep �
�


Er � ��H �10�


where
�


Ep is the sum of the total energies of the product
molecules and


�
Er is the sum of the total energies of the


reactant molecules. Since E(MP/A) = E(MP/B) owing to
the achirality of the mobile phase, �H for reaction (9) and
therefore ��G are reasonably approximated by the
difference in total energies for �CD/B and �CD/A.


There are at least three advantages of formulating the
problem in terms of Eqn. (9) (a guest exchange
reaction23). First, it reduces the total number of molecular
calculations required from that required if the complexa-
tions are treated separately as in Eqns (6) and (7). Second,
as shown above, it focuses on the more easily computed
enthalpic contributions to the free energy. Most im-
portantly, however, it improves the chances of obtaining
a reliable result. Computing intermolecular interaction
energies is a notoriously difficult computational task. One
is faced with the problem of determining a small
difference between two numbers that are themselves
very large in magnitude,


�
Er and


�
Ep. Consequently,


small percentage errors in the reactant and product
energies can translate into huge errors in the difference.
In reaction (9) the reactants and products are chemically
very similar. Any errors in computing the reactant and
product energies should therefore be comparable and
approximately self-canceling. Specifically, when quan-
tum chemical calculations are carried out with an atom-
centered basis for associated and dissociated species and
the energies compared, the energy of the associated
species is artificially lowered relative to the dissociated
system owing to basis set superposition effects. Under the
present scheme, comparisons are only drawn between
associated species. This is akin to comparing structural
isomers of a single molecule, which is free from
significant basis set superposition error.
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Irradiation of �TME initiates a sequence of photochemi-
cal processes, the first of which produces MBH.24 The
structures of �TME and MBH are shown in Fig. 1. Note
in particular that MBH contains two chiral centers,
implying that there are, in principle, four possible
stereoisomers. Given that the ether linkage is attached
to C-1 in MBH, the two chiral carbon atoms are C-1 and
C-5. The four possible stereoisomers are therefore
denoted MBHR,R, MBHR,S, MBHS,R and MBHS,S, where
we have indicated the chirality of the two chiral centers
MBH1,5. The mixed-chirality species result from cis ring
fusion and the MBHR,R and MBHS,S forms from trans
ring fusion.


Curiously, when MBH is synthesized by asymmetric
photochemistry from �TME, only two of the four
possible product stereoisomers are observed. We carried
out full structural optimizations on each of these four
possible stereoisomers of MBH, the results of which are
reported in Table 1. Note that MBHR,R and MBHS,S are
very much higher in energy than MBHR,S and MBHS,R,
with computations at several levels of theory giving
consistent results. (This result is solidly reinforced by any
attempt to construct either of the two high-energy
stereoisomers with a simple model kit. The trans-fused
MBHR,R and MBHS,S forms are severely strained.) From
this result, it is immediately clear that the 295 K
populations of the MBHR,R and MBHS,S isomers are
essentially zero.


Given the high energy of the UV photons employed in
the photochemical reaction, there exists the possibility of
a non-equilibrium distribution of the products. This
possibility may be excluded by combining the present
calculational results with published experimental re-
sults.5 The four possible stereoisomers of MBH represent
two enantiomeric pairs, one pair much higher in energy
than the other. In an achiral synthetic environment,
enantiomers must be produced in a racemic mixture. The
observation of only two products by chiral GC, even
when the synthesis is achiral, means that the two
observed products must be an enantiomeric pair. A
non-equilibrium distribution of the two enantiomeric
pairs is possible, but it is implausible that the high-energy
pair is produced exclusively. In fact, frontier molecular
orbital symmetry arguments actually favor cis ring


closing, and therefore the low-energy pair. It follows that
the observed pair is MBHR,S and MBHS,R.


The above analysis establishes that the observed
products of irradiation of �TME are the enantiomeric
pair MBHR,S and MBHS,R, but a second practical issue
arises in the separation of these enantiomers by �CD
chiral GC. It is not known which enantiomer is more
strongly retained on the column and therefore the later to
elute. Typically, the elution products are simply labeled
A and B in the order of elution and not further assigned.5


Since �CD is chiral, the two enantiomers MBHR,S and
MBHS,R will interact with it differently. We carried out a
computational analysis of the complexation of MBHR,S


and MBHS,R by �CD in order to compare their relative
strengths of complexation. Figure 3 shows a histogram of
conformational energies for the two complexes based on
the full data set. It is clear that MBHR,S can achieve a
low-energy structure with greater probability. The
computations predict that


E��CD/MBHR�S� � E��CD/MBHS�R� � �E
� �1�0	�1�2
 kcal mol�1 	 0 �11�


(1 kcal = 4.184 kJ), where we report the results at the
AM1 level of theory based on Boltzmann average
energies from the full data set {data set I}, respectively.
For validation, the total energy was recomputed for the
lowest energy conformation of each complex at the
HFSCF/3–21 G(d) level of theory using the AM1
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Isomer AM1 PM3 HF/6–31G(d) HF/6–311G(d)a CI(sd) @ HF/6–31G(d) Population (%)


MBHR,R 54 53 56 56 52 � 0
MBHR,S 0.0 0.0 0.0 0.0 0.0 50
MBHS,R 0.0 0.0 0.0 0.0 0.0 50
MBHS,S 54 53 56 56 52 � 0


a Recommended values.
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optimized structures. At this level of theory
�E = �1.4 kcal mol�1. From these results, it is predicted
that A = MBHS,R and B = MBHR,S, i.e. the latter is more
strongly retained on the �CD column and elutes last, a
conclusion that awaits experimental verification. While
there is a large uncertainty in such a small predicted
energy difference, we require only the sign of the
difference to identify which species is more strongly
retained. As noted above, we do not anticipate quantita-
tive reliability in the computed ��G, but using measured
differences in retention time (V. Ramamurthy personal
communication) in the rough approximation technique
outlined in the Appendix, ��G ��10 kcal mol�1, which
is of similar magnitude to our values.


The computational scheme outlined here, by design,
relies on cancellation of errors and therefore falls short of
a definitive prediction of the elution order. The overall
reliability of the technique could be greatly enhanced by
employing a more advanced electronic structure method
in the calculation of the total energies of the complexed
species, thereby decreasing the absolute errors. Since the
semiempirical Hamiltonian used here (AM1) is probably
the most reliable one for hydrogen bonding interactions,
any more reliable electronic structure method would
almost certainly be a first principles one. Given the
necessity for extensive sampling of trial structures of
each complex, and the considerable size of the molecules
involved, the computational demands of applying the
present scheme with a first-principles technique would be
prohibitive, and are likely to remain so for some time.


�'$�.) #'$ 


Of the four possible stereoisomers of 1-methoxybicy-
clo[3.2.0]hepta-3,6-dien-2-one (MBH), only two have
been experimentally observed as photoproducts from the
irradiation of �-tropolone methyl ether. We have carried
out electronic structure calculations for the stereoisomers
MBH, and their interaction with �-cyclodextrin (�CD).
From these calculations, it is found that two of the four
stereoisomers are very high-energy forms (severely
strained), and therefore have no appreciable population.


Since �CD is chiral, the free energy of complexation of
MBH by �CD differs for the two low-energy stereo-
isomers of MBH, the enantiomeric pair MBHS,R and
MBHR,S. This difference in binding strength is the basis
for the difference in retention times in �CD chiral GC.
Experimentally it is typical to assign the chromatographic
peaks only generically (A and B). A computational
scheme for ascertaining the relative strengths of binding,
and therefore the order of elution in chiral GC is
presented. It is found that MBHR,S is more strongly
retained than MBHS,R on the �CD column and therefore
the former should elute last. The computational scheme is
general and could aid in identifying other enantiomeric
pairs separated by chiral GC.
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Although it is obvious that the species with the greatest
free energy release upon complexation by �CD will be
the most strongly retained on the chromatography
column and therefore elute last, it is instructive to
consider the relationship between the difference in
complexation free energies ��G and the difference in
retention times ��.


We start by denoting the velocity of the mobile phase u
and the average velocity of the solute 
. It follows that



 � u�fraction of time a solute molecule


is in the mobile phase� (A1)


or



 � u
moles solute in the mobile phase


total moles of solute


� �
(A2)


Symbolically we may write



 � u
cmVm


cmVm � csVs


� �
(A3)


where ci denote the concentrations of solute in the mobile
phase (i = m) and stationary phase (i = s) respectively,
and Vi denote the corresponding volumes. The partition
coefficient K, which is simply the equilibrium constant
for exchange of the solute between the stationary and
mobile phases, Eqns (6) or (7), is given by


K � cs


cm
(A4)


Dividing the right-hand side of Eqn. (A3) by cm Vm and
substituting with Eqn. (A4), one arrives at the well known
form25



 � u
1


1 � KVs
Vm


� �
(A5)


The partition constant may also be expressed in terms
of the free energy of complexation of the solute by the
stationary phase:


K � e��G�RT (A6)


Employing the subscripts A and B for enantiomers A and
B, the fact that the retention time � = L/
, where L is the
column length, and the average velocity of the solute 
 is
given by Eqn. (A5), we may write


�A � L
u


� �
1 � Vs


Vm
e��GA�RT


� �
(A7)


�B � L
u


� �
1 � Vs


Vm
e��GB�RT


� �
(A8)


It follows that the difference in retention times is given by


�� � �B � �A


� L
u


� �
Vs


Vm


� �
e��GB�RT � e��GA�RT
� �


(A9)


We may now write the difference in retention time as a
function of the difference in free energies of complexa-
tion:


�� � L
u


� �
Vs


Vm


� �
e���GA���G��RT
� �


� e��GA�RT
	 



(A10)


where �GB = �GA � ��G. Rearranging yields


�� � L
u


� �
Vs


Vm


� �
e��GA�RT
� �


e���G�RT � 1
� �


(A11)


� L
u


� �
Vs


Vm


� �
KA e���G�RT � 1
� �


(A12)


Employing equations Eqns (A7) and (A8) and recogniz-
ing that KA = e��GA/RT, we may write


�A � L
u


� �
1 � Vs


Vm
KA


� �
(A13)


This may be rearranged to


KA � Vm


Vs


�Au
L


� 1
� �


(A14)


Finally, substitution into Eqn. (A12) yields


�� � �A � L
u


� �
e���G�RT � 1
� �


(A15)


In the above, the quantity L/u is simply the time required
for an unretained species to pass through the column.
This is typically small in comparison with solute
retention times in GC. One sees then that if there is no
difference in free energies of complexation, the A and B
species will elute together. If the free energies of
complexation differ, Eqn. (A15) gives the difference in
retention time as a fraction of the retention time for one of
the two species. For ��G � 0 the B species will elute first
and for ��G 	 0 the B species will elute last. Note Eqn.
(5).


If we assume that L/u ��A, and that �� ��A, we may
write


2��


��A � �B� �
��


�A
� e���G�RT � 1
� �


(A16)


Since 2��/(�A � �B) is nothing more than the difference
in retention times divided by the average retention time,
we have a crude means of estimating ��G from
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chromatographic data:


��G � �RT ln
2��


�A � �B
� 1


� �
(A17)


Equation (A17) is likely to overestimate the magnitude of
��G. Gas–condensed-phase equilibria often exhibit a


positive deviation from the ideal linear concentration
distribution curve, cs versus cm.25 Such a positive
deviation increases the effective value of K = cs/cm.
Consequently [by Eqn. (A12)], there is an artificial
increase in ��, leading to an overestimate of the
magnitude of ��G.
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ABSTRACT: The more hindered monoacetates were selectively formed in the presence of silica gel with acetyl
chloride by refluxing a suspension of unsymmetrical diols containing a primary hydroxyl group such as 1,5-
hexanediol preadsorbed on silica gel. Such regioselectivity was observed through preferential adsorption via a
primary hydroxyl group of the diols. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: monoacylation; monoacetylation; unsymmetrical diol; 1,5-hexanediol; silica gel; acetyl chloride;
adsorption isotherm


The application of solid adsorbents such as alumina and
silica gel (SiO2) as solid supports in organic synthesis
affords new procedures for selective reactions1–3 invol-
ving oxidation,4 alkylation,5 condensation,6 monomethyl
esterification7 and acetylation.8 The significant potential
of adsorbents can be recognized more fully for milder
reactions conditions and selective organic transforma-
tions. It is important for organic chemists to develop
methods that permit the selective protection or functio-
nalization of one functional group of a bi- or multiple-
functional molecule. Protection of hydroxyl groups by
acylation is common in organic syntheses. In the case of
polyols, monoprotection is achieved in some cases by
carefully controlled reaction conditions,9 continuous
extraction,10 the use of SiO2,11 alumina,12 phase-transfer
catalysts13 and insoluble polymer supports,14 or via the
formation of cyclic compounds.15 We have previously
reported selective monoacylation of symmetrical diols on
SiO2,11c and we chose here the acylation of unsymme-
trical diols because of the synthetic importance of this
procedure.9b Recently, several methods have been
developed for the selective acylation at the less hindered
site16 or at the more hindered site17 of an unsymmetrical
diol. We report here the direct and notably preferential
acetylation of sterically hindered hydroxyl groups of
diols on SiO2 and the relationship between the adsorption


of the diol 1,5-hexanediol and its reactivity for selective
acetylation.


Acetylation of unsymmetrical diols adsorbed on SiO2


was performed via the following method (adsorption
method) (Scheme 1). Alcohols were adsorbed on SiO2


(C-200, Wako Chemicals) as follows: 1 g of SiO2 was
added to an Et2O solution of the alcohol; solvent was then
eliminated under reduced pressure. The solid obtained
(adsorption sample) and acetyl chloride (AcCl) were
added to 50–100 ml of cyclohexane and refluxed for 2 h.
The reaction period of 2 h was sufficient for the reaction
to reach completion. After the reaction the mixture had
been filtered the solid was washed with distilled water
and DMF. The washings plus the filtrate were concen-
trated and the products were analyzed by GLC with
triphenylmethane as an internal standard. The products
were identified spectrometrically via comparison with
authentic samples.


The results of acylation of unsymmetrical diols are
listed in Table 1. Selectivity for the formation of
monoacetates is defined by


Smono � 100�yields of monoacetates�


�yields of monoacetates � yield of diacetate��


������ �
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Selectivity for the formation of sterically hindered
monoacetate is defined by


Shind � 100�yield of sterically hindered monoacetate/


yields of monoacetates�


According to the adsorption method, high selectivities of
Smono were observed for the diols, and the corresponding
monoacetates were selectively formed. High selectivities
of Shind were also observed, and the corresponding
sterically hindered monoacetates were selectively ob-
tained except for the cases of 1,3-butanediol and 1,2-
hexanediol (entries 7 and 9). In the case of 1,5-hexanediol
as a model compound, both Smono and Shind were notably
improved compared with those in a homogeneous
reaction conditions (entry 6). The selectivities were not
significantly improved by the mixing method (entry 5).
Higher Smono and Shind were observed with higher loading
amounts and lower temperatures (entries 1 and 3). Merck
Kieselgel was also an effective adsorbent for this method
(entry 4). The highest selectivities were observed at a
reaction temperature of 0°C to give 87.3% for Smono and


89.6% for Shind (entry 3). Breton et al. reported a
successful investigation using Al2O3 in 1,5-hexanediol,
recording values of 53% as the yield of monoacetates,
68% for Smono and 46% for Shind.17a In our adsorption
method using Merck neutral Al2O3 (specific surface
area = 108 m2 g�1), we obtained a 40.5% yield of
monoacetates, 62.4% for Smono and 25.8% for Shind.
Different surface coverages of 1,5-hexanediol on Al2O3


would cause the different selectivities. SiO2 was an
effective adsorbent in our method to achieve direct and
notably selective acetylation of the sterically hindered
site of the diols.


The dependence of the surface coverage � of 1,5-
hexanediol on SiO2 on Shind was investigated (Fig. 1).
The saturation amount (� = 1) was estimated as 3.9 mmol
g�1 SiO2 by measurement of the adsorption isotherm,
discussed later. High selectivities were obtained, on the
whole, compared with that under homogeneous reaction
conditions. A slight increase in Shind was observed with
increase in �, and Shind showed a constant value of ca.
70% in the range of � values exceeding ca 0.3. The
inherent reactivities of the hydroxyl groups of alcohols
were evaluated under homogeneous reaction conditions
by competitive acylation of appropriate monofunctional
alcohols, 1-hexanol (primary), 2-hexanol (secondary)
and 3-methyl-3-pentanol (tertiary), in the absence of
pyridine. In general, a base such as pyridine is frequently
added to combine with the HCl formed during the
reaction, but it is not essential and is not always needed
for the reaction.18 The resulting reactivities decreased in
the order prim-OH �sec-OH, tert-OH (Table 2). The
reactivities changed on adsorption on SiO2 to the
following order: sec-OH, tert-OH �prim-OH. SiO2


suppressed the reactivity of primary OH. The relatively
weak adsorption of a counterpart of OH to prim-OH
would affect Shind in unsymmetrical diols. This seems to
lead to preferential acylation of sterically hindered OH
groups. Acetylation has the possibility of intramolecular
transfer of an acetyl group in the case of a 1,2-diol
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Entry Substrate Yieldb (%) Selectivity (%)


Smono
c Shind


d


1 60.2e 78.0 69.8
2 56.0 64.2 48.9
3 (0°C)f 69.2 87.3 89.6
4 (Kieselgel)g 56.6 78.2 71.4
5 (Mixing)h 52.8 69.1 36.0
6 (Homogeneous)i 51.9 54.0 35.1


7 83.3 87.4 38.4


8 99.9 99.9 71.8


9 78.1 88.8 32.6


10 51.9 74.7 96.5


11 58.2 99.2 73.4


a An adsorption sample containing 0.3 mmol g�1 SiO2 of each alcohol was
refluxed for 2 h in cyclohexane with AcCl (1.5 equiv.). SiO2 [Wakogel C-
200, specific surface area (s) = 371 m2 g�1].
b Combined yield of both isomeric monoacetates.
c Selectivity for monoacetates: Smono = [monoacetates/(monoacetates �
diacetate)] � 100.
d Selectivity for sterically hindered monoacetate: Shind = (sterically hin-
dered monoacetate/monoacetates) � 100.
e An adsorption sample containing 2.0 mmol g�1 SiO2 of 1,5-hexanediol
was used.
f Reaction period was 18 h.
g SiO2 (Merck Kieselgel 60, s = 357 m2 g�1).
h Mixing method: SiO2 (100 mg) was added to a 1,4-dioxane solution
(5.8 ml) of 1,5-hexanediol (23.6 mg, 0.20 mmol), and the suspension
obtained was refluxed for 2 h. A 0.20 mmol amount of 1,5-hexanediol
corresponds to 2.0 mmol g�1 of SiO2 loaded amount if all the diol adsorbs
on SiO2.
i 0.034 mol l�1 solution of 1,5-hexanediol in 1,4-dioxane in the presence of
pyridine (1 equiv.) was refluxed.
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acetylation of 1-phenyl-1,2-ethanediol in homogeneous
reaction conditions, as shown in entry 6 in Table 1 at a
temperature 0°C, showed values 55.3% for Shind, and the
value of Shind was changed slightly by refluxing to 51.0%;
the transfer would occur under homogeneous reaction
conditions. Acetylation of 1-phenyl-1,2-ethanediol in a
homogeneous reaction under the same reaction condi-
tions as in entry 6 in Table 1 gave values of Smono and
Shind of 50.8% and 51.4%, respectively, and moreover the
reaction mixture was used in a reaction by the adsorption
method in the absence of AcCl. The composition of the
mixture did not change. This indicates that the transfer
does not proceed by an adsorption method.


The adsorption isotherm of 1,5-hexandiol on SiO2 in
1,4-dioxane showed Langmuir-type adsorption and
reached a saturation E� of 3.9 mmol g�1 SiO2 with an
adsorption constant Kad = 38 l mol�1. Table 3 sum-
marizes the relative Kad for appropriate monofunctional
alcohols in addition to that for 1,5-hexanediol. A primary
alcohol interacts more easily with the surface of SiO2 and
adsorbs more preferentially than secondary and tertiary
alcohols. From molecular modeling, one molecule of 1,5-
hexanediol, adsorbed on the surface via a single OH
group with the free counterpart of the residue remote
from the surface, occupies 0.16 nm2. The specific surface


area of the SiO2 used is 371 m2 g�1 by BET measure-
ment. Hence the saturation amount of 1,5-hexanediol
gives an estimation of E� of 3.9 mmol g�1 SiO2, whereas
E� is estimated as 2.9 mmol g�1 SiO2 in the case of the
compact adsorption of the alcohol in a bidentate fashion.
The good agreement between the isotherm and the
molecular modeling indicates that 1,5-hexanediol ad-
sorbs on the surface via a single OH group. The results of
a series of investigations imply that unsymmetrical diols
adsorb on the surface of SiO2 preferentially via a primary
OH group, leaving the non-adsorbed OH group available
for reaction. In addition, adsorption of the group on the
surface would create a sterically congested environment
which shields it from added reagents as suggested in
recent papers.1–3,7a,16d,17a,19 These would allow selective
monoacylation at the more sterically hindered, non-
adsorbed, site to give sterically hindered secondary and
tertiary monoacetates.
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Methodb Substratec
Relative reactivityd


primary: secondary: tertiary


Homogeneous 1° � 2° 1e: 0.75
Homogeneous 1° � 3° 1f: 0.67
Adsorption 1° � 2° 1g: 1.69
Adsorption 1° � 3° 1h: 1.38


a Each experiment was carried out under reflux for 2 h with AcCl (1 equiv.)
in the absence of pyridine.
b Homogeneous: homogeneous reaction (0.03 mol l�1 solution of each
alcohol in 1,4-dioxane). Adsorption: adsorption method (3.0 mmol g�1


SiO2 of each alcohol, � = 0.8).
c 1°, 1-hexanol; 2°, 2-hexanol; 3°, 3-methyl-3-pentanol.
d Relative reactivity of each alcohol based on a yield of primary acetate.
e–h Yields of 1-hexyl acetate correspond to
e 62.8%,
f 62.7%,
g 43.6% and
h 41.1%.
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Alcoholb Kad(alcohol)/Kad(1-hexanol)


1,5-Hexanediol 1.2
1° 1c


2° 0.78
3° 0.63


a Langmuir adsorption isotherms on SiO2 (Wakogel C-200, surface area
371 m2 g�1) in 1,4-dioxane suspension at 25 	 0.2°C.
b 1°, 1-hexanol; 2°, 2-hexanol; 3°, 3-methyl-3-pentanol.
c Adsorption constant Kad equals 32 l mol�1.
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ABSTRACT: Matrix photolysis of 3-methoxycarbonyl-1,2,3-triazolo[1,5-a]pyridine (12) affords s-E-2-pyridyl-
ketene (4), but flash vacuum thermolysis of 12 gives methoxy(2-pyridyl)ketene (15), predominantly in the s-Z-
conformation. Matrix photolysis of 15 affords 2-acetylpyridine. Copyright  2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc


KEYWORDS: ketenes; carbenes; matrix isolation; photolysis; flash vacuum thermolysis
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We have demonstrated recently that the photolysis of
matrix isolated 2-diazoacetylpyridine (1) leads to the
formation of the ylide 3 resulting from an interaction
between the putative carbene 2 and the pyridine lone pair
(Scheme 1).1 The ylide is photochemically converted into
the ketene 4, predominantly in the s-E form. Flash
vacuum thermolysis (FVT) of 1 gives only the ketene,
this time predominantly in the s-Z form. The s-E and s-Z
ketenes can be interconverted photochemically. Under
preparative reaction conditions, ketene 4 dimerizes to 2-
hydroxyquinolizin-4-one (6), and this reaction is rever-
sible on FVT, regenerating the s-Z ketene. The
dimerization and dedimerization reactions presumably
take place via an unobserved quinolizinedione 5 in which
the quinolizine moiety is non-aromatic. We have also
reported the isolation of 3,3-disubstituted quinolizine-
diones of type 11, formed by reversible dimerization of 2-
pyridylketenes 10.2 The latter compounds were obtained
by FVT of 3-acyl-1,2,3-triazolo[1,5-a]pyridines 7, pre-
sumably via diazo compound 8 and carbene 9 (Scheme
2). The (2-pyridyl)ketenes 10 (R = CH3 or Ph) are
directly observable by infrared spectroscopy in low-
temperature matrices. FVT of 11 regenerates the ketenes
10. This dedimerization reaction has also been utilized in
the synthesis of cyano(2-pyridyl)ketene.3


Photolysis of the triazolopyridines was found to be a
much less efficient method of producing the 2-pyridyl-
ketenes, and substantial amounts of byproducts were


formed.2 However, the matrix photolysis of 3-methoxy-
carbonyl-1,2,3-triazolopyridine (12) has been reported to
yield methoxy(2-pyridyl)ketene.4 Our investigations
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reveal that a different ketene is in fact formed on
photolysis, but FVT affords the desired methoxy(2-
pyridyl)ketene.
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3-Methoxycarbonyl-1,2,3-triazolopyridine (12) was ma-
trix isolated in Ar at 7 K and irradiated at 254 or 313 nm,
or by using the unfiltered light of a high-pressure Hg–Xe
lamp. In each case the following new bands appeared in
the IR spectrum: 2283 w, 2124 s, 1737 w, 1662 m, 1592
m, 1567 w, 1484 m, 1472 m, 1439 m, 1410 w, 1384 w,
1368 w, 1286 w, 1214 m, 1198 w, 1150 w, 1055 w and
775 w cm�1. Analogy with the photolyses of 1 and 7
would predict the s-E ketene 15 as the major product (we
define s-E and s-Z to conform with the other substituted
ketenes in this series as shown in the formulae).
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However, the IR spectrum of the observed photo-
product matched very poorly with the calculated IR
spectra of both the s-E and s-Z ketenes (see Tables 1 and
2). Moreover, calculations at the B3LYP/6–31G* level
predict that the ketene vibration will be at lower
wavenumber in the s-E (2096 cm�1) than in the s-Z
isomer (2106 cm�1). As shown below, we are able to
generate the s-Z isomer by FVT, and it absorbs at
2114 cm�1 in the experimental Ar matrix spectrum (Fig.
1 and Table 2). Therefore, the observed species at
2124 cm�1 cannot be the s-E isomer of the expected
ketene 15. There was also very poor agreement with the
calculated IR spectrum of the methoxy-substituted ylide
analogous to 3, which is predicted to have major
absorptions at 1781 and 1535 cm�1.


The presence of a strong band at 2124 cm�1 clearly
shows that the photoproduct is a ketene. But which
ketene? In fact, comparison with the spectra previously
obtained in our laboratory1 unambiguously identified the
photoproduct as very largely s-E-2-pyridylketene (4). As
in the previous study,1 further photolysis caused E–Z
isomerization, so that after 2 h of broadband irradiation
equal intensities of the absorption bands of s-E-4
(2124 cm�1) and s-Z-4 (2132 cm�1) were obtained. Our
experimental spectrum of s-E-4 agrees well with that
reported by Tomioka et al.,4 and we conclude that the
same species, s-E-4, and not 15, was obtained.


It is likely that 4 is formed from 12 via the diazo
compound 13 and carbene 14 (Scheme 3). The carbene
formally fragments to s-E-4 and formaldehyde 16.
Indeed, formaldehyde was identified in the matrix
spectrum by bands at 2870 w, 2805 w, 1737 m, and
1164 w cm�1.


The mechanism of this fragmentation has been
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Argon 10 K


Experimental data s-E-2-pyridylketene, s-E-4


2124 (s) 2123 (vs)
1592 (m) 1590 (s)
1567 (w) 1567 (s)
1484 (m) 1484 (s)
1439 (m) 1433 (s)
1384 (w) 1387 (w)
1286 (w) 1292 (w)
1214 (m) 1209 (m)
1150 (w) 1156 (m)
1055 (w) 1057 (w)
775 (w) 773 (m)
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Ar, 7 K �a


Calc s-Z-15 Calc s-E-15


�a,b Ic �a,b Ic


3087 w 3093 3 3094 3
2941 w 2981 4 2938 7
2909 w 2918 5 2889 8
2114 vs 2114 100
2097 w 2091 100
1588 s 1583 18 1585 16
1572 w 1562 2 1557 5
1477 w 1470 1 1473 3
1468 w 1460 9 1462 12
1452 w 1456 2 1457 1
1445 w 1438 1 1447 1
1439 w 1426 6 1417 8
1386 w 1336 1 1338 6
1311 w 1295 4 1291 12
1272 w 1265 1 1271 4
1258 w 1236 6 1261 6
1147 w 1135 1 1145 2
1103 w 1081 1 1114 19
1077 w 1061 7
1072 w 1079 1
1039 w 1027 1 1034 2
992 w 969 1 968 2
972 w 962 1 961 1
774 w 762 4 755 6


a Wavenumbers in cm�1.
b Calculated frequencies by B3LYP/6–31G*, scaled by a factor of 0.9613.
c Intensities relative to the most intense peak as 100%; absolute intensity of
the 2114 cm�1 band 878 km mol�1; absolute intensity of the 2091 cm�1


band 692 km mol�1.
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investigated theoretically at the B3LYP/6–31G* level.
The closed-shell singlet carbene 14 inserts into a C—H
bond of the methyl group via transition state TS1 to give a
�-lactone 17 (Scheme 4). This can in principle fragment
in two different ways, to the observed s-E-4 and
formaldehyde 16, or to 2-vinylpyridine and CO2.
However, only traces of CO2 were formed in this
reaction, and it cannot be excluded that they are due to


traces of atmospheric CO2. Moreover, no prominent
bands in the IR spectrum can be assigned to 2-
vinylpyridine, so if this compound is formed, it can only
be in trace amounts. It must be kept in mind that the
reaction is photochemical, whereas the calculations refer
to the ground-state energy surface. The same products are
not formed thermally (see the next section). There can be
different preferences for fragmentation of 17 in the
ground and excited states. A transition state for a
hydrogen shift in 14 concerted with the breaking of the
CO—O bond was not located, but it cannot be excluded
that such a process could take place. The relative
calculated energies of the compounds and transition
states are listed in Table 3.


/3! �, ���-��� )	. /��(���� �, (�������	
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FVT of 12 produced a new ketene. At an FVT
temperature of 400°C the starting material was recovered
largely unchanged, together with a small amount of a
ketene absorbing at 2114 cm�1 in the Ar matrix IR
spectrum. At 500°C the formation of the ketene was
essentially complete. Bands due to CO (2139 cm�1) and
CO2 (2345 cm�1) were also present. At 600°C the ketene
had disappeared, and the spectrum was dominated by CO
and CO2. The ketene is identified as largely the s-Z
isomer, s-Z-15, by the very good agreement with the
spectrum calculated at the B3LYP/6–31G* level (Fig. 1
and Table 2). A small amount of the s-E-isomer, s-E-15,
is probably also present. The calculations indicate that s-
Z-15 is 29 kJ mol�1 lower in energy than s-E-15. In the
studies of 4, 7 and 11 it was found that FVT gave the s-Z-


/4��� ). #�& ���������� !" �������� 	
 �(*()2 #�+,-./01+%23� ������ �� �450%+&6 #�& �'��������� !" �������� # �� � 7& 
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89: 	
 )	 �� ;��°�4 * < �(*()2 #�%%� ���%&6 � < ����	� �	�	'�� #�%+5 ���%&6 � < ����	� �	'�� #�+�; ���%&4 =������>
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ketene isomers predominantly, and these were calculated
to be of lower energy than the s-E-isomers.1–3


The formation of 15 is readily explained as a thermal
Wolff rearrangement,5 which may proceed either as a
concerted rearrangement of the diazo compound 13 or via
the carbene 14 (Scheme 5). That different products are
formed under thermal and photochemical conditions may
be due to (i) the involvement of different electronic
states; (ii) the thermal reaction is a concerted reaction of
the diazo compound 13, but the photochemical reaction is


a reaction of the carbene 14; or (iii) in the matrix
photolysis the carbene is born in a conformation that
cannot undergo the Wolff rearrangement, but under FVT
conditions barriers to conformational change would be
easily overcome. It is possible that minor amounts of 2-
vinylpyridine are formed, and thus that the C—H
insertion of carbene 14 resulting in fragmentation to
CO2 and 2-vinylpyridine is a minor process under
thermal conditions.


��������� �, ������ )2. "������4�(��� �, �
(������'��0��� �� � (����� ������


Having made 15, it was possible to examine its
photochemical behaviour in an Ar matrix. In the case
of 4, reversible but wavelength-dependent Z–E isomer-
ization was observed.1 In the case of s-Z-15, no Z–E
interconversion was observed, but instead fragmenta-
tion–rearrangement to 2-acetylpyridine 20 and CO, both
identified by comparison of the Ar matrix IR spectra with
authentic materials. This reaction most likely proceeds
via methoxy(2-pyridyl)carbene 19 (Scheme 6). There is
precedence for the rearrangement of hydroxy- and
alkoxycarbenes to carbonyl compounds in other sys-
tems.6 For example, hydroxycarbene rearranges to
formaldehyde;7 di(methoxycarbonyl)carbene undergoes
thermal Wolff rearrangement to methoxy(methoxycar-
bonyl)ketene, which under FVT conditions eliminates
CO to give methyl 2-oxopropanoate;8 dimethoxycarbene
rearranges to methyl acetate;8,9 and phenoxycarbene,
generated by FVT of 5-phenoxytetrazole, rearranges to
benzaldehyde.10


�# �+%&�# &


FVT of 12 results in a Wolff rearrangement to
methoxy(2-pyridyl)ketene, largely in the s-Z form, s-Z-


!�0�� 5. "������ ����?�� #@��� �	��%&� �� ��� �+,-./01+%23 �����


Relative energy Energy � ZPE Free energy (298 K)


14 (conformation shown) 70.1 67.6 66.6
TS1 (14 → 17)


74.9 71.5 71.3


17 0 0 0
TS2 (17 → s- E-4 � CH2O) 51.1 47.8 47.8
s-E-4 � CH2O 31.1 25.5 14.0
TS3 (17 → 18 � CO2) 42.1 39.2 38.6
18 � CO2 �14.6 �17.7 �28.0


a Absolute energy of 17 is � 514.2454975 hartree; energy � ZPE is � 514.106871 hartree; free energy (298 K) is � 514.141917 hartree.


&'��(� 2
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15. Photolysis of 12 does not generate 15, but instead
formaldehyde and 2-pyridylketene (4), largely in the s-E-
form, s-E-4, presumably by fragmentation of methoxy-
carbonyl(2-pyridyl)carbene (14). Photolysis of s-Z-15
results in extrusion of CO and formation of 2-acetylpy-
ridine, presumably by rearrangement of methoxy(2-
pyridyl)carbene (19).


*7�*"��* !�+


5
��������'��0�����
)�	�5
���-���8)�2
�9������
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This compound was prepared according to the litera-
ture;4,11 m.p. 136°C (lit.4 138–141°C); GC–MS, m/z 177;
1H NMR (400.1 MHz, CDCl3), � 8.80 (ddd, 3J7,6 7.0 Hz,
4J7,5 1.0 Hz, 5J7,4 1.0 Hz 1H, H-7), 8.24 (ddd, 3J4,5


8.9 Hz, 4J4,6 1.1 Hz, 5J4,7 1.1 Hz 1H, H-4), 7.52 (ddd,
3J5,4 8.9 Hz, 3J5,6 6.8 Hz, 4J5,7 0.9 Hz 1H, H-5), 7.52
(ddd, 3J6,7 6.9 Hz, 3J6,5 6.9 Hz, 4J6,4 1.2 Hz 1H, H-6),
4.00 (s, 3H, OCH3); 13C NMR (100.6 MHz, CDCl3), �
161.7 (CO), 135.1 (C-3a), 129.2 (C-3, C-7), 125.9 (C-4),
119.2 (C-5), 116.4 (C-6), 52.0 (OCH3); IR (Ar, 28 K), �
2962 (w), 1758 (w), 1719 (s), 1645 (w), 1550 (w), 1533
(s), 1528 (s), 145 4 (m), 1442 (w), 1417 (w), 1376 (w),
1329 (m), 1271 (s), 1256 (m), 1229 (vs), 1163 (w), 1138
(w), 1074 (vs), 1004 (w), 814 (w), 792 (w), 775 (w), 749
(w), 682 (w) cm�1. Anal. Calcd for C8H7N3O2: C 54.2, H
3.9, N 23.72%. Found: C 54.42, H 4.08, N 23.16%.


����� ������� �����(����


/���� :�'��( ����(�����. Triazolopyridine 12 (ca
10 mg portions) was subjected to FVT over the
temperature range 400–600°C. The sublimation tem-
perature was 60–75°C. The product was isolated in an Ar
matrix at ca 23 K, and spectra were recorded at 7 K. At
400°C, mainly starting material 12 (1719, 1229,
1074 cm�1) and a small amount of Z-methoxy-(2-
pyridyl)ketene (s-Z-15) (2114 cm�1) were observed. A
mixture of 12 and Z-15 was obtained at 450°C. The
formation of s-Z-15 was essentially complete at 500°C.
The intensity of bands belonging to carbon dioxide
(2345 cm�1) and carbon monoxide (2139 cm�1) in-
creased with the temperature. At 600°C, carbon dioxide
and carbon monoxide dominated the spectrum. Methoxy-
(2-pyridyl)ketene 15: IR (Ar, 7 K), see Table 2.


����� ��������� �, 12. Compound 12 was deposited
with Ar on the spectroscopic window at 23 K and the
window was cooled to 7–10 K before commencing
irradiation. The photolysis was carried out with the light
of a 1000 W high-pressure Hg–Xe lamp, either unfiltered
or at 313 nm selected with a monochromator (bandwidth
15 nm), or at 254 nm using a low-pressure Hg lamp (350


W). In all cases, irradiation afforded the following bands:
2283 (w), 2124 (s), 1737 (w), 1662 (m), 1592 (m), 1567
(w), 1484 (m), 1472 (m), 1439 (m), 1410 (w), 1384 (w),
1368 (w), 1286 (w), 1214 (m), 1198 (w), 1150 (w), 1055
(w), 775 (w) cm�1.


��������� �, (������
�	
������������� ��
;
)2�.
Flash vacuum thermolysis of 12 at 500°C generated
ketene 15, predominantly in the s-Z form, s-Z-15, which
was co-deposited on the spectroscopic window at 7 K.
Irradiation using the unfiltered light of the 1000 W Hg–
Xe lamp or the low-pressure Hg lamp (� = 254 nm) gave
CO (2139 cm�1) and 2-acetylpyridine; IR (Ar, 7 K), �
1712, 1361, 1295, 1285, 1241, 950, 779, 591 cm�1.


	
�'����������. A sample of 2-acetylpyridine was
sublimed at 0°C and deposited with Ar for matrix
isolation at 23 K. IR (Ar, 23 K), � 3500 (w broad), 3063
(w), 3016 (w), 1712 (vs), 1619 (v), 1590 (w), 1572 (w),
1439 (m), 1422 (w), 1413 (w), 1361 (vs), 1301 (w), 1295
(m), 1286 (s), 1241 (s), 1102 (m), 1044 (w), 996 (w), 950
(m), 779 (m), 740 (w), 622 (w), 591 (s) cm�1.


��(��������� ���'�����


Density functional theory calculations were carried out
using the Gaussian 98 series of programs.12 Geometry
optimizations, vibrational frequencies and thermochem-
istry were examined with the B3LYP method using the
6–31G* basis set. All wavenumbers were scaled by a
factor of 0.9613.13 Cartesian coordinates, absolute
energies and imaginary frequencies of transition states
are presented in the Supplementary Information, avail-
able at the epoc website at http://www.wiley.com/epoc.


�'�������4�(����


This research was supported by the Australian Research
Council. We are indebted to the University of Queens-
land for a scholarship for H.G.A.


"*/*"* �*&
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ABSTRACT: Eight N-isopropyl compounds of the formal structure YY�CHCONHPr-i (6), Y,Y� = CO2Me,
CO2CH2CF3, CN; YY� = Meldrum�s acid residue; Y = CO2Me, Y� = CO2CH2CF3, CN; Y = CO2CH2CF3,
CO2CH(CF3)2, Y� = CN, and the N-t-butyl derivative of Meldrum’s acid were prepared and their structures were
investigated in the solid state and in solution. The x-ray diffraction data indicate that in the solid state the structure is
that of the amide 6, when Y = Y� = CO2Me, whereas when Y = CO2Me, Y� = CN or YY� = Meldrum�s acid residue the
structure is that of the enol (5) YY�C=C(OH)NHPr-i. The solid-state 13C spectra indicate structure 6 when
Y = CO2Me, Y� = CO2R, R = Me, CH2CF3 and an enol structure for the other compounds studied. 1H, 13C and when
available 19F NMR spectra showed that the enol/amide composition in solution is structure and solvent dependent, in
analogy with the previously investigated N-Ph analogs. The percentage of enol (and KEnol) decrease in the order of
solvents CCl4 � CDCl3 � THF-d8 � CD3CN � DMSO-d6, DMF-d7. For Y,Y� the percentage of enol increases when
the number of fluorine atoms in R of the CO2R increases, when CN replaces a CO2R group or for the cyclic
Meldrum’s acid derivative. Both E- and Z-enols were observed when Y ≠ Y�, mostly at low temperature. The �(OH)
values increase with increased polarity of the medium and with increased strength of the hydrogen bonds in which
they are involved. In THF-d8 and DMF-d7 the Z-enol/E-enol and the amide/enol ratios increase with increase in
temperature. A main conclusion from the work is that the percentage of the enol increases, but not drastically, when
the N-substituent is changed from Ph to i-Pr. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: carboxylic acid amides; N-isopropyl enols
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Enols of carboxylic acid amides are still not common
species in non-heterocyclic systems,1 although a few of
them had been observed as short-lived intermediates.2


We recently obtained a fair number of them as stable
isolable species by substituting simple carboxylic acid
amides by two �-electron-withdrawing groups (EWGs)
Y,Y�.3 The rationale behind it is that the low stability of
the enols 2 compared with the tautomeric amides 1 is due
to resonative electron donation by the NHR group as
shown by resonance structure 1a. We reasoned that a
similar resonative electron donation would have stabi-
lized the enols 2 if resonatively EWGs will delocalize the
negative charge in resonance structure 2a [Eqn. (1)].3


This approach had led to the observation of N-phenyl-
substituted enols 3a–c carrying two ester groups in a
mixture with the amides 4a–c in solution and of 3c in the


solid, whereas 4a and 4b are the structures in the solid.3a,c


The �-CN, �-COOR systems 3d–f and the Meldrum’s
acid derivative 3h are all enolic in the solid and
exclusively enols or enol–amide mixtures in solution.3d


Consequently, electronic changes of the �-substituents
affect the enol–amide equilibria [measured by KEnol of
Eqn. (1)] and solvent effects had also shown a consistent
decrease of the percentage of the enol from CCl4, CDCl3
and THF to the polar solvents CD3CN and DMSO.3


These two parameters cause small to major changes in the
solid state structure and in KEnol values in solution.


We are interested in the ability for fine tuning of the
enol/amide ratios and an additional parameter is the
substituent on the nitrogen. In a previous study, the effect
of replacing the N-Ph group by an N-substituted [p-Me, p-
MeO, p-Br, 2,4-(MeO)2] phenyl group led to minor
changes in KEnol for systems 3b and 3c and to a regular
change for systems 3e and 3f in CD3CN.3c,d However, a
much larger variety is anticipated by using N-alkyl
substituents. Nothing is known about the effect of the
change N-Ar → N-alkyl on the enol–amide equilibria and
we report here on the preparation and study of the N-i-Pr
enols analogs of systems 3a–h and the N-t-butyl analog
of 3h.
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Reaction of isopropyl isocyanate with methylene com-
pounds CH2YY� substituted by EWGs Y,Y� in the
presence of base gave eight compounds with the formal
structures i-PrNHCOCHYY�, which can be either the
enols 5a–h or the amides 6a–h [Eqn. (2)]. The N-t-Bu
analog of 5h, i.e. 7, was also prepared but similar
reactions when Y = Y� = CO2Me or CO2CH2CF3 and
Y = CO2Me, Y� = CO2CH2CF3 failed.


'"�)")�
 �
"
�����"���


The previous studies3 showed that systems which exist
either as the enol or the amide in the solid state can still
give enol–amide mixtures in solution. Consequently,


systems 5a/6a–5h/6h, 7 were investigated both in the
solid state and in solution.


'�	����"�"
 �"�)")�
�


����� ������"���* The solid-state structures of three
representatives of the two main systems, i.e. 5 (enol) and
6 (amide) were determined. The compounds were 5a/6a,
5d/6d and 5h/6h whose N-Ph analogs were shown
previously by x-ray diffraction to have structures 4a, 3d
and 3h, respectively. The N-isopropyl analogs display
analogous structures. A single crystal of the (CO2Me)2


compound, crystallized from EtOAc–petroleum ether,
showed the amide structure 6a, as shown by the ORTEP
drawing in Fig. 1 (the stereoview has been deposited in
the Cambridge Structural Database). There are three
independent molecules in the unit cell. One molecule
displays a hydrogen-bonded homopolymeric network,
where O(1) is hydrogen-bonded to the NH of a second
molecule, whose O(1) is hydrogen-bonded in turn to the
NH of a third molecule. The two other types of molecules
form a similar heteropolymer array, with a repeated
second molecule–third molecule hydrogen-bonded unit.
Selected bond lengths and angles are given in Table 1.


The crystallographic data for 6a are as expected for an
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amide. The C(1)C(2) bond length of 1.530 Å (1.531 Å for
the other molecules) and the C(1)N(1) bond of 1.322–
1.328 Å are normal for C—C and C—N single bonds,
whereas the C(1)O(1) and C(3)O(2) distances of 1.223–
1.235 and 1.177–1.192 Å, respectively, are characteristic
for a C=O bond of a C(=O)X moiety.


In contrast, the structure of the (cyano) methoxycar-
bonyl system is that of the enol 5d, with a ‘dimeric’
structure in which two molecules are doubly hydrogen-
bonded. The amido nitrogen of one molecule is
hydrogen-bonded to the cyano nitrogen of a second
molecule and the same applies to the other i-Pr—N—
H���NC moiety. The ORTEP drawing is in Fig. 2 (the
stereoview has been deposited in the Cambridge
Structural Database) and selected bond lengths and
angles are given in Table 1.


Likewise, the Meldrum’s acid derivative has the enol
structure 5h. The ORTEP drawing is shown in Fig. 3 (the
stereoview has been deposited in the Cambridge
Structural Database) and selected bond lengths and
angles are given in Table 1.


The structure found for 5d is characteristic of enols of
amides having push–pull substituents.3 The C(1)C(2)
bond at 1.415 Å is very long for a C=C bond, reflecting


the contribution of the zwitterionic hybrid 2a and the
C(1)O(1) bond of 1.318 Å is a single bond. The angles
around the C(1)C(2) bond are close to the C(sp2)—C(sp2)
bond angle being 117.1–124.6°. The O—H is cis to the
ester group with an O(1)O(2) non-bonding distance of
2.471 Å, indicating a strong hydrogen bond. This bond is
asymmetric with O(1)H and O(2)���H distances differing
by 0.45 Å, and non-linear with an O(1)HO(2) angle of
135°. The intermolecular non-bonding N(1)N(2�) dis-
tance is 3.03 Å and the NHN hydrogen bond is long, very
asymmetric and bent [N(1)H 1.10Å, N(2�)���H(N1�)
2.06 Å, N(2�)HN(1) 145.5°].


The structure of 5h resembles that of 5d with even
longer C(1)C(2) bond of 1.426 Å. The hydrogen bond
is more asymmetric than that of 5d: d(O���H)
�d(O—H) = 0.63 Å; the OHO angle is 126°.


+��)�
 �* ,�������� 
� ,� �	 ��� ������� -�.�/% *����	0


+��)�
 �* ,�������� 
� -� �	 ��� ������� -�.�/% *����	0


+��)�
 �* ,�������� 
� -( �	 ��� ������� -�.�/% *����	0


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 525–545


N-ISOPROPYL ENOLS OF CARBOXYLIC ACID AMIDES 527







Some parameters differ in the corresponding N-i-Pr
and N-Ph derivatives but the data are limited and
comparison is premature.


'�	����"�"
 ��� �.! ��
"��* The x-ray structures
discussed above indicate that the 5a/6a system with no
fluorine atoms in the ester group exists in the solid as the
amide, 6a. The replacement of one CO2Me by a CN leads
to the solid enol, 5d. Based on previous studies on
systems 3/4 and analogies with the structures in solution3


(the stereoviews have been deposited in the Cambridge
Structural Database), it is expected that the cyanoester


systems with three or six fluorine atoms in the ester
group, the dicyano, the bis(trifluoroethoxycarbonyl) or
the Meldrum’s acid substituted systems 5c–h and 7 will
also be enolic in the solid, whereas for system 5b/6b with
only three fluorine atoms prediction of the structure in the
solid is uncertain. In the absence of x-ray data, 13C NMR
solid-state CP/MAS spectra easily supply the answer.


The solid-state 13C CP/MAS spectral data for the six
compounds studied are given in Table 2, from which it is
clearly seen that 5a/6a and 5b/6b resemble each other, but
differ from the other N-i-Pr derivatives investigated. In
addition, the 13C CP/MAS spectra show different shifts


#��	
 �* ,������* �
	* ��	��� �	* �	��� �
� -�� ,� �	* -(


Bond


Length (Å)


5d 6aa 5h


C(1)C(2) 1.415 (9) 1.530 (4) (1.531 (4)) [1.531 (4)] 1.426 (5)
C(1)O(1) 1.318 (7) 1.235 (4) (1.221 (3)) [1.223 (3)] 1.323 (5)
C(1)N(1) 1.293 (8) 1.322 (4) (1.328 (4)) [1.323 (4)] 1.327 (5)
C(2)C(3) 1.438 (9) 1.436 (5)
C(2)C(5) 1.412 (9) 1.427 (5)
C(3)O(2) 1.216 (8) 1.191 (4) (1.177 (4)) [1.192 (4)] 1.249 (5)
C(3)O(3) 1.328 (8) 1.300 (4) (1.323 (4)) [1.312 (4)] 1.324 (5)
C(4)O(3) 1.454 (9) 1.464 (5) (1.459 (5)) [1.454 (4)] 1.451 (5)
C(6)N(1) 1.468 (9)
C(8)N(1) 1.477 (5)
C(7)N(1) 1.473 (4) (1.467 (4)) [1.467 (4)]
C(5)N(2) 1.141 (8)
O(1)H 1.11 1.07
O(2)���H 1.56 1.70
O(1)O(2) 2.471 (7) 2.48
O(1)O(5) 3.28
N(1)O(2) 3.49
N(1)O(5) 2.77
N(1)N(2�)b 3.030 (8)
N(1)H 1.10 0.96
N(2)���H(N1�) 2.06
O(5)���HN(1) 2.04
N(2�)���Hb 2.06
O(1)N(1�)b 2.951 (3)
O(1�)N(1�)b 2.966 (3)


Bond angle


Angle (°)


5d 6aa 5h


O(1)C(1)N(1) 117.1 (7) 124.7 (3) (124.4 (3)) [125.1 (3)] 116.1 (3)
O(1)C(1)C(2) 118.2 (7) 119.8 (3) (120.8 (3)) [120.1 (3)] 120.0 (3)
N(1)C(1)C(2) 124.6 (6) 115.4 (3) (114.7 (3)) [114.8 (2)] 123.9 (4)
C(3)C(2)C(5) 121.5 (7) 108.3 (2) (108.4 (2)) [109.6 (2)] 119.8 (3)
C(1)C(2)C(3) 118.7 (6) 108.9 (2) (107.8 (2)) [110.0 (2)] 117.4 (4)
C(1)C(2)C(5) 119.8 (6) 108.7 (2) (109.8 (2)) [109.0 (2)] 122.5 (3)
C(1)N(1)C(6) 122.8 (6)
N(1�)C(7�)C(9�) 109.3 (3)
C(8�)C(7�)C(9�) 111.6 (3)
O(1)HO(2) 135.0 126.0
C(5)N(2)H(N1�) 159.1
N(2�)HN(1) 145.5
N(1)HO(5) 131.3
a Values for the two other crystallographically different molecules {(�)[�]} are in brackets.
b Intermolecular bond length.
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for the signals of the enol and amide forms, and of these
only C� was taken into account because the shift
difference was the most pronounced. For 5a/6a and
5b/6b the signals of C� are at 164.5 and 162.8 ppm,
respectively, which are in the range of the C� values found
in solution for the amides as summarized in Table 5.


In contrast, the C� chemical shifts for 5c/6c–5g/6g
range from 169.1 to 170.9 ppm, which agree with the �
values found in solution for the C� of the enol form. A
further parameter showing the difference between the
amide and enol forms comes from the shift difference
(��� = �C�� �C�) existing between C� and C� (the
carbon atoms attached to the O and the Y,Y�, respec-
tively). For 5a/6a, 5b/6b the observed ��� = 104–
106 ppm whereas for 5c/6c–5g/6g ��� = 115–130 ppm.


However, the ��� values, taken alone, are not
unequivocal for the structure assignment owing to
possible strong substituent effects on C�. Thus, all the
assignments were supported by cross-polarization non-
quaternary suppression (CP-NQS)4,5 experiments that are
able to identify unequivocally quaternary carbons.


The CP-NQS experiments always completely cancel,
for all the derivatives examined, the NCH CP/MAS
signal at 42–46 ppm, but the C�HYY� at 58.5 and
58.2 ppm only for 5a/6a and 5b/6b. In contrast, for
5c/6c–5g/6g the CP/MAS signals in the range 36–72 ppm
are fully detected in the CP-NQS spectra.


In conclusion, 13C NMR CP/MAS and CP-NQS
unambiguously assigned the structures of 6a, 6b (amide)
and 5c–g (enol) to the N-i-Pr compounds. This corrobo-
rates the available x-ray diffraction data for 6a, 5d and
5h.


&�	)���� $"(
� '"�)")�
�


Owing to the presence of the enolic NH group and the
ester group(s), an imidic acid (IA) and an enol of the ester
(EE) isomers could also be in equilibrium with the amide
(A) and enol of amide (EA) isomers. Although enols of


esters are known6 in the many amides having Y and/or
Y� = CO2R groups that we have studied so far, enolization
is invariably on the amide group. To probe this question
further we estimated the approximate chemical shifts of
C�, C�, COO and CN for the four isomers by the ACD–
LAB additivity scheme and compared the values with the
observed solid-state shifts. The structures and the � and
�C�� values are given in Table 3. The IA structure is
excluded since the calculated C� and C� shifts are too low
and too high, respectively, compared with the experi-
mental values. The EE structure is excluded owing to the
too low calculated C� and several too high C� values.


'"�)")�
 �� ��	)"���


The structures of the various systems in solution are
substrate, solvent and temperature dependent. Owing to
this, to broadening of signals for several systems and to
possible ionization in the high-dielectric media, each
system should be described separately. 1H, 13C and 19F
spectroscopies are the tools for structural determination,
and the signals used to identify unequivocally the amides
and the enols (CH, NH, OH, C�, C�) are described in
more detail, whereas all the signals are given in Tables 4
(1H NMR data), 5 (13C NMR data) and 6 (19F NMR data).
For 5–6 mixtures the integrations of the minor signals
(given in these tables) are in the same ratio as those of the
major signals.


#(
 -�/,� ���"
�* �� ����� At room temperature (rt) the
1H NMR spectrum of the 5a/6a system displays signals
ascribed to a mixture of 5a and 6a. The six higher
intensity signals are 1H signals at � 15.59 (d, J = 1 Hz),
9.02 (br) and 3.23 (hept, J = 6.8 Hz), two 3H singlets at �
2.98 and 2.84 and a 6H doublet at � 0.48 (J = 6.5 Hz)
ascribed to the OH, NH, i-Pr-H, COOMe, COOMe and
i-Pr-Me of enol 5a. Signals with 0.7 H intensities at � 6.09
(br, NH), 3.30 (s, CH), 3.20 (heptet, J = 6.8 Hz, i-Pr-CH),
4.3H signals at � 2.98 (s, CO2Me) and 0.40 (d, J = 6.6 Hz,


#��	
 �* ,
��*+����� �'� �%123, � ������ -�	 ���0 �
� -1,�


Compounds C� C� Y Y�


i-Pr


���
e CP-NQS AssignmentMe H


5a/6a 164.5 58.5 166.3 53.3 166.3 53.3 22.8 42.6 106.0 CH 6a
5b/6b 162.4 162.8 58.2 164.8 51.6 166.8 61.4 125.3 22.5 42.8 104.2 104.6 CH 6b
5c/6c 169.1b 71.7 166.8 61.2 124.5 172.5 61.2 124.5 20.8 22.0 44.1 97.4 quart 5c
5d/6d 171.1b 55.8 171.1 52.6 116.7 21.9 22.9 43.7 115.3 quart 5d
5e/6e 172.4c 56.3 172.4 61.2 124.3 117.9 19.5 23.3 45.8 116.1 quart 5e
5g/6g 170.9 176.7d 36.1 117.2 117.2 22.0 23.3 44.4 134.8 140.6 quart 5g


a In 5 Y is cis to the OH. Of the several values for Y,Y�, in the ester groups the first number is for COO, the second number for CH2 (q) or Me (q) and the third
one for CF3 (t).
b In the broad peak at 171.1 peaks can also be identified at 172.1, 170.0 and 167.9 ppm that are not assigned.
c There are also minor peaks at 171.0. 168.8 and 166.5 ppm.
d There are also minor peaks at 169.8 and 174.7 ppm.
e ��� = �C� � �C�.
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#��	
 �* 3��+43# �'� ���������* ������


R1 R2


A


C1 C4 �a C3b C2b


CO2Me CO2Me 162.95 55.64 107.31 163.09 163.09
CN CN 157.61 37.78 119.83 114.55 114.55
CN CO2Me 160.88 42.18 118.70 160.88 118.37
CO2CH2CF3 CO2Me 162.95 57.28 105.67 170.97 163.09
CO2CH2CF3 CN 160.88 43.82 117.06 166.85 118.37
CO2CH2CF3 CO2CH2CF3 162.95 58.91 104.04 170.97 170.97


EA
C1� C4� �a C3�b C2�b


CO2Me CO2Me 167.33 77.86 89.47 160.40 161.09
CN CN 185.42 40.44 144.98 116.01 110.26
CN CO2Me 174.65 59.25 115.40 157.81 111.29
CO2CH2CF3 CO2Me 167.33 74.88 92.45 165.08 160.43
CO2CH2CF3 CN 174.65 56.26 118.39 162.75 117.03
CO2CH2CF3 CO2CH2CF3 167.33 71.89 95.44 164.49 165.15


IA
C1� C4� �a C3�b C2�b


CO2Me CO2Me 158.00 61.36 96.64 162.09 162.09
CN CN 158.54 68.29 90.25 116.82 116.82
CN CO2Me 158.27 62.02 96.25 160.52 119.83
CO2CH2CF3 CO2Me 158.00 63.00 95.00 166.89 162.09
CO2CH2CF3 CN 158.27 63.66 94.61 165.28 119.83
CO2CH2CF3 CO2CH2CF3 158.00 64.64 93.36 166.89 166.89


EE
C1�� C4�� �a C3��b C2��b


CO2Me CO2Me 158.75 55.25 103.50 159.32 163.26
CN CN
CN CO2Me 156.86 66.12 90.74 166.87 119.48
CO2CH2CF3 CO2Me 158.75 93.86 64.89 159.14 163.26
CO2CH2CF3 CN 156.86 66.71 90.15 166.69 119.48
CO2CH2CF3 CO2CH2CF3 90.88


Experimental data
C1 C4 �a C3b C2b


CO2Me CO2Me 164.5 58.5 106 166.3 166.3
CN CN 170.9,176.7 36.1 138.4,140.6 117.2 117.2
CN CO2Me 171.1 55.8 115.3 171.2 116.7
CO2CH2CF3 CO2Me 162.4,162.8 58.2 104.2,104.6 164.8 166.8
CO2CH2CF3 CN 172.4 56.3 116.1 117.9 172.4
CO2CH2CF3 CO2CH2CF3 169.1 71.7 97.4 166.8 172.5
a � = � (1) � � (4) for A, � (1�) � � (4�) for EA, � (1�) � � (4�) for IA and � (1��) � � (4��) for EE.
b COOR signal at � 157.87–179.07; CN signal at � 110.26–119.83 ppm.
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#��	
 0* �� 52. �
� ������� -1, �	* 1 -. �	* .� ��� ��� ��6�� �
��� 
� 7 �	* 7�08


System Solvent T(K)


Chemical shift (�, ppm)


OH NH CH R R� i-Pr-CHa i-Pr-Meb


5a CCl4 298 15.59c 9.02d 2.96 2.84 3.23 0.48
6a 6.09d 3.30 2.98 2.98 3.20 0.40
E-5b 15.62 8.67 3.64e 3.00 3.28 0.48
Z-5b 14.60 9.15 3.71e 2.89 — 0.49
6b 6.03d 3.43 — 2.84 — 0.40
5c 14.70 8.86f 3.74e 3.67e 3.32 0.51
5d 14.06 6.55 3.00 3.30 0.50
5a CDCl3 298 16.32 9.74d 3.82 3.74 4.08 1.25
6a 7.11d 4.34 3.81 — 1.19
E-5b 16.29c 9.38d 4.50e 3.81 4.01–4.14(m) 1.25
Z-5b 15.35c 9.82d 4.55–4.65(m) 3.73 — 1.26
6b 6.94 4.41 — 3.83 — 1.19
5c 298 15.38c 9.57d 4.57e 4.49e 4.11 1.26
6c 6.53 4.51 4.61e — 1.19
5d 14.81(br) 6.10 3.81 4.15 1.26
6d 6.58 4.50 3.89 — 1.21
5d 240 14.72c 6.46f 3.83 4.14 1.28
5e 298 13.95(br) 6.54d 4.57e 4.14 1.28
5e 240 13.94 6.19d 4.62e 4.16 1.29
5f 298 13.37(br) 6.16d 5.79g 4.16 1.29
Z-5f 240 13.30 6.59 5.84g 4.20 1.30
E-5f 8.4 — — —
5h 298 15.05 9.15 1.70h 4.13 1.29
5h 260 14.74 9.10 1.76h 4.17 1.32
7 298 15.10 9.39 1.71h 1.47k


7 240 14.94 9.36 1.74h 1.48k


6a CD3CN 298 6.78d 4.32 3.72 3.93 1.11
5a 16.50 9.80 — — —
6a 240 6.84f 4.35 3.69 3.87 1.07
5a 16.59 9.80 — — —
6b 298 6.75 4.45 4.66 3.74 3.87–4.00(m) 1.12
5b 16.42 9.32 — — — —
6b 240 6.93f 4.48 4.67 3.71 3.89 1.07
5b 16.45 9.33 — — — —
5c 298 15.46 9.57d 4.60–4.80(m) 4.09 1.26
6c 6.75 4.58 — 3.94 1.12
5c 240 15.53 9.63f 4.59e 4.06 1.21
6c 6.93f 4.60 4.68e 3.88 1.07
5d 298 14.93 6.47d 3.77 4.09 1.21
6d 6.88d 4.60 3.79 3.92 1.14i


5d 240 14.90 6.70f 3.73 4.07 1.17
6d 7.08f 4.58 3.75 3.87 1.09i


5e 298 13.98 6.70d 4.68e 4.10 1.23
6e 6.93d — — 3.94 1.16 (br)
Z-5e 240 13.94 6.91f 4.67e 4.10 1.18
E-5e — 8.79 — — —
6e 7.14 4.58 — 3.88 —
5f 298 7.04 6.17g 4.12 1.24
6f 7.58 4.60 — — —
Z-5f 240 13.01 7.20f 6.27g 4.11 1.19
E-5f 8.56 — 4.02 —
6f 7.56 4.61 — — —
6g 298 6.87d 4.95 3.94 1.16
6g 240 7.05d 4.96 3.89 1.11
5h 298 15.00 9.09 1.67h 4.11 1.26
5h 240 15.01 9.05 1.65h 4.08 1.22
7 298 15.26 9.36 1.67g 1.44k


7 240 15.17 9.32 1.65h 1.40k


6a DMSO-d6 298 8.11f 4.46 3.67 3.80 1.05
6b 8.17f 4.62 4.83 (m)e 3.68 3.81 1.06i


6c 8.28 4.77 4.87e 3.82 1.06
6dj 8.56d 4.93 3.69 3.87 1.12
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i-Pr-Me) were assigned to the amide 6a. The 5a/6a ratio
is 59:41. The low-field �(OH), �(NH) of 5a indicate
strong hydrogen bonding, whereas the two COOMe
signals indicate that rotation around the C=C bond at
room temperature is slow on the NMR time-scale. Enol–
amide tautomerization is apparently slow under these
conditions.


The 13C NMR spectrum displays signals for both


species. The three lowest field signals are for 5a at �
174.68 and 169.30 (2 COO q at different environment
in the H-coupled spectrum) and 171.92 (=C�). C� for
5a is at � 74.83 (s) [�C�� � 97 ppm] and the two MeO q
are at � 51.61, 50.65 (J = 146 Hz). The signals of 6 are at
� 165.76 (COO, twice the C� signal intensity), 159.54
(C�), 58.33 (CH, d, J = 136 Hz), 52.76 (q, J = 147 Hz,
OMe).


#��	
 0* �
	��	��*


System Solvent T(K)


Chemical shift (�, ppm)


OH NH CH R R� i-Pr-CHa i-Pr-Meb


5e�j 7.14 (br) 8.57d 4.73e 3.95 1.13
5f�j 9.5–12 7–9.5 6.37g 3.92 1.10
5g� 5.55 3.89 1.09
5h� 15.03 (br) 9.10 1.65h 4.06 1.24
7� 15.18 9.31 1.65h 1.42k


5d DMF-d7 14.95 8.55d 3.78 4.12d 1.25
6d — 5.08 — 3.93 1.15
Z-5d 220 15.01 9.07f 3.80 4.14 1.24
E-5d 9.18f 3.61 4.06 1.21
6d 9.16f 5.21 3.80 3.89 1.12
5e� 8.87d 4.86e 4.12d 1.24
5e 220 14.10 9.36f 5.09e 4.16d 1.25
5e� 8.95 4.92e 4.07 1.21
5f� 220 8.7–12 8.32d 6.89g 4.03 1.16
6f 5.57
5f� 298 8.49d 6.51g 4.10 1.21
6f 5.22
5g 220 12–17 8.56f 4.07 1.18
5g� 298 4.05 1.20
5h 220 15.21 9.27 1.72h 4.15 1.29
5h� 298 15.68 9.20 1.69h 4.14 1.30
7� 298 15.42 9.4 1.70h 1.46k


7 220 15.33 9.40 1.72h 1.44k


Z-5f THF-d8 180 13.20 8.77f 6.91g 4.19 1.22
E-5f 11.62 8.83f 6.73g 4.07 —
Z-5f 240 13.39 8.53d 6.66d 4.17d 1.24
E-5f 11.16 8.76d 6.46d — —
5f 298 10–16 8.31d 6.32 4.14 1.25
5g 180 12.93 8.10f 4.01 1.16
6g 8.34f 5.38 3.89 —
5g 240 12.32 7.74f 4.00 1.18
6g 8.04d 5.29 3.96 1.15
5g 298 10–13 7.35d 4.00 1.18
6g 7.68d 5.18 — —
5h 180 15.42 9.23 1.66h 4.14 1.26
5h� 11.63 9.28
5h 240 15.46 9.22 1.65h 4.12 1.26
5h� 11.22
5h 298 15.37 9.22 1.64h 4.12 1.27
5h� 10.82


a Octet, J = 6.7–7.2 Hz.
b d, J = 6.5–6.6 Hz.
c d, J = 1–1.5 Hz.
d br.
e q, J = 8.4–9.4 Hz.
f d, J = 5.2–7.8 Hz.
g Heptet, J = 5.9–6.2 Hz.
h For 5h/6h and 7, R = CMe2.
i 2d, J = 6.2 Hz.
j All peaks are not sharp.
k The t-Bu singlet.
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�� ������ The 1H NMR signals for both 5a and 6a
resemble those in CCl4 (Table 4) but the 5a/6a ratio of
9:91 is much lower than in CCl4. Both the OH and NH of
5a at � 16.32 and 9.74 are at a significantly lower field
than in CCl4. The 13C NMR spectrum resembles that in
CCl4 except for slightly shifted � values (Table 5).


�� ����	� The rt 1H NMR signals display �s and
integration for the amide 6a (Table 4) with �1% OH and
NH enol signals at � 16.50 (16.59 at 240 K) and 9.80,
respectively. At 240 K, the spectrum is very similar
except that the NH signal of 6a is a sharper doublet. The
13C NMR spectrum displays signals for the amide (Table
5).


�� �
����� Both the 1H and the 13C NMR spectra
resemble those in CD3CN, with � values differing by
�0.2 ppm, except for �(NH) at 8.11, compared with
�6.78 in CD3CN, probably due to hydrogen bonding in
DMSO-d6.


#(
 -�/,� ���"
�* �� ����� Owing to inequivalent ester
groups, two enols can be formed.3c Indeed, the 1H, 13C
and 19F NMR spectra show the presence of two enols and


the amide. Unfortunately, crystals suitable for x-ray
diffraction were not obtained. The E and Z assignments
of the enols are based on the �(OH) and �(NH) as shown
previously and discussed below. In the 1H NMR
spectrum the major enol (E-5b) signals are at � 15.62
(s, OH), 8.67 (s, NH), 3.64 (q, J = 8.5 Hz, CH2CF3), 3.28
(m, i-Pr-CH), 3.00 (s, MeO) and 0.48 (d, J = 6.5 Hz, i-Pr-
Me); the corresponding signals for Z-5b are at � 14.60,
9.15, 3.71, 2.89 and 0.49. Those for 6b are at 6.03 (br,
NH), 3.43 (s, CH), 2.84 (s, MeO) and 0.40 (d, J = 6.6 Hz,


#��	
 ,* ��( 52. *��� -� �	 ���0 �
� ������� -1,


System Solvent T (K)


CH2CF3
a or CH(CF3)2


b


E-Enol Z-Enol Amide Ion


5b/6b CCl4 298 �75.29 �75.35 �75.25
5c/6c �75.62
5b/6b CDCl3 �74.66 �74.70 �74.52
5c/6c 298 �74.80c �74.57
5e/6e �74.76


240 �74.43
5f/6f 298 �74.09


240 �74.06 �73.92
5b/6b CD3CN �75.26


240 �75.18
5c/6c 298 �75.27 �75.17


240 �75.24 �75.22
5e/6e 298 �75.52 �75.27


240 �75.40 �75.20
5f/6f 298 �75.03d


240 �75.06d


5b/6b DMSO-d6 298 �73.20 �73.36
5e/6e �73.44
5f/6f �73.17
5e/6e DMF-d7 �74.92


220 �74.74e


5f/6f 298 �74.55e


220 �74.47
THF-d8 298 �77.03


180 �77.02d


a t, J = 7.5–9.0 Hz.
b d, J = 4.9–7.1 Hz.
c m.
d The signals for E-enol, Z-enol and amide overlap.
e The signals for amide and ion overlap.
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i-Pr-Me). The E-5b:Z-5b:6b ratio is 65: 26: 9. The 19F
NMR spectrum displays three signals at � � 75.29 (t,
J = 9.0 Hz, E-5b), �73.35 (t, J = 8.7 Hz, Z-5b)
and � 75.25 (6b) in a 63:29:8 ratio, which are identified
by the similar ratio in the 1H NMR spectrum.


The 13C NMR spectrum shows the signals for E-5b, Z-
5b at � 174.48, 172.28 (COO), 171.79, 171.79 (C�),
167.16, 168.98 (COO) and 74.31, 74.66 (C�) and for 6b at
� 165.64, 163.54 (COO), 158.87 (C�), 57.84 (C�). Other
signals are given in Table 6.


�� ������ The rt 1H and 19F NMR spectra resemble those
in CCl4 except that the signals appear at a lower field, as
shown in Tables 4 and 6. The E-5b:Z-5b:6b ratio is
34:16:50. The 13C NMR spectrum resembles that in
CCl4, with minor differences.


�� ����	 ��� �
��� In CD3CN the 1H NMR spectrum
indicates the presence of �99% of the amide 6b. Some
CH2 signals are doubled owing to their diastereotopicity.
Signals of �1% at � 16.42 and 9.32 at rt and 240 K are
ascribed to traces of 5b.


The 13C NMR spectrum in CD3CN at rt displays amide
signals at � 165.18 (CO2Me), 163.96 (CO2CH2CF3),
160.86 (C�) and 58.56 (C�). Other signals are given in
Table 5.


In DMSO-d6 the 1H NMR spectrum resembles that in
CD3CN except that �(NH) is at 1.42 ppm lower field. The
13C NMR spectrum (Table 5) also fits the amide
structure.


#(
 -/, ���"
�* �� ���� ��� ������ In the rt 1H NMR
spectrum in CCl4 only enol signals are observed [� 14.70
(OH), 8.86 (d, NH)]. The 19F NMR spectrum displays
one signal at � � 75.62. The 13C NMR spectrum (Table
5) shows COO, CH2 and CF3 signals for two
COOCH2CF3 groups, indicating a slow rotation around
the C�=C� bond on the NMR time-scale at rt. In CDCl3
the 5c/6c ratio at rt is 90:10.


�� ����	 ��� �
����� In CD3CN the signals for 5c
are smaller (21% by 1H, 24% by 19F NMR) than for 6c
(Table 4). The rt 19F NMR spectrum shows two triplets
at � 75.17 (6c) and � 75.27 (5c) ppm. The rt 13C NMR
spectrum shows signals for 5c, 6c at � 171.23, 160.17
(C�), 73.70, 58.26 (=C�). In DMSO-d6 the spectra
(Tables 4–6) show signals at rt only for 6c.


#(
 -�/,� ���"
�* �� ���� ��� ������ Only signals for
5d are observed in CCl4. 1H NMR: � 14.06 (s, OH), 6.55
(s, NH). In CDCl3 at rt, 98% of 5d [� 14.81 (br, OH), 6.10
(s, NH)] is accompanied by 2% of 6d [� 6.58 (s, NH),
4.50 (s, CH)]. At 240 K no 6d is observed. The 13C NMR
spectra in CCl4 (298 K) and CDCl3 (240 K) show only
signals for 5d, e.g. � 171.27 (C�), 55.83 (=C�). Other
signals are given in Tables 4–6.


�� ����	� �
��� ��� �
����� In CD3CN the rt and
240 K 1H NMR spectra display signals for both 5d and
6d: � (rt) 14.93 (br, OH, 5d), 6.47, 6.88 (br, NH, 5d, 6d).
From the NH signals the 5d/6d ratios are 63:37 (298 K)
and 81:19 (240 K). The 13C NMR spectra in CD3CN
display signals for 5d and 6d at both 298 and 240 K
(Table 5).


In DMF-d7 at rt, signals for both 5d and 6d are
observed. 1H NMR: � 14.95 (br, OH, 5d), 8.55 (br, NH,
5d, 6d), 5.08 (br, CH, 6d). At 220 K the signals sharpen
and two enols and 6d are observed. � (Z-5d) 15.01 (s,
OH), 9.07 (d, NH), 3.80 (MeO); � (E-5d) 9.18 (d, NH),
3.61 (MeO); � (6d) 9.16 (d, NH), 5.21 (CH), 3.80 (MeO).
The Z-5d:E-5d:6d ratio is 58:24:18. On shaking with
D2O at 298 and 220 K, the OH, NH and CH signals
disappear.


The 13C NMR spectrum at 220 K also displays the
three species (Table 5) but at rt mostly broadened signals
for 6d and only one enol were observed.


In DMSO-d6 at rt the signals are broad. 1H NMR: �
8.56 (NH), 4.93 (CH). 13C NMR: � 171.35, 163.23,
169.22, 158.64 (COO, C�), 117.51, 114.45 (CN), 55.81
(=C�), 53.44 (CH). The spectra are consistent with the
presence of both 6d and one enol.


#(
 -
/,
 ���"
�* �� ������ At rt the broad 1H NMR
signals (Table 4) which sharpen at 240 K and the 13C
NMR signals (Table 5) show the presence of only 5e.


�� ����	� Except for broad enols signals at � 13.98, 6.70
(OH, NH), weaker signals for 6e are observed at � 6.93
(br, NH), 3.94 (CH). The 19F NMR signals are for 5e
(� � 75.52) and 6e (� � 75.27, br). By integration of the
N1H and the 19F signals the 5e/6e ratio is 83:17. At 240 K
all the signals sharpen and a new 1H singlet at � 8.79
(NH) indicate the presence of a 3% of the E-enol. The Z-
5e:E-5e:6e ratio is 91:3:6. In the 13C NMR spectra (rt,
240 K) only signals for Z-5e are observed (Table 5).


�� �
����� The rt spectra indicate an ionization–
dissociation process. The 1H NMR spectrum displays two
broad signals at � 8.57 (NH), 7.14 (CH or OH) which
disappear on shaking with D2O. Only one 19F NMR


+��� &*
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signal is observed at � � 73.36. The rt 13C NMR
spectrum displays a broad C=O signal at � 167.97, a
CF3 quartet, a broad CN and CH2 and i-Pr signals (Table
5).


�� �
���� The rt 1H, 13C and 19F spectra resemble those
in DMSO-d6, but at 220 K the spectrum is different:
signals for 29% enol [� 14.10 (OH), 9.36 (d, NH), 5.09,
4.16, 1.25 (CH2CF3, i-Pr)] are superimposed on the main
signals at � 8.95 (d, NH), 4.92, 4.07, 1.21 (CH2 and i-Pr)
ascribed to the ion. The 13C NMR signals at 220 K are
sharp and consistent with a mixture of enol 5e [� 172.30
(COO), 170.39 (C�), 55.85 (=C�)] and an ion.


#(
 -�/,� ���"
�* �� ������ The 1H, 13C and 19F spectra
at rt and 240 K fit the structure E-5f. The 1H NMR
spectrum at rt shows broad OH and NH and other signals
(Table 4) which sharpen at 240 K, where an additional
new 0.06 H signal appears at � 8.4 and assigned to the NH
of the enol isomer Z-5f. The rt 19F NMR spectrum
displays a doublet at � � 74.09 but two doublets at
� � 73.92 and � 74.06 at 240 K, indicating the presence
of two species. The 240 K rt 13C NMR spectra display
signals for E-5f (Table 5).


�� ����	� The NH signals at � 7.04 and 7.58 at rt give a
5f:6f ratio of 92:8. An OH enol signal is not observed,
whereas the amide CH signal appears at � 4.6. However,
at 240 K a broad OH signal (� 13.01) and two new signals
at � 8.56 (br, NH) and 4.02 (br, i-Pr-CH), assigned to E-
5f, were observed. The Z-5f:E-5f:6f ratio is 79:15:6. Only
one 19F NMR doublet at � � 75.06 is observed at both rt
and 240 K.


The rt 13C NMR C�, COO, CN and =C� signals are
singlets at � 170.12, 168.47, 114.47 and 55.91. The
spectrum at 240 K is similar. These data suggest that the
ion 5f� derived from 5f/6f is not formed. Hence 5f� was
prepared both at 240 and 298 K by adding one drop of
Et3N into the CD3CN solution of the sample. The 1H
NMR spectrum shows that the amide CH signal has
disappeared and two very broad signals appear at � 8.74
(0.18H, presumably the ionized proton) and 7.48 (0.72H,
NH). There are also two heptets at � 6.14 [CH(CF3)2] and
4.10 (i-Pr-CH), a i-Pr-Me doublet and Et3NH� signals at
� 3.15 (CH2) and 1.24 (Me). The 13C NMR signals are
shifted: the �� [= � (with Et3N) �� (without Et3N)]
values at 240 K are � 0.36, �1.2, 0.23, �0.39, 0.6, �1.1
and 0.38 for the COO, C�, CF3, CH(CF3)2, CN, i-Pr-CH
and i-Pr-Me signals, respectively.


�� ������ Whereas at rt very broad OH and NH signals
appear at � 10–16 and 8.31, at 240 K there are two broad
enol NH signals, which give a Z-5f:E-5f ratio of 69:31. At
180 K all the signals of the two enols are observed and the
Z-5f:E-5f ratio is 50:50. For Z-5f(E-5f) � 13.20 (11.62)
and 8.77 (8.83). Other signals are given in Table 4. Only
one 19F NMR doublet at � � 76.84 appears at 180 K but


13C NMR signals were observed for both enols. � (E-5f,
Z-5f) 170.27, 169.02 (2C�), 57.05, 56.23 (=C�). Other
signals are given in Table 5


�� �
���� ��� �
���� In these solvents the
compound is probably ionized at rt to 5f�. In the 1H
NMR spectrum in DMSO-d6 there are very broad, barely
seen, acidic proton at � 9.5–12 and NH signal at � 7.0–
9.5. The 19F NMR spectrum shows a doublet at � � 73.44
at rt. The 13C NMR signals are given in Table 5.


The 1H, 19F and 13C spectra in DMF at 298 and 220 K
resemble those in DMSO-d6 except that at 220 K a broad
signal appears at � 8.7–12 and the other signals are sharp,
including a very small CH amide signal at � 5.57. On
adding a drop of an aqueous 3 N NaOH solution all the
1H, 19F and 13C NMR signals at rt or 220 K became
sharper. The C� signal shifts downfield by 1.18 (220 K)
and 1.43 (298) ppm and C� shifts upfield by 0.99 and
1.29 ppm at 298 and 220 K, respectively.


#(
 -�/,� ���"
�* The solubility of the dicyano-
substituted system in CCl4 and CDCl3 is too low to
permit determination of the NMR spectrum.


�� ����� ��� ����	� In THF-d8 at rt there are 1H NMR
OH signals at � 10–13, (vb), NH at 7.35 (br) and i-Pr (�
4.00, 1.18) for 5g and broad amide signals at � 7.68 (NH)
and 5.18 (CH). From the NH signals the rt 5g:6g ratio is
60:40. At 180 K all the signals sharpen except for the
�OH at 12.93. The 5g:6g ratios are 96:4 (180 K) and
81:19 (240 K). The OH, NH and CH signals disappear on
shaking with D2O at rt or 240 K.


The 13C NMR signals (Table 5) which are not sharp at
rt sharpen at 180 K. The two CN signals for 5g indicate a
hindered rotation around the C�=C� bond at 180 K.


In CD3CN the spectra at both rt and 240 K indicate the
presence of only 6g (Tables 4 and 5). The signals are
broadened at rt.


�� �
���� ��� �
���� In DMSO-d6 only i-Pr protons
are observed (Table 4). suggesting an ionization of the
OH or CH species to 5g�. This is consistent with the C�


singlet at 33.56 in the hydrogen-coupled 13C spectrum.
Other signals are given in Table 5.


In DMF-d7 the rt 1H and 13C NMR spectra resemble
those in DMSO-d6, but the 1H NMR spectrum at 220 K
display broad signals at � 12–17 (OH) and 8.56 (NH). The
13C NMR signals (C� at 170.64, two CN singlets at


+��� +*
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#��	
 1* /+/	
�19+�	
� ����
� �	* :/	
� ������ �
� ������� -1,


System T (K) Solvent Method
E-Enol
(%)


Z-Enol
(%)


Amide
(%)


Ion
(%)


E-Enol/
Z-enol KEnol


5a/6a 298 CCl4
1H (OH, CH) 59 41 1.4
1H (OMe) 59 41 1.4
1H (NH) 57 43 1.3


CDCl3
1H (OH, CH) 9 91 0.1
1H (NH) 8 92 0.09


CD3CN 1H Trace �99 �0.01
DMSO-d6


1H 100 �0.01
5b/6b CCl4


1H (OH, CH) 65 26 9 2.6 10.1
1H (NH) 64 25 11 2.6 8.1
1H (OMe) 65 26 9 2.6 10.1
19F 63 29 8 2.2 11.5


CDCl3
1H (OH, CH) 34 16 50 2.1 1
1H (NH) 34 15 51 2.3 0.96
1H (OMe) 35 15 50 2.3 1
19F 33 17 50 1.9 1


CD3CN 1H Trace �99 �0.01
19F 100 �0.01


240 1H Trace �99 �0.01
19F 100 �0.01


298 DMSO-d6
1H 100 �0.01
19F 100 �0.01


5c/6c 298 CCl4
1H 100 �100
19F 100 �100


298 CDCl3
1H (OH, CH) 90 10 9
1H (NH) 92 8 11.5
19F 92 8 11.5


298 CD3CN 1H (NH) 21 79 0.27
1H (OH, CH) 19 81 0.23
1H (i-Pr-Me) 21 79 0.27
19F 24 76 0.32


240 1H (NH) 27 73 0.36
1H (OH, CH) 26 74 0.35
1H (i-Pr-Me) 27 73 0.36
19F 25 75 0.33


298 DMSO-d6
1H 100 �0.01
19F 100 �0.01


5d/6d 298 CCl4
1H 100 �100


CDCl3
1H (NH) 98 2 49
1H (OMe) 98 2 49
1H (i-Pr-Me) 95 5 45


240 1H 100 �100
298 CD3CN 1H (NH) 63 37 1.7


1H (OMe) 67 33 2
1H (i-Pr-Me) 64 36 1.8


240 1H (NH) 81 19 4.3
1H (OH, CH) 81 19 4.3
1H (OMe) 81 19 4.3
1H (i-Pr-Me) 79 21 3.8


220 DMF-d7
1H (NH), 19F 23 64 13 0.36 6.7


230 1H (NH), 19F 24 59 17 0.4 4.9
240 1H (NH), 19F 21 59 20 0.36 4
250 1H (NH), 19F 19 57 24 0.3 3.2
260 1H (NH), 19F 16 59 25 0.27 3
270 1H (NH), 19F 16 56 28 0.28 2.6
280 1H (NH), 19F 15 55 30 0.27 2.3
290 1H (NH), 19F 12 56 32 0.21 2.1
300 1H (NH), 19F 8 57 35 0.14 1.9
310 1H (NH), 19F 63 37 1.7
320 1H (NH), 19F 61 39 1.6
330 1H (NH), 19F 60 40 1.5
340 1H (NH), 19F 57 43 1.3
350 1H (NH), 19F 56 44 1.3


5e/6e 298 CDCl3
1H, 19F 100 �100
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#��	
 1* �
	��	��*


System T (K) Solvent Method
E-Enol
(%)


Z-Enol
(%)


Amide
(%)


Ion
(%)


E-Enol/
Z-enol KEnol


240 1H, 19F 100 �100
298 CD2Cl2


1H 100 �100
298 CD3CN 1H (NH) 83 17 4.9


1H (i-Pr-H) 83 17 4.9
1H (i-Pr-Me) 86 13 6.6
19F 85 15 5.7


240 1H (NH) 91 6 0.06 15.7
19F 95 5 19


298 DMF-d7
1H, 19F 100


220 1H (NH) 29 71
1H (i-Pr-H) 29 71
1H (i-Pr-Me) 28 72


298 DMSO-d6
1H, 19F 100


5f/6f 298 CDCl3
1H, 19F 100 �100


240 1H, 19F 6 94 0.06 �100
180 THF-d8


1H (NH) 51 49 1.04 �100
1H [CH(CF3)2] 51 49 1.04 �100
1H (i-Pr-H) 51 49 1.04 �100


190 1H (NH) 50 50 1 �100
1H [CH(CF3)2] 49.5 50.5 1 �100
1H (i-Pr-H) 50 50 1 �100


200 1H (NH) 47 53 0.9 �100
1H (CH(CF3)2) 47 53 0.9 �100
1H (i-Pr-H) 46 54 0.85 �100


210 1H (NH) 41 59 0.69 �100
1H [CH(CF3)2] 44 56 0.78 �100
1H (i-Pr-H) 43 57 0.75 �100


220 1H (NH) 38 62 0.61 �100
1H [CH(CF3)2] 40 60 0.67 �100
1H (i-Pr-H) 39 61 0.64 �100


230 1H (NH) 36 64 0.56 �100
1H [CH(CF3)2] 39 61 0.64 �100
1H (i-Pr-H) 42 58 0.72 �100


240 1H (NH) 35 65 0.54 �100
1H [CH(CF3)2] 37 63 0.59 �100


298 1H, 19F 100 �100
298 CD3CN 1H (NH) 92 8 11.5
240 1H (NH) 15 79 6 02 15.7
298 DMF-d7


1H (NH, CH) Trace �99
220 1H (NH, CH) Trace �99
298 DMSO-d6


1H, 19F 100
5g/6g 180 THF-d8


1H (NH) 96 4 24
190 1H (NH) 95 5 19
200 1H (NH) 92 8 11.5
210 1H (NH) 91 9 10
220 1H (NH) 88 12 7.3
230 1H (NH) 87 13 6.7
240 1H (NH) 83 17 4.9
250 1H (NH) 81 19 4.3
298 CD3CN 1H, 19F 100 �0.01
240 1H, 19F 100 �0.01
298 DMF-d7


1H, 19F 100
220 1H, 19F 100
298 DMSO-d6


1H, 19F 100
5h/6h 298 CDCl3


1H 100 �100
260 1H 100 �100
298 THF-d8


1H 100 �100
240 1H 100 �100
180 1H 100 �100
298 CD3CN 1H 100 �100
240 1H 100 �100
298 DMF-d7


1H 100
220 1H 100 �100
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119.48 and 118.99, a =C� singlet at 34.85 and others;
Table 5) are consistent with the enol structure 5g at 220
K.


#(
 -(/,( ���"
�* �� ������ ����� ��� ����	� Enol
5h was mostly the only observed product at 298 K or at
lower temperatures. The 1H NMR �(OH) values are ca
15.03 in CDCl3 and CD3CN and 15.41 � 0.04 in THF-d8.
Only in THF-d8 were two additional signals with ca 7%
of the intensity of the 5h signals (assigned as 5h� in Table
4) observed at 180 K at � 11.63 and 9.28 but only one
additional signal at � 11.22 at 240 K or 10.82 at 298 K.
On addition of Et3N to the THF-d8 solution at 180 or
298 K the OH signal disappeared, and other signals
shifted slightly. In a similar experiment in CD3CN the
OH disappeared and the NH, CH and Me signals shifted
upfield by ca 0.14 ppm.


The 13C NMR data in CDCl3 at 298 K are given in
Table 5. The signals which appear in THF-d8 at � 170.71
(C�), 171.44, 164.26 (COO) and 73.39 shifted on addition
of Et3N to � 169.27, 166.74 and 77.32. In CD3CN the
COO signals are not observed at rt, but at 240 K they are
at 170.15, 163.57 (COO, vw), 168.76 and 73.32. On
addition of Et3N at 298 K C� is at 167.78, COO at 166.10
and C� at 76.50. At 240 K the signals shift 0.2–0.8 ppm
upfield.


�� �
���� ��� �
���� In DMSO-d6 at rt the 1H and
13C NMR shifts (Tables 4 and 5) are consistent with
structure 5h. In DMF-d7 at 298 (220) K �(OH) 15.68
(15.21) (br), �(NH) 9.20 (9.27). On addition of Et3N the


OH signal disappears, �(NH) = 9.05 and the i-Pr and Me
signals are shifted ca 0.2 ppm upfield. This is ascribed to
the formation of ion 5h�. The 13C NMR signals at 298 K
are at 169.98, 167.76 (C�, COO), 105.13 (CMe2), 73.30
(C�), 44.02 (i-Pr-CH), 25.99 (Me) and 23.40 (i-Pr-Me).
On addition of Et3N they shift to � 168.42, 166.48,
100.15, 77.34, 40.40, 26.13 and 23.40, i.e. CMe2 and i-
Pr-CH are shifted by 4–5 ppm upfield and C� is shifted by
4 ppm to lower field.


'��"
� 1* �� ����� ��� ����	� Only the enol was
observed according to the 1H and 13C NMR spectra
(Tables 4 and 5), which are very similar in CDCl3 and
CD3CN.


�� �
���� ��� �
���� Except for a very broad OH
signal at rt the 1H and 13C spectra (Tables 4 and 5)
resemble those in CDCl3 and are ascribed to 7. In
DMSO-d6 �(O1H) 15.18, �(N1H) 9.31 (br); �13C 169.42
(C�), 166.72 (COO, br), 72.65 (C�). On addition of
Et3N the OH signal is replaced by a very broad signal
at 10.02 and the NH shift to � 8.92; the �(CH, CMe2)
signals are shifted upfield by 0.24 and 0.15 ppm. The 13C
signals are shifted upfield by 2.23, 1.53, 5.19 (CMe2),
�4.25(C�), 4.42(CMe3), �0.82 and � 0.13 ppm, respec-
tively.


In DMF-d7 �(OH) of 15.33 at 220 K further broadens
on raising the temperature, and �(OH) 15.42 (vb) at
298 K, whereas other �s are temperature independent.
The 13C NMR signals (Table 5) are consistent with
structure 7. On addition of Et3N at 298 K the OH signal
disappears, probably owing to the formation of ion 7�.
Other signals shift 0.1–0.2 ppm upfield. However, at
220 K 7% of �(OH) are still observed together with ca
80% of a signal at � 10.65 which we ascribe to the
solvated proton formed by ionization. The 13C spectra at
298 and 220 K are similar and the main shifts compared
with those of 7 are an upfield shift of 4.15 ppm for the
CMe2 and a downfield shift of 3.45 ppm for C�.


Product distributions of all the systems in all solvents
are summarized in Table 7.


#��	
 1* �
	��	��*


System T (K) Solvent Method
E-Enol
(%)


Z-Enol
(%)


Amide
(%)


Ion
(%)


E-Enol/
Z-enol KEnol


298 DMSO-d6
1H 100


7 298 CDCl3
1H 100 �100


240 1H 100 �100
298 CD3CN 1H 100 �100
240 1H 100 �100
298 DMF-d7


1H 100
220 1H 100 �100
298 DMSO-d6


1H 100
3c/4c 298 CD2Cl2


1H �90 �10 �9
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Table 7 contains an appreciable number of KEnol values
for the 5/6 systems in CCl4, CDCl3, THF-d8, CD3CN,
DMSO-d6 and DMF-d7 at several temperatures. These
are valuable for comparison with the available data for
the N-Ph analogs.


The decrease in the percentage of the enol, i.e. KEnol,
for any of the compounds at the same temperature is of
the same order as found previously both for the N-Ph
derivatives3d and the cyano ester substituted systems
3a–g/4a–g,3d i.e. CCl4 � CDCl3 � THF-d8 � CD3CN �
DMSO-d6, DMF-d7. However, there is no universal KEnol


(N-i-Pr)/KEnol (N-Ph) ratio. In the majority of cases the
KEnol (N-i-Pr) system is higher by 1.3–11.3-fold than the
KEnol (N-Ph) system. Only in CD3CN at 240 K is the
KEnol (N-i-Pr)/KEnol (N-Ph) ratio 0.8. However, ratios
based on KEnol can exaggerate the difference since the
corresponding percentages of the enol are 95% (in the 3f/
4f system) and 94% (in the 5f/6f system), i.e. within the
experimental error. The ratio for CD3CN at 298 K, where
the enol percentages are higher and the relative error is
lower, favors the N-i-Pr enol. Finally, in DMF-d7 at
220 K 5e, 5f and 5g are ionized at rt to 5e�, 5f� and 5g�,
but a large enol percentage is observed at 220 K. Data are
not available for the N-Ph systems.


For the 5f/6f system in THF-d8 both systems are
completely enolic and for 5b/6b in CD3CN both systems
are completely amidic and comparisons are not possible.


We conclude that the relative percentage of enol is
generally somewhat higher for the N-i-Pr than for the N-
Ph derivatives. However, in the narrow window in which
the enol percentage can be measured, there is no case
where only the N-i-Pr and no N-Ph enol is observed. The
largest N-Ph → N-i-Pr changes are for 5a/6a in CCl4
(10% → 58%), for 5b/6b in CDCl3 (24% → 50%), for 5c/
6c in CD3CN (5% → 21%) and for 5e/6e in CD3CN
(59% → 84%). These changes are not dramatic, and the
hope that the N-Ph → N-i-Pr change will enable one to
obtain enols that are not observed in the N-Ph series is not
fulfilled.


Plots of the limited data for KEnol (N-Ph) vs KEnol (N-i-
Pr) values show linearity. In CCl4 the three-point plot has
a slope of 0.32. In CDCl3 the four-point plot is linear with
a slope of 2.1 and in CD3CN the approximate three-point
plot has a slope of 0.48.


Data on the effect of other N-alkyl groups are
unavailable at present, but preliminary experiments with
N-t-Bu systems suggest that the conclusion above is
valid.


The higher enol content of the N-i-Pr systems is
ascribed to the higher electron donation by the alkyl
group compared with inductive electron withdrawal by
the phenyl group which increases the contribution of
resonance structure 2a of the enol [Eqn(1)]. However,


caution should be exercised since the electronic effect
will increase also the contribution of the amide resonance
structure 1a. The experimental data show that the former
effect is more important, but discussion of small
differences resulting from compensation of opposing
effects on the two enols and the two amides seems
unwarranted.


'�	�
�" 
��
" �� "(
 �3$45� �3�45 ��� �3�45
��	)
�


A benefit of the mostly higher KEnol values for the N-i-Pr
than for the N-Ph systems is that the enols are observed in
solvents with higher dielectric constants than was
previously possible. Consequently, we now have �(OH)
and �(NH) values for the enols in CCl4, CDCl3, THF-d8,
CD3CN and DMF-d7 which enable us to generalize
previous results and to explain an unclear result related to
hydrogen bonding by these groups. Owing to solubility
problems data are not available for all systems. The
following generalizations emerge from the data in Table 4.


(a) The �(OH) for a specific system increases with
increase in polarity of the solvent. We noted
previously3c that the �(OH) value for the N-Ph systems
in CDCl3 is ca 0.8 ppm higher than in CCl4, but the
reason was unclear. We find a similar difference of
0.7–0.8 ppm in the present work, a very small further
increase of �(OH) of 0.1–0.2 ppm in CD3CN and
practically no further increase in DMF-d7. Exceptions
are the lower �(OH) for 5f and 5g in CD3CN than in
CDCl3. Since the intramolecular hydrogen bond in
5a–h, 7 is polar, it is expected to be affected by the
solvent polarity, being more stabilized in a more polar
higher dielectric solvent, as is observed. Since �(OH)
reflects the strength of the hydrogen bonds,7 which
eventually approaches a limit, �(OH) is expected to
reach a plateau at the higher dielectric constant
solvent, as is indeed observed.


(b) The stronger is the hydrogen bond the higher should
be �(OH) in the same solvent. Comparison of
�(OH) for the symmetrical malonate esters 5a
and 5c indicate that for 5a with the stronger O—
H���O=C—OCH3 hydrogen bond, �(OH) in CCl4 is
15.59, whereas for 5c with the weaker O—
H���O=C—OCH2CF3 bond (due to the electron
withdrawal by the CF3 group), �(OH) in CCl4 is
15.38. Similar results are found in the other solvents.


For 5b the hydrogen bond can be either to a
CO2Me or to a CO2CH2CF3 and two �(OH) values
which are close to the values for 5a and 5c,
respectively, are observed and ascribed to two
geometric isomers. The higher value of 15.62 ppm
is assigned to the E-isomer with cis OH/CO2Me
groups whereas the value of 14.60 ppm is assigned to
the Z-isomer with cis OH/CO2CH2CF3 groups. This
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is consistent with the isomer ratio (E/Z = 2.6),
indicating a small effect of the non-hydrogen bonded
ester group on the �(OH) and hence on the bond
strength. However, a complete analysis requires
consideration of the hydrogen bonds to the NH group
also (see below).


A similar analysis applies to the cyano ester enols
5d–f where an intramolecular hydrogen bond to the
OH is present only for the Z-isomer. At 298 K �(OH)
for Z-NCC(CO2R)=C(OH)NHPr-i are 14.81, 13.95
and 13.37 for R = Me, CH2CF3 and CH(CF3)2,
respectively, as expected from the weakening of the
hydrogen bond on increasing the number of fluorine
atoms. The trend is the same in CD3CN and in DMF-d7.
�(OH) is ca 1.5 ppm at a lower field for the


symmetrical diesters 5a and 5c than for the
corresponding cyanoesters Z-5d and Z-5e, respec-
tively. This reflects an appreciable and similar
reduction of the hydrogen bond strength by CN
compared with CO2Me or CO2CH2CF3. Whereas CN
is more electron withdrawing than either of the ester
groups, the similar effect is surprising. It may be
connected with moderation of the hydrogen bond to
the NH due to electron withdrawal by the CO2R
group, which has no counterpart with the CN.


In THF-d8 the ��(OH) = �(OH, E) � �(OH, Z)
difference for 5f of 1.6–2.2 is larger than for 5b (0.9–
1 ppm). This reflects the larger difference between
the strengths of the intramolecular hydrogen bonds of
the two EWGs.


(c) A plot of �(OH, N-Ph) vs �(OH, N-i-Pr) (Fig. 4) for
5a–f, h in CDCl3 at 298 K is linear (R2 = 0.9991)
with a slope of 1.15 with the following order of
�(OH) values for the a � b � c � h � d � e � f
systems. This reflects quantitatively the trend dis-
cussed above and shows that the effects are identical
in both systems.


(d) By the �(OH) criterion Meldrum’s acid 5h seems to
have a weaker hydrogen bond than its open-chain
analog 5a despite its much higher KEnol value.
Consequently, while the hydrogen bond is a
dominant factor in stabilizing the enols, other factors,
e.g. the amide stability, also affect KEnol, so that a
high �(OH) is not due only to a high KEnol value.


(e) The order of the �(OH) values for system 5c in
various solvents is CCl4 �CDCl3 �CD3CN for both
the N-Ph and N-i-Pr systems.


(f) The effect of the nitrogen substituent (Ph, i-Pr, t-Bu)
on �(OH) is small.


(g) The temperature effect on �(OH) is small over the
range 58–78°C, indicating an intramolecular hydro-
gen bond.


(h) Most of the OH signals are sharp, but those observed
for 5f and 5g in THF-d8 at rt, for 5g in DMF-d7 and
for 5h in CD3CN are broad. Since cooling leads to
sharpening of the signals, the broad signals are
ascribed to an exchange process between the enol


and either the amide or the enolate ion which is
frozen on the NMR time-scale at the lower
temperature.


(i) The behavior of the �(NH) signals resembles that of
the �(OH) signals, except that the effects are milder.
A plot of �(NH, N-Ph) vs �(NH, N-i-Pr) for 5a–5f, h
in CDCl3 (Fig. 5) is approximately linear
(R2 = 0.9726) with a slope of 1.06. It differs from
Fig. 4 since points a, b, c and h are grouped at the
high �(NH) region and points d, e and f are grouped at
the lower �(NH) region. As in Fig. 5, �(NH) is higher
in CD3CN and CDCl3 than in CCl4. The relative
stabilities of the E- and Z-isomers depends on the
strengths of both the OH and NH hydrogen bonds.
With the unsymmetrical substituted diesters 5b the
effects are in opposite directions and the strength of
the OH hydrogen bonds dominates. The same applies
also for the cyano esters, where only a hydrogen bond
to the ester group occurs in the two isomers.


(j) In the higher dielectric constant solvents ionization
becomes important, especially for the more acidic
systems (with more cyano groups or more fluorine
atoms in the ester groups).


&/ 
��	 ��"���


There are only four (E/Z) N-i-Pr/(E/Z) N-Ph ratios (Table
8). The 5b/3b ratios are close to unity since the dominant


+��)�
 0* %�
� 
� �-��� 5+%�0 �� �-��� 5+�+%�0 �	 ����' �� "�$
:


+��)�
 -* %�
� 
� �-5�� 5+%�0 �� �-5�� 5+�+%�0 �	 ����' �� "�$
:
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effect on the ratio is the hydrogen bond to the OH group
and the effect of the weaker hydrogen bond to the NH
group is smaller. The 5f/3f ratios in THF-d8 and CD3CN
at 240 K are 0.6 and 0.02. This is due to the larger
changes in the ratios for system 3 than for system 5. The
E/Z enol ratios in THF-d8 for 3f and 5f do not differ
much, presumably owing to H-bonding with the THF. In
CD3CN, the ratio for 5f is three-fold lower than in THF,
whereas for 3f it increases nine-fold. Comparison is
difficult since different types of H-bonding to the two
enols are involved in the three systems: Two intramol-
ecular O���H—O bonds in the b system, mainly an
O���H—O bond to the solvent in THF and mainly one
intramolecular O���H—O bond in CD3CN.


#
��
��")�
 
��
"


THF-d8 is a convenient solvent for measuring the
temperature effects and enols/amide and Z-enol/E-enol
ratios were determined in a wide temperature range for
two systems. For the 5f/6f system only the enols were
observed (Table 7), and from 180 to 240 K the percentage


of Z-5f increased slowly but consistently from 49% to
64%, i.e. the Z-5f/E-5f ratio increased from 0.96 to 1.75.
At 298 K only one enol was observed. The thermo-
dynamic parameters are �G° = �0.6 kcal mol�1,
�H° = 1.1 kcal mol�1 and �S° = 5.8 e.u. (Table 9)
(1 kcal = 4.184 kJ). For the symmetrical 5g/6g system
only one enol is available, but the percentage of the
observed amide increases from 4% at 180 K to 19% at
250 K. From the log KEnol vs 1/T plot,
�G° = �0.4 kcal mol�1, �H° = �2.3 kcal mol�1 and
�S° �6.5 e.u. (Tables 7 and 9).


The temperature effect on the two ratios for the 5d/6d
system was studied in DMF-d7 between 220 and 350 K.
The amide percentage increased with increase in
temperature from 13% at 220 K to 44% to 350 K, giving
�G° = �0.4 kcal mol�1, �H° = �1.9 kcal mol�1 and
�S° = �4.8 e.u., values close to those in THF-d8 (Table
9). In this system the Z-5d/E-5d ratio also changes from
2.8 at 220 K to 7 at 300 K, above which Z-5d is not
observed. Consequently, the amide percentage roughly
increases at the expense of the E-5d percentage.


In contrast, in CD3CN the amide percentage increased
from 74% (240 K) to 79% (298K) for 5c/6c, from 19%
(240 K) to 35% (298 K) for 5d/6d, from 5.5% (240 K) to
16% (298 K) for 5e and from 6% (240 K) to 8% (298 K)
for 5f/6f.


&�6&!�.&�#7�


������� �������� Melting-points and 1H, 13C and 19F
NMR spectra were measured as described previously.
Solid-state 13C NMR spectra were measured as described
in Ref. 3c.


�������� ��� ����� ���� The deuteriated solvents and the


#��	
 8* .���
� 
� :/	
� -5+�+%�01:/	
� -5+%�0 ������ �	* /19+�	
� ����
� �
� 5+�+%� �	* 5+%�


System Solvent T (K)


KEnol KEnol(N-i-Pr) E/Z-Enol E/Z(N-i-Pr)


3/4 5/6 KEnol(N-Ph) 3/4 5/6 E/Z(N-Ph)


a CCl4 298 0.11 1.4 12.7
CDCl3 298 0.05 0.1 2


b CCl4 298 2.8 10.1 3.6 2.8 2.6 0.9
CDCl3 298 0.3 1 3.3 2.8 2.3 0.8


c CCl4 298 32 �100 �3.1
CDCl3 298 6.7 9 1.3
CD3CN 298 0.05 0.27 5.4


d CDCl3 298 �100 49 �0.5
240 �100 �100


CD3CN 298 1.7
e CD3CN 298 1.4 4.9 3.5
f THF-d8 298 �100 �100


240 49 �100 �2 1 0.56 0.56
CD3CN 298 5.3 11.5 2.2 6


240 19 15.7 0.8 9 0.19 0.02


#��	
 9* �����
*�	���� ���������� �
� ��� -�1,� �	*
-�1,� �;���������
	 �	* ��� /19+�	
� ��
����&���
	 
� -� ��
"�$ :


Parameter 5g/6ga 5d/6db E/Z-5f


LnKEnol
c 0.66 0.64 1.07d


�G° (kcal mol�1) �0.39 �0.38 �0.63
�H° (kcal mol�1) �2.32 �1.89 1.1
�S° (cal mol�1 K�1) �6.48 �4.76 5.8


a In THF-d8.
b In DMF-d7.
c LnKEnol extrapolated from data for lnKEnol vs 1/T.
d lnKi in THF-d8.
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starting materials were purchased from Aldrich and were
used without further purification.


��!������"��#� $ ����� ,�� C9H15NO5. Space group
P21/c; a = 14.251(5) Å, b = 14.229(6) Å,
c = 17.158(4) Å, � = 91.16(2)°, V = 3478(2) Å3, Z = 12,
�calcd = 1.24 g cm�3. �(Cu K�) = 8.69 cm�1, No. of un-
ique reflections = 6457, No. of reflections with I
�3�I = 4817, R = 0.066, RW = 0.085. 5d: C8H12N2O3.
Space group P21/n; a = 17.742(3) Å, b = 10.231(2) Å,
c = 5.491(1) Å, � = 96.70(2)°, V = 989.3(5) Å3, Z = 4,
�calcd = 1.24 g cm�3, �(Mo K�) = 0.95 cm�1, No. of
unique reflections = 1236, No. of reflections with I
�2�I = 720, R = 0.082, RW = 0.098. 5h: C10H15NO5.
Space group P1; a = 9.235(1) Å, b = 9.720(2) Å,
c = 7.320(1) Å, � = 92.85(1)°, � = 110.48(1)°,
� = 70.74(1)°, V = 579.5(2) Å3, Z = 2,
�calcd = 1.312 g cm�3, �(Mo K�) = 1.06 cm�1, No. of
unique reflections = 1838, No. of reflections with I
�2�I = 1360, R = 0.078, RW = 0.099.


� ����!� 	 ��#��#!�$��%�&�� ���������� ',�(� To
dimethyl malonate (2.64 g, 20 mmol) in diethyl ether
(10 ml) a dispersion of sodium (0.46 g, 20 mmol) in dry
diethyl ether (50 ml) was added during 1 h with stirring.
Stirring was continued for 24 h during which dry diethyl
ether (40 ml) was added to the mixture. Isopropyl
isocyanate (1.70 g, 20 mmol) in dry diethyl ether
(10 ml) was added dropwise to the stirred suspension
during 30 min. Stirring was continued for 4 h at rt, then
the mixture was refluxed for 2 h. After stirring overnight
at rt, the salt formed was filtered, washed with diethyl
ether, the solid was dissolved in DMF (10 ml) and the
solution was poured into ice-cooled 2 N HCl (200 ml)
with stirring. The product was extracted with EtOAc
(150 ml) and the extract was washed with ice-cold water
(100 ml) and dried (Na2SO4). The solvent was evapo-
rated under reduced pressure, leaving solid dimethyl N-
isopropylcarboxamidomalonate (1.4 g, 32%). Crystal-
lization from EtOAc–petroleum ether gave pure 6a as a


white solid, m.p. 93–94°C. NMR data and analyses are
given in Tables 4, 5 and 10.


)�)�)�� *+������!� ����!� 	 ��#��#!�$��%�&�� ��
�������� ',�(� To a dispersion of sodium (0.12 g,
5 mmol) in diethyl ether (30 ml) 2,2,2-trifluoroethyl
methyl malonate (1 g, 5 mmol) in diethyl ether (10 ml)
was added dropwise during 30 min. Stirring was
continued for 24 h at rt and then isopropyl isocyanate
(0.42 g, 5 mmol) in diethyl ether (10 ml) was added
dropwise during 30 min. After additional stirring for 24 h
at rt, refluxing for 90 min and cooling to rt, the sodium
salt formed was filtered and washed with diethyl ether,
giving 1.4 g (91%). 1H NMR (DMSO-d6, 298K), � 1.03
(6H, d, J = 6.6 Hz, Me), 3.44 (3H, s, MeO), 3.86 (1H,
octet, J = 6.6 Hz, i-Pr-H), 4.46 (2H, q, J = 9.4 Hz,
CH2CF3), 8.50 (1H, d, J = 6.3 Hz, NH). 19F NMR
(DMSO-d6, 298 K), � � 73.28 (t, J = 8.3 Hz); 13C NMR
(DMSO-d6, 298K), � 23.38 (q, J = 125 Hz, i-Pr-Me),
39.29 (dm, Jd = 138 Hz, i-Pr-CH), 49.39 (q, J = 144 Hz,
MeO), 57.57 (tq, Jt = 149 Hz, Jq = 34 Hz, CH2CF3),
77.23 (s, C�), 124.44 (qt, Jq = 278 Hz, CF3), 167.94 (s,
CON), 168.78 (s, COO), 171.06 (s, COO).


The salt (1.40 g, 4.6 mmol) was dissolved in ice–water
(10 ml) and filtered. Concentrated HCl (3 ml) was added
dropwise with stirring to the filtrate and the white solid
formed was filtered (0.9 g, 69%). Recrystallization from
DMF–H2O gave fine needles of 6b, m.p. 84–85°C. NMR
data and analyses are given in Tables 4–6 and 10.


, �')�)�)�� *+������!�( 	 ��#��#!�$��%�&�� ������
���� '-(� To a stirred mixture of bis(2,2,2-trifluoroethyl)
malonate (1.34 g, 5 mmol) and triethylamine (1.02 g,
10 mmol) in DMF (10 ml) isopropyl isocyanate (0.42 g,
5 mmol) was added and the mixture was stirred for 24 h at
rt. The solution was poured into ice-cold 2 N HCl
(200 ml) with stirring and the white precipitate was
filtered, giving 1.6 g (90%) of the crude product.
Crystallization from EtOAc–petroleum ether gave 5c as
a white solid, m.p. 86–87°C. NMR data and analyses are
given in Tables 4–6 and 10.


#��	
 �:* 3	�������� *��� �
� ������� -/, �	* 1


Compounda Formula M.p. (°C)


Calculated (%) Found (%)


C H N C H N


6a C9H15NO5 93–94 49.76 6.96 6.45 49.90 7.09 6.70
6b C10H14F3NO5 84–85 42.11 4.95 4.91 42.04 5.02 4.89
5c C11H13F6NO5 86–87 38.95 3.86 4.13 38.95 3.77 3.81
5d C8H12N2O3 117–119 52.16 6.57 15.21 52.46 6.65 15.26
5e C9H11F3N2O3 151–152 42.86 4.40 11.10 43.18 4.63 11.25
5f C10H10F6N2O3 124–126 37.51 3.15 8.75 37.77 3.30 8.68
5g C7H9N3O 139–142 55.62 6.00 27.80 55.82 6.08 28.07
5h C10H15NO5 98–100 52.38 6.59 6.11 52.17 6.52 6.14
7 C11H17NO5 108–110 54.31 7.04 5.76 54.21 6.96 5.80


a The structure of the solid tautomer is given.
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���!� 	 ��#��#!�$��%�&�� ��'$!���(�$����� '-�(�
To a stirred mixture of methyl cyanoacetate (0.99 g,
10 mmol) and triethylamine (2.04 g, 20 mmol) in DMF
(10 ml), isopropyl isocyanate (0.85 g, 10 mmol) was
added and the mixture was stirred for 24 h at rt. The
mixture was poured into ice-cold 2 N HCl (200 ml) with
stirring, and the white solid (1.2 g, 65%) formed was
filtered. Crystallization from EtOAc–petroleum ether
gave white needles, m.p. 117–119°C. NMR data and
analyses are given in Tables 4, 5 and 10.


)�)�)�� *+������!� 	 ��#��#!��� ��'$!���(�$�����
'-
(� To a stirred mixture of 2,2,2-trifluoroethyl cyanoa-
cetate (1.67 g, 10 ml) and triethylamine (2.04 g,
20 mmol) in DMF (10 ml) isopropyl isocyanate was
added. The mixture was stirred for 24 h, then poured into
ice–cold 2 N HCl (200 ml) giving 2.2 g (87%) of crude
5e. Crystallization from EtOAc–petroleum ether gave
fine needles, m.p. 151–152°C. NMR data and analyses
are given in Tables 4–6 and 10.


-�-�-��������&�*+������!� 	 ��#��#!�$��%�&�� ��
�������� '-�(� A mixture of 1,1,1,3,3,3-hexafluoroiso-
propyl cyanoacetate (0.59 g, 2.5 mmol), triethylamine
(0.51 g, 5 mmol) and isopropyl isocyanate (0.21 g,
2.5 mmol) in DMF (5 ml) was stirred for 2 h and then
poured into 2 N HCl solution (50 ml) with stirring. The
precipitate was filtered and dried in air to give a solid
(0.2 g, 25%), m.p. 124–126°C. NMR data and analyses
are given in Tables 4–6 and 10.


)�)� $!���	 ��#��#!��$���� �� '-�(� Isopropyl iso-
cyanate (0.85 g, 10 mmol) was added to a mixture of
malononitrile (0.66 g, 10 mmol) and triethylamine
(2.04 g, 20 mmol) in DMF (10 ml). The mixture was
stirred for 6 h, then poured into ice-cold 2 N HCl (200 ml)
and the precipitate formed was filtered and washed with
ice-cold water and dried in air. Crystallization from
EtOAc–petroleum ether gave 5g as a white solid, m.p.
139–142°C. NMR data and analyses are given in Tables
4, 5 and 10.


.'	 ��#��#!��� ��( 
����+�/� �$ � ���� '-((� To a
mixture of Meldrum’s acid (1.44 g, 10 mmol) and
triethylamine (2.02 g, 20 mmol) in DMF (7 ml), isopro-
pyl isocyanate (0.85 g, 10 mmol) was added. The mixture
was stirred at rt for 2 h, then poured into ice-cold 2 N HCl
(50 ml) and the precipitated white solid was filtered and
washed with ice-cold water, giving 0.5 g (22%) of 5h,
m.p. 98–100°C (from EtOAc–petroleum ether). NMR
data and analyses are given in Tables 4, 5 and 10.


.'	�%+�!��� ��( 
����+�/� �$ � ���� '1(� A mixture


of Meldrum’s acid (2.88 g, 20 mmol), Et3N (4.04 g,
40 mmol) and t-butyl isocyanate (1.98 g, 20 mmol) in
DMF (10 ml) was stirred for 2 h at rt. Work-up as for 5h
above gave 0.27 g (5%) of 7, m.p. 108–110°C. NMR data
and analyses are given in Tables 4, 5 and 10.


')��	
�
�"��� ��"
���	


Tables S1–S15 of crystal structure analyses, bond lengths
and angles, positional and thermal parameters and
stereoviews of compounds 6a, 5d and 5h have been
deposited in the Cambridge Structural Database.


7;��<	
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ABSTRACT: Complexation of flutamide (FM), the drug used in treatment of prostate cancer, with �-, �- and �-
cyclodextrins (CDs), heptakis(2,6-di-O-methyl)-�-CD (DM-�-CD), heptakis(2,3,6-tri-O-methyl)-�-CD (TM-�-CD),
2-hydroxypropyl-�-CD (2HP-�-CD) and carboxymethyl-�-CD (CM-�-CD) was studied. For all CDs the stability
constants were determined by the solubility method. UV spectrophotometry and polarography were used in particular
cases. The values of the stability constants increased in the order: �-CD � �-CD ��-CD � CM-�-CD �TM-�-
CD � 2HP-�-CD �DM-�-CD. For complexes of FM with �-CD and TM-�-CD, the thermodynamic parameters of
complexation were determined from the temperature dependence of the corresponding stability constants. For �-, �-,
�- and TM-�-CD, calculations using HyperChem6 software by the MM� force field were carried out to gain some
insight into the host–guest geometry. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: flutamide; cyclodextrins; inclusion complexes; stability constants
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Cyclodextrins (CDs) are truncated cone-shaped cyclic
oligosaccharides built up from six (�-CD), seven (�-CD)
and eight (�-CD) D-glucopyranose units linked by �-1,4
glycosidic bonds.1 The most important property of these
molecules is the ability to form host–guest inclusion
compounds with a variety of substrates.1,2 Through the
formation of inclusion complexes the physical, chemical
and biological properties of guest molecules can be
altered.


The most common pharmaceutical application of CDs
is to enhance the solubility, stability and bioavailability
of drug molecules.3–5 The effect of CDs on drug
absorption is largely dependent on the magnitude of the
stability constant and the dissolution rate of the inclusion
compound. The poor water solubility of �-CD (1.85 g per
100 cm3 at 20°C) is often the main drawback for its
application in pharmacy. Recently, various kinds of CD
derivatives have been prepared so as to extend the
inclusion capacity as novel drug carriers.5–7 Most CD
derivatives are highly water-soluble products. Among the
chemically modified CDs, methylated and hydroxyalky-
lated CDs have received considerable attention because
their physicochemical properties and aqueous solubility
are significantly changed and the inclusion behavior is


largely magnified, depending on the degree of substitu-
tion.8


Flutamide (FM), 2-methyl-N-[4-nitro-3(trifluoro-
methyl)phenyl]propanamide (Fig. 1), is a non-steroidal
anti-androgen drug commonly used in advanced prostate
cancer.9–11 FM was found to exhibit large differences in
bioavailability following oral administration owing to its
poor water solubility.


The aim of this work was to study the influence of
native and modified CDs on the complexation of FM by
the determination of the corresponding stability constants
in the hope of improving some of the pharmaceutical
properties of FM. To gain some insight into the
intermolecular interactions accompanying the complexa-
tion, we estimated the thermodynamic parameters of
complexation and performed molecular modeling studies
using the HyperChem6 program. Studies were carried out
with native �-, �- and �-CD and modified CDs,
heptakis(2,6-di-O-methyl)-�-CD (DM-�-CD), hepta-
kis(2,3,6-tri-O-methyl)-�-CD (TM-�-CD), 2-hydroxy-
propyl-�-CD (2HP-�-CD) and carboxymethyl-�-CD
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(CM-�-CD). The stability constants were determined by
the UV–visible spectroscopy, polarography (for �,- � and
�-CD) and the solubility method.


+,-+$"�+#�./


���������	 �-CD was purchased from Serva (Heidelberg,
Germany) and �-CD, DM-�-CD (purity �98%), TM-�-
CD, CM-�-CD (average degree of substitution DS � 3)
and 2HP-�-CD (DS = 2.7) from Cyclolab (Budapest,
Hungary). They were used without additional purifica-
tion. FM was supplied by Anpharm (Warsaw, Poland)
and was used as received. Deionized water from a Milli-
Q system (Millipore, Bedford, MA, USA) distilled
additionally from a quartz still was used for solution
preparation.



�������������� ������������	 The absorption
spectra were measured in 1 cm quartz cuvets using a
Caryl spectrophotometer (Varian) equipped with a
thermostatically controlled cell compartment. The
change in absorption was measured as a function of CD
concentration. The concentration of FM was held
constant at 10�4 mol dm�3 for all the solutions. Six
replicate solutions were prepared for each concentration
of CD. Fresh solutions were prepared for each replicate
run and the stock solutions were also frequently freshly
prepared. In the reference cuvete was always the same
concentration of CD as in the studied solution. The data
were analysed by a statistical treatment.12



�������� ������������	 Solubility studies were carried
out according to the method of Higuchi and Connors.13


An excess amount of FM (3 mg) was added to 5 cm3 of
water containing various concentrations of the studied
CDs. The suspensions were shaken in screw-capped vials
at 25 � 0.2°C. After 6 days, when the equilibrium had
been reached, the contents of each vial were centrifuged,
filtered through a Schott funel (pore diameter 16–40 �m)
and the concentration of FM in the filtered solution was
measured by UV spectrophotometry at 302 nm. All the
data were the averages of at least three determinations.


����������� ������������	 The reduction of FM at a
dropping Hg electrode from solutions of 0.1 mol dm�3


NaCl in the absence and in the presence of increasing
concentrations of �-, �- and �-CDs was studied by a
polarographic method. All experiments were carried out in
a three-electrode system at 25 � 0.5°C. The counter
electrode was a Pt cylinder and a 1 mol dm�3 NaCl
calomel electrode was used as the reference electrode. The
polarographic curves were recorded from deaerated
solutions using a measuring system constructed from an
EP-20A potenstiostat, an EG-20 function generator (both
produced by Elpan, Lubawa, Poland) and an XY-recorder.


$+0'/�0 .#& &"0�'00"%#
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The absorption spectrum of FM exhibits two maxima at
227 and 302 nm. With a progressive increase in the
concentration of the studied CDs both absorption bands
decreased and shifted slightly toward longer wave-
lengths. Figure 2 shows the UV spectrum of
10�4 mol dm�3 FM (saturated solution) in the absence
and in the presence of increasing concentrations of TM-
�-CD. The presence of two isosbestic points at 244 and
336 nm indicates the formation of a complex with 1:1
stoichiometry. The UV spectra in the presence of other
CDs were similar. In the case of �-CD and �-CD, the
changes in absorbance were so small that they did not
allow the accurate determination of the stability con-
stants.


The stability constants were calculated using the
Benesi–Hildebrand and Scatchard equations.14 The plots
were linear with typical regression coefficients exceeding
0.999, which indicates the presence of one complex with
1:1 stoichiometry. The association constants were also
calculated using a non-linear least-squares regression
analysis.


0����
�
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The phase solubility diagrams of FM in aqueous solutions
of studied CDs obtained at 25°C are shown in Fig. 3. The
solubility of FM increased linearly as a function of CD
concentration and over the range of concentrations
studied showed the features of an AL type following
Higuchi and Connors’ classification.13 The increase in
solubility can be attributed to the formation of inclusion
complexes between FM and the studied CDs character-
ized by greater solubilities than that of FM alone. As the
slope of the solubility curves is less than unity, it can be
assumed that the stoichiometry of inclusion complexes is
1:1. The stability constants of the inclusion complexes
were calculated from the straight-line diagrams accord-
ing to the equation


K � s�s0 �1 � s� �1�


where s0 is the solubility of FM in the absence of CDs
(the intercept) and s denotes the slope of the straight line.


The solubility of FM in the presence of �-CD in water
was determined at 37°C by Adel et al.15 The value of K
estimated by us from their data is included in Table 2.


-���������1
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Owing to the presence of the nitro group, the molecule of
FM is electroactive. Electroreduction of FM from
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aqueous solutions of 0.1 mol dm�3 NaCl in the absence
and presence of �-, �- and �-CDs was studied
polarographically. This salt was chosen because it is
not complexed by CDs.16,17 The diffusion coefficients,
Df, of FM and the observed diffusion coefficients, Dobs, in
the presence of increasing concentrations of CDs were
determined from the polarographic limiting instanta-
neous diffusion currents using the Ilkovič equation.18 The
changes in Dobs vs CD concentration are shown in Fig. 4.
The method by which the stability constants were
calculated has been described previously.19 This method
also allows the calculation of the diffusion coefficient,
Dc, of the guest molecule with the host. The calculated
values of Dc for FM with �-, �- and �-CD were
1.48 � 10�6, 6.98 � 10�7 and 1.08 � 10�7 cm2 s�1,
respectively.


0	��
�
	� ����	��	� ��� 	1���������
� ���2
���	���


The stability constants of FM with native and modified
CDs determined by UV spectrophotometry, polaro-
graphic and solubility methods are given in Table 1
together with the literature data. Inclusion of FM in �-CD
and the stoichiometry of 1:1 has been confirmed by
Sortino et al.20 using the induced circular dichroism
(ICD) method. The value of KS that they determined is
consistent with that obtained by us using the UV
spectrophotometric method. Zuo et al.21 provided experi-
mental evidence that FM is included in HP-�-CD with the


(
���� 3* �%�������� ������ �	 $������� & ��� ��� ���'(
�� ��� �%���� ��� ������� �	 )������ ������������
�	 *+!�!�, �� ��°�- ������������� �	 *+!�!�,. &�( �/
&%(  �  ��'/ &(  -��  ��'/ &�( ��  ��'/ &�( ��
 ��' ��� ���'


(
���� 4* 
����!����%����� ���0���� �	 $������� �� ���
������� �	 ��������0 ������������ �	 ��� �������
�����1����� �� ��°�. &�( �!�,/ &�( �!�,/ &�( �!�,/ &�(
�+!�!�,/ &◊( �!2
!�!�,/ &�( *+!�!�,/ &�( ,+!�!�,


(
���� 5* ����0�� �� ��� �%���)�� ��		����� ��	3������
,�%�� �	 $������� )� �!�, &�(� �!�, &�( ��� �!�, &�(
�����������


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 121–126


COMPEXATION OF FLUTAMIDE BY CYCLODEXTRINS 123







aromatic ring inserted in the hydrophobic inner cavity of
HP-�-CD. The stoichiometry of the complex derived
from NMR and solubility data was 1:1. The values of KS


(Table 1) are similar to our data for 2-HP-�-CD.
As can be seen from the data in Table 1, the stability


constants obtained by various techniques are in fairly
good agreement with each other and the magnitude of
stability constant increases in the order �-CD � �-CD
��-CD � CM-�-CD �TM-�-CD � HP-�-CD � 2HP-�-
CD �DM-�-CD.


The results presented indicate that the size of the
cyclodextrin cavity plays an important role in the
complex formation. The size of the �-CD cavity can be
too small and that of �-CD too large to obtain a good fit of
the guest molecule. Methylation extends the hydrophobic
depth of the cavity of �-CD since most of the methyl
groups attached to O-2 and O-6 point away from the
center of the cavity.22 The lower stability constant with
TM-�-CD than with DM-�-CD suggests that the 3-O-
methyl groups in TM-�-CD apparently reduce the
necessary interaction between FM and the host molecule.
A significant increase in the stability constants of many
drugs in the presence of DM-�-CD in comparison with �-
CD has been reported.8,23


The stability constants of FM with �-CD and TM-�-
CD determined as a function of temperature by UV
spectrophotometry and the thermodynamic parameters of
the inclusion process estimated from the temperature
dependence of the stability constants using the van’t Hoff
relation are presented in Table 2.


From the thermodynamic values in Table 2, it can be
seen that for both CDs the stability constants decrease
with increase in temperature and the complexation


process is enthalpy controlled as for many other drug–
cyclodextrin complexes.24 Taking into account the
uncertainty in the determination of the thermodynamic
parameters �H, �S and �G, their values are similar for
both CDs. For the FM–HP-�-CD complex,21 for which
the stability constants increased with temperature in-
crease, the values of �H and �S were positive. Negative
values of �H and �S indicate that the van der Waals
forces are important in the complexation process. Despite
the negative �H and �S values, the hydrophobic
interaction also seems to contribute essentially to the
association. This is supported by the experimental data
indicating that an expansion of the hydrophobic region of
the CD cavity enhances the substrate binding. The role of
the hydrogen binding seems to be less important because
although the permethylation makes the host molecule
incapable of forming intramolecular hydrogen bonds, the
stability constant with TM-�-CD is higher than that with
�-CD.


��������� �����
��


Calculations by the MM� force field using HyperChem6
software were performed in order to obtain some global
information about the geometry of the host–guest
complexes and to find which residue of the FM molecule
is mainly affected by CD. Simulations were performed
for �-, �-, �- and TM-�-CDs using the conjugate
algorithm included in the Hyperchem6 software package
with convergence criteria of 0.001 kcal mol�1 (1 kcal
= 4.184 kJ). Simulations started from the crystallographic
host geometries25–27 which were minimized. The crystal-


����� )* �������� ���%����� ��������� ��� �	 �������� �����1�� �	 $������� #��� �,� ���������� %� )������ ������� �� ��°�


Cyclodextrin


KS (dm3mol�1)


Polarography Solubility UV–Vis ICD NMR


�-CD 32 (�7) 24 (�3) —
�-CD 258 (�8) 200 (�16) 252 (�27) 300 (�50)20


�-CD 37 (�2) 35 (�8) —
CM-�-CD — 211 (�10) —
TM-�-CD — 354 (�5) 315 (�43)
HP-�-CD 31821 35721


2-HP-�-CD — 308 (�12) 375 (�1)
DM-�-CD — 1236 (�52) 1254 (�14)


����� 3* �������� ���%����� ��������� ��� �	 �������� �����1�� �	 4+ #��� �,� ���������� �� ��		����� ������������ ���
������������ ����������


Cyclodextrin


KS (dm3 mol�1)


�H (kJ mol�1) �S (J mol�1 K�1) �G (kJ mol�1)5°C 10°C 15°C 20°C 25°C 37°C


�-CD 554 (�28) 485 (�48) 349 (�43) 303 (�9) 252 (�27) 14615 �29.2 (�1.6) �52.0 (�5.5) �13.7 (�3.2)
TM-�-CD 812 (�81) 625 (�47) 520 (�15) 410 (�93) 315 (�42) �31.1 (�1.1) �56.2 (�4.0) �14.3 (�2.2)
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lographic geometry of FM28 was also minimized.
Subsequently the guest was pushed through the CD
cavity for various starting geometries, i.e. the aromatic or
aliphatic moiety pointing towards the macrocycle. The
resulting energies of the minimum geometries were
calculated and compared with the energy for the
separated host–guest pair. The lowest energy conforma-
tions of the �-CD–FM complex was found at
�88 kJ mol�1, of the �-CD–FM complex at �94
kJ mol�1, of the �-CD–FM complex at �107 kJ mol�1


and of the TM-�-CD–FM complex at �125 kJ mol�1,
indicating that the inclusion complex formation with TM-


�-CD is the most energetically favorable. This enabled us
to identify the sterically feasible complex geometries,
which are presented in Fig. 5 together with the upside
perpendicular views. The resulting structures show that
the FM molecule is included in the cavities with the
aromatic ring and the aliphatic part is only buried partly.
In the case of �-CD [Fig. 5(a) and (a�)] part of the
aromatic ring with two hydrophobic substituents (NO2


and CF3) is protruding from the cavity. This could
explain the very weak complexation of FM by �-CD. In
the case of �-CD [Fig. 5(b) and (b�)] the aromatic ring
with the CF3 substituent is well fitted to the cavity with
the NO2 group protruding. In �-CD [Fig. 5 (c) and (c�)]
the molecule of FM is less tightly bound in the cavity and
in such a position that the CF3 and NO2 substituents are
only partly buried. This may be the reason why the
complexation of FM with �-CD is weaker than that with
�-CD. The cavity of TM-�-CD is deeper than that of �-
CD because many methyl groups are located at both ends
of the cavity, and the whole FM molecule, except the
methyl groups of the aliphatic chain, is buried in the host
[Fig. 5(d) and (d�)]. This may explain the higher stability
constant of FM with this CD in comparison with �-CD.


The difference in the stability constants between TM-
�-CD and DM-�-CD may be ascribed to the change in the
shape of the cavity. In the permethylated �-CD, methyl
groups introduced to the O-3 position enlarge the O-2,
O-3 side of the cavity and also make the O-6 side
narrower. The effect of such a conformational change can
influence the geometry of host–guest interactions and
cause a shallower penetration of the aromatic part of the
FM molecule in to the cavity in TM-�-CD than DM-�-
CD.


�%#�/'0"%#0


The FM molecule forms inclusion complexes with all the
CDs studied. The stoichiometry of the complexes is 1:1.
The stability constants determined by UV spectrophoto-
metric, polarographic and solubility methods are in fairly
good agreement. The size of the CD cavity plays an
important role in the complex formation. The size of the
�-CD cavity is too small and that of �-CD too large to
obtain a good fit of the guest molecule, and therefore the
corresponding stability constants are low. The stability
constants with methylated CDs are higher than with the
native �-CD owing to the extension of the hydrophobic
depth of the cavity. The difference in the stability
constants between TM-�-CD and DM-�-CD may be
ascribed to the change in the shape of the cavity.
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Duchêne D. (ed). Editions de Santé: Paris, 1987; 395–439.
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ABSTRACT: In 3,4-ethylenedioxy-2,5-bis[di(tert-butyl)hydroxymethyl]thiophene there are three rotational isomers,
syn,syn (SS), anti,syn (AS) and anti,anti (AA) (syn, free; anti, hydrogen-bonded), differing in the number (zero, one or
two) of alcohol hydrogen atoms intramolecularly hydrogen bonded to the oxygen atoms of the bridge. When a methyl
group is introduced into the bridge the AS rotamer can be distinguished from SA [where the first character indicates
the orientation of the —C(t-Bu)2OH group closer to the substituent] by means of a 1H NOESY experiment. Forms
with ‘free’ OH groups are favoured by hydrogen-bonding solvents, but the AS:SA ratio for the methyl derivative is
solvent independent, slightly favouring the AS isomer. Whatever the solvent, the methyl group has no significant
effect upon the equilibrium rotamer ratios. Rotation barriers for the various equilibria are of the order of 20 kcal
mol�1. Copyright  2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc


KEYWORDS: EDOT derivatives; rotamers; NMR; NOESY; solvent effects; rotation barriers
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2-Alkoxyphenyl(�,�-dialkyl)methanols and the 3-alk-
oxythiophene analogues exist in two forms, with the
OH hydrogen either ‘free’ or intramolecularly bonded to
the alkoxy oxygen.1–4 When the alkyl groups are bulky,
such as tert-butyl, the rotamers can be distinguished on
the NMR time-scale at room temperature2,3 and in some
cases physically separated.1 The equilibrium constant for
rotational isomerization depends not only on the structure
but also on the solvent, hydrogen bond acceptor solvents
favouring the form in which the OH hydrogen is not
intramolecularly bonded. In the thiophene series, alkoxy
substituents at the 3- and 4-positions, including 3,4-
alkylenedioxy bridges, as in 3,4-ethylenedioxythiophene
(EDOT), have a very marked effect upon the equilibrium
isomer ratio, short bridges and small substituents
favouring the syn isomer at the expense of the intramol-
ecularly hydrogen-bonded anti isomer.4


We have now examined 3,4-alkylenedioxythiophene
derivatives where both the 2- and 5-positions are
occupied by di(tert-butyl)hydroxymethyl substituents.
This results in a system with two rotors which can be
oriented so that the OH group is either intramolecularly
hydrogen bonded or free. This leads to four rotamers,


AA, AS, SA and SS (A for anti, S for syn), but if the
alkylene bridge is symmetrical AS and SA are degen-
erate, reducing the number to three. In what follows,
unless stated otherwise, ‘AS/SA’ denotes AS and SA, i.e.
all species which are neither AA nor SS. The AS and SA
rotamers can be distinguished by introducing a sub-
stituent on the alkylene bridge, this giving rise to an
unusual case of conformational isomerism.
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Lithiation of 2-H3 by 2 equiv. of n-butyllithium–TMEDA
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in hexane–diethyl ether under argon at room temperature
followed by reaction with 1 equiv. of di(tert-butyl)
ketone gave 3-H (yield 64%). 2-Methyl-2,3-dihydro-
thieno[3,4-b][1,4]dioxine (EDOT-Me, 1-Me) was syn-
thesized by a modification of the method described by
Kumar et al.5 By the same procedure as for 3-H, 3-Me
was prepared in 40% overall yield from 1-Me.


IR stretching modes at about 3569 cm�1 and 3608/
3624 cm�1 (mean values for 3-H and 3-Me) are charac-
teristic of intramolecularly hydrogen-bonded and free
OH groups, respectively.2–4 More detailed information
about the rotamers present and their relative concentra-
tions can only be obtained by NMR spectroscopy.


+, $-� ��
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��, This compound presents three isomers in similar
amounts. The proton NMR spectrum in benzene (Fig. 1)
shows two signals in the downfield OH region (5.09 and
5.30 ppm) and two in the upfield region (1.94 and
1.98 ppm). One of the downfield signals (5.30 ppm) has
the same integral as one of the upfield signals (1.94 ppm):
these clearly belong to the anti,syn isomer, denoted in
what follows as 3-H(AS). Obviously, no distinction can
be made between AS and SA. The remaining upfield
(1.98 ppm) and downfield (5.09 ppm) signals correspond
to the syn,syn and anti,anti isomers [denoted 3-H(SS) and
3-H(AA)], respectively. The bridging methylene groups
are represented by two singlets, corresponding to the


symmetrical isomers (AA 3.08 and SS 3.41 ppm), and to
a multiplet corresponding to the AS/SA isomer. The tert-
butyl groups are well resolved, it being possible to
distinguish those corresponding to the symmetrical
isomers (AA 1.36 and SS 1.25 ppm) and to the two types
in the non-symmetrical isomer (1.41 and 1.19 ppm,
corresponding to the anti and syn groups, respectively).


��-
 The proton NMR spectrum in benzene (Fig. 2)
now shows four signals in the upfield OH region (1.94,
1.96, 1.98 and 1.99 ppm) and four in the downfield region
(5.15, 5.27, 5.35 and 5.47 ppm). The two upfield signals
(1.94 and 1.96 ppm) which have the same integrals as two
of the downfield signals (5.35 and 5.47 ppm) correspond
to 3-Me(AS) and 3-Me(SA), where the first character
inside the parentheses indicates the orientation of the
—C(t-Bu)2OH group closest to the substituent.


A reasonable assumption is that the downfield signals
with the lower shifts (5.15 and 5.35 ppm), i.e. closer to
the values in 3-H, can be attributed to the hydrogen-
bonded OH protons of the —C(t-Bu)2OH group remote
from the methyl substituent on the bridge. Calculation
suggests that the hydroxy proton of the group with the
anti orientation closest to the methyl substituent should
be about 3.5 Å from one or two of the methyl hydrogens.
At such a distance it should be possible to observe NOE
in the 1H NMR spectrum. The methyl groups appear as
four well defined doublets (J = 6.4 Hz) upfield of the tert-
butyls. A NOESY experiment (Fig. 3) does indeed show
correlation peaks for the signals attributed to the AS
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hydroxy proton (5.47 ppm) and to the corresponding
methyl group, and also for one of the AA hydroxy
protons (that at 5.27 ppm) and its associated methyl
group, but not for the SA and SS rotamers. This confirms
that the signals at 1.94 and 5.35 ppm correspond to
3-Me(SA) and those at 1.96 and 5.47 ppm to 3-Me(AS).
The remaining pairs of upfield and downfield signals are
associated with the syn,syn and anti,anti isomers,
3-Me(SS) and 3-Me(AA), respectively.


The bridging methylene and methine groups are
represented by a complex multiplet ranging from 2.9 to
3.7 ppm. In benzene the tert-butyl signals fall into two


batches, centred on 1.25 and 1.40 ppm, corresponding to
isomers with —C(t-Bu)2OH groups in the syn and anti
conformations, respectively. These were assigned to the
various isomers by simulation of the 1D spectrum, taking
the relative concentrations from the hydroxy proton
integrals (gNMR, version 4.1; Adept Scientific, Letch-
worth, UK). The strong cross peaks in the NOESY plot
correspond to contacts between the anti OH protons and
the tert-butyl groups on the same carbons; their positions
are consistent with the assignments made by simulation.
The same is true for the syn —C(t-Bu)2OH groups (not
shown).
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The isomer ratio AA:AS/SA:SS for 3-H in benzene at
298 K is 1.26:2.00:0.39. That for 3-Me (AA:AS:SA:SS)
in the same solvent is 1.27:1.00:0.92:0.35, very close to
that for 3-H if the contributions from the AS and SA
rotamers are summed (Table 1). Very similar results are
obtained in benzene.


Molecular mechanics calculations (MMFF94 force
field,6,7 gas phase) on 3-H suggest that the stability order
should be SS � AS = SA � AA, with the SS isomer more
stable than AS or SA by 0.6 kcal mol�1 (1 cal = 4.184 J)
and AS or SA more stable than AA by 0.4 kcal mol�1.
The reality is somewhat different, in that the order is
reversed and the differences are smaller than calculated:
SS is the least stable by 0.6 kcal mol�1 relative to AS or
SA and AA the most stable by 0.2 kcal mol�1, again
relative to AS or SA. This means that, relative to the AA
isomer, the errors for the AS or SA and SS isomers are


about 0.6 and 1.2 kcal mol�1, respectively, i.e. approxi-
mately 0.6 kcal mol�1 for each —C(t-Bu)2OH group in
the syn conformation. This may be considered as a very
satisfactory performance for a force field not specifically
parametrized for this type of molecule. There are two
possibilities: either these calculations underestimate the
strain in syn conformations or overestimate that in anti
conformations. The former would occur if the interac-
tions between the tert-butyl groups and the ethylenedioxy
bridge were slightly too weak, the latter if the strength of
the intramolecular hydrogen bonds was underestimated.
It should be noted, however, that force field calculations
refer to the gas phase, and that our experimental data
relate to solution, even if we have selected solvents of
low hydrogen-bonding ability.


Results in various solvents (Table 1) indicate that there
is always a slight preference for the AS rotamer in 3-Me:
[AS]/[SA] � 1.1. MM calculations find 3-Me(SA)
0.16 kcal mol�1 more stable than 3-Me(AS), whereas in
fact the former is slightly less stable than the latter, by


%���
 + ��"���� ������	 �� ����"�*��� ���	����	 ��� 7
64��8�"������2�4,
$4*�	9��:����4*���";8����2���8�"<�8��)8���	
 ��, ���
��-

 �� ,-. /3 / = :9*�<� 9�*<;>9**<? /, = 9��<>:9*�<� 9�*<;�


Compound Solvent AA (%) AS (%) SA (%) SS (%) Log K1 Log K2


3-Hb Chloroform 37 26 26 10 0.15 �0.70
3-Hb Benzene 34 27 27 11 0.21 �0.69
3-Hb Pyridine 3 24 24 49 1.22 0.00
3-Hb DMSO 1 15 15 69 1.53 0.36
3-Me Chloroform 39 27 25 9 0.12 �0.75
3-Me Benzene 36 28 26 10 0.18 �0.74
3-Me Pyridine 3 25 23 49 1.18 0.01
3-Me DMSO 1 15 15 69 1.58 0.36


a Percentage compositions have been rounded to the nearest integer value: total = 100 � 1%.
b For 3-H the AS and SA isomers are degenerate.
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0.06 kcal mol�1. Again, the agreement is remarkably
good, even if the relative energy has the wrong sign.


���1
�� 
22
.��


Naturally, in hydrogen bond acceptor solvents the
equilibria for both 3-H and 3-Me shift towards isomers
in which the —C(t-Bu)2OH group is in the syn con-
formation. Data for rotamer distributions and equilibrium
constants in chloroform, benzene, pyridine and DMSO
are listed in Table 1. The methyl substituent has no
significant effect on the overall isomer ratio. For these
solvents, there is little difference between Abraham’s
solute hydrogen bond basicity parameters8 and the
solvent parameters of Kamlet and Taft.9 Both give fair
correlations of log K1 and log K2 with gradients of about
1.9 � 0.1 and 1.4 � 0.2, respectively. The former value is
in keeping with data on 3,4-ethylenedioxy-2-[di(tert-
butyl)hydroxymethyl]thiophene in a greater variety of
solvents (1.82 � 0.18).3 Another way of appreciating the
difference in behaviour of the two equilibria is to plot log
K2 against log K1, which gives a linear correlation with
slope 0.75 � 0.03 (correlation coefficient 0.99668). It is
not clear why K2 should be less sensitive to solvent
variation than K1. One possibility is that in the SS isomer
the two OH groups are too close together to be efficiently
solvated by a hydrogen bond acceptor solvent. With
catechols and 1,8-naphthalenediols, where the two OH
groups are intramolecularly hydrogen bonded, DMSO
forms 1:1 complexes, and 1:2 complexes (diol–DMSO)
may be formed at high DMSO concentrations in carbon
tetrachloride.10 However, no information is available
concerning the equilibrium constants for the formation of
the latter. Solvent effects on equilibrium constants for
3-H, 3-Me and other analogous diols will be investigated
in detail in further work.


�������� �����
��


In pyridine and DMSO the syn OH proton signals move
into much the same region of the NMR spectrum as those
of the anti OH protons. In these solvents, as the


temperature is raised, all the OH signals move upfield,
the displacement being about 10 times higher for syn than
for anti. This effect is 2–3 times greater in pyridine than
in DMSO.3,11 Since there are three isomers, no protons in
the 5-position and a complex pattern of overlapping tert-
butyl group signals in 3-Me and for 3-H in some solvents,
only the OH proton signals were used to measure rotation
barriers. For 3-H in toluene and dioxane the anti and syn
OH protons are downfield and upfield, respectively, of
the bridging protons, and in pyridine all the OH signals
remain downfield of the these protons.


The activation entropies (Supplementary Material,
Table S3) for the AA � AS�SA equilibrium in DMSO
follow the usual pattern, with the value for the AS/
SA → AA interconversion close to zero (0.8 cal mol�1


K�1) and that for AA → AS/SA about 7 cal mol�1 K�1


lower (�6.0 cal mol�1 K�1). This difference in the
activation entropies is very similar to that observed for
the anti � syn equilibrium of 2-[di(tert-butyl)hydroxy-
methyl]thiophenes (5.7 cal mol�1 K�1),2 the rotation of a
—C(t-Bu)2OH group from anti to syn in hydrogen bond
acceptor solvents always being associated with the more
negative activation entropy.


In previous work, it was found that the ‘free’ →
‘hydrogen-bonded’ rotation barrier was virtually inde-
pendent of the solvent, the change in equilibrium constant
on going to a hydrogen-bonding solvent resulting almost
entirely from a decrease in the barrier for the reverse
reaction.1,3 In the present case this would imply that the
AS/SA → AA and SS → AS/SA barriers should be
solvent independent whereas those for AA → AS/SA
and AS/SA → SS should decrease as the hydrogen-
bonding capacity of the solvent increases. This expecta-
tion is roughly borne out by the results in Table 2.


Although the fact that there are twice as many OH
peaks in the 1H NMR spectra of 3-Me than in that of 3-H
makes it much more difficult to determine rotation
barriers, the AA � AS and AA � SA equilibria could
be examined in toluene. At a mean temperature of 381 K
the barriers are almost identical at 20.8 kcal mol�1 for the
AA → AS and AA → SA interconversions and less than
0.1 kcal mol�1 lower for the reverse. It is instructive to
compare these values with those for the corresponding
rotations in 3-H, calculated for the same temperature. We
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 � �������� *������	 :C��" �"� ; ��� 7
64��8�"������2�4,
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3
�!≠:** → *�3�*;
 �!≠:*�3�* → ��;
 �!≠:*�3�* → **; ��� �!≠:�� → *�3�*;


Compound Solvent Tm (K) �G≠(AA → AS/SA) �G≠(AS/SA → SS) �G≠(AS/SA → AA) �G≠(SS → AS/SA)


3-H Toluene 371 20.4 � 0.1 21.1 � 0.1a 20.9 � 0.1 20.2 � 0.1a


3-H Dioxane 374 19.7 � 0.2 20.4 � 0.3 20.6 � 0.2 20.0 � 0.3
3-H Pyridine 358 19.3 � 0.1 20.0 � 0.3 20.6 � 0.1 19.5 � 0.3
3-H DMSO 379 19.1 � 0.1 — 20.6 � 0.1 —
3-Me Toluene 381 20.8 � 0.1b — 20.8 � 0.1b —


a Tm = 364 K.
b Identical values for AS and SA.
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would expect AS/SA → AA for 3-H to have the same
rotation barrier as AS → AA or SA → AA for 3-Me, i.e.
20.8 kcal mol�1. In fact it is 20.9 kcal mol�1, which is the
same to within the experimental error. However, for the
AA → AS/SA interconversion of 3-H there is a statistical
factor of two, since either anti group can rotate to give the
AS or SA isomer. This is equivalent to 0.5 kcal mol�1 at
381 K, which means that the corresponding barrier
should be 20.3 kcal mol�1 (20.8 � 0.5), which agrees
well with the experimental value of 20.4 kcal mol�1. We
have not introduced this statistical correction (‘transmis-
sion coefficient’) in the calculation of the rotation barriers
listed in Table 2 (see the Experimental section for
details). This is at variance with the practice of Lunazzi’s
group, where a transmission coefficient of 0.5 is used in
such situations and the quoted rotation barrier is RTln2
less than would be obtained with a unitary value.12–14


"&$"!(�#&$


When there is a —C(t-Bu)2OH group at the 2-position of
the thiophene ring in EDOT it is possible to distinguish
on the NMR time-scale at room temperature the situation
where the OH hydrogen is intramolecularly bonded to a
neighbouring oxygen atom in the 3,4-ethylenedioxy
bridge (anti, A) from that where it is ‘free’ (syn, S).3


Two such substituents, at the 2- and 5-positions, lead to
only three isomers, since the AS and SA forms are
degenerate. This degeneracy is removed by placing a
substituent on one of the bridging carbon atoms.


Although there has been much work on systems with
two or more identical rotors attached to a common stator,
often benzene12,15–20 or naphthalene13,21–30 and, less
frequently, a heteroaryl group,31 studies of solvent effects
on rotamer equilibria and kinetics have been notably
lacking. This is no doubt due to the fact that the low
temperatures required to measure generally small rota-
tion barriers seriously restrict the range of solvents which
can be used. Furthermore, in the absence of a polar
‘handle,’ such as an OH group, solvent effects may be
unimportant.


A particularly interesting case is that of a highly
hindered 1,5-naphthyl sulfoxide bearing two t-BuSO
moieties where all 10 possible stereoisomers have been
separated.30b In our system the introduction of chiral
groups in the place of —C(t-Bu)2OH would lead to seven
stereoisomers for the EDOT derivative and 28 for the
EDOT-Me analogue, where a further chiral centre is
present. In principle, such a system could be easily
achieved by the use of a non-symmetrical ketone instead
of di(tert-butyl) ketone, but it remains to be seen whether
it is possible to separate and characterize the various
stereoisomers.


)45)�#-)$%*!


IR spectra were recorded in carbon tetrachloride on a
Nicolet Magna 860 FTIR spectrometer. All NMR
measurements except the NOESY experiment (see
below) were performed on a Bruker AS 200 FT
instrument operating at 200 MHz (proton) or 50 MHz
(carbon). Proton NMR chemical shifts in chloroform or
benzene at 298 K are given in ppm (reference values of
residual solvent protons: �H = 7.26 and 7.16 ppm vs
TMS, respectively) and J in hertz. Carbon NMR
chemical shifts in chloroform or benzene at 298 K in
ppm (reference values: �C = 77.0 and 128.0 ppm vs TMS,
respectively).


����������	
��������������
	��*���	��������� ������
��	 +�-
�� This was prepared by a modification of the
method described by Kumar et al.5 allowing much
shorter reaction times. 2,5-Dicarbethoxy-3,4-dihydroxy-
thiophene (1 equiv.) was stirred under argon for 2 h at
110–120°C with 1 equiv. of 1,2-dibromopropane and 3
equiv. of anhydrous potassium carbonate in anhydrous
DMSO. The product was extracted into dichloromethane
and washed with water several times, then dried
(MgSO4). After evaporation of the solvent, the product
was purified by recrystallization from methanol. Hy-
drolysis by refluxing for 1 h with 4 equiv. of sodium
hydroxide in 1:1 methanol–water, followed by filtration
and acidification, gave the diacid, which, after drying in a
desiccator overnight, was decarboxylated by heating for
2 h at 160–170°C with copper chromite in freshly
distilled quinoline. The product mixture was taken up
in diethyl ether and water, the ether layer washed several
times with 2 M hydrochloric acid, then filtered and dried
(MgSO4), and the solvent evaporated to leave an oil,
which was purified by chromatography on alumina. Yield
from dicarbethoxy-3,4-dihydroxythiophene: 17% (lit.5


13%). �C 16.2 (CH3), 69.4 (CH2), 70.0 (CH), 99.3 (CH),
141.4 (C3 or C4) and 142.1 (C3 or C4); �H 1.34 (CH3, J
6.4), 3.82 (CH, J 8.6 and � 11.4), 4.13 (CH, J 2.0
and � 11.4), 4.27 (CH, J 2.0, 6.4 and 8.6), 6.30 (H2 or
H5, J 3.7) and 6.32 (H2 or H5, J 3.7).


��������� �� ��, ��� ��-
� To a mixture of the
appropriate 2-[di(tert-butyl)hydroxymethyl]thiophene
(5 mmol) and TMEDA (10 mmol) in diethyl ether
(15 cm3) under argon at room temperature was added a
solution of n-butyllithium in hexane (1.6 M, 10 mmol).
After 15 min of stirring, di(tert-butyl) ketone (5 mmol)
was added. The mixture was stirred for a further 15 min,
then quenched with water and the organic materials were
extracted with diethyl ether. Washing with water, drying
and evaporation of solvent gave an oil from which the
alcohol was isolated by chromatography on alumina in
light petroleum (boiling range 35–60°C)–diethyl ether
mixtures.
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#����������$����	 ��,� Yield (from 2-H) 64%; m.p.
180°C; �OH (cm�1) 3571, 3607, 3626 (found: C, 67.4; H,
10.1; S, 7.6. C24H42O4S requires C, 67.56; H, 9.92; S,
7.52%). AA: �C (benzene) 29.5 (CH3), 42.7 or 43.3 (Cq),
63.9 (CH2), 86.8 (COH), 118.7 (C2 and C5) and 136.9
(C3 and C4); �H (benzene) 1.36 (s, 4 t-Bu), 3.08 (s, 2
CH2) and 5.09 (s, 2 OH). AS/SA: �C [benzene (the
position of attachment of the anti motif is designated as
C2)] 29.3 (CH3), 29.7 (CH3), 42.7 (Cq), 43.3 (Cq), 63.1
(CH2), 63.9 (CH2), 85.9 (COH), 86.8 (COH), 119.1 (C2),
124.8 (C5), 132.8 (C4) and 138.0 (C3); �H (benzene) 1.19
(s, 2 t-Bu), 1.41 (s, 2 t-Bu), 1.94 (s, OH), 3.22 (2 CH, J
2.3, 6.1 and � 15.4), 3.27 (2 CH, J 2.3, 6.1 and � 15.4)
and 5.30 (s, OH). SS: �C (benzene) 29.5 (CH3), 42.7 or
43.3 (Cq), 63.2 (CH2), 85.8 (COH), 124.4 (C2 and C5)
and 133.9 (C3 and C4); �H (benzene) 1.25 (s, 4 t-Bu),
1.98 (s, 2 OH) and 3.40 (s, 2 CH2).


�������
	�����������������	 �!�����������!"�������
����#����������$����	 ��-
� Yield (from 1-Me)
40%; m.p. 101°C; �OH (cm�1) 3568, 3609, 3622 (found:
C, 68.0; H, 10.2; S, 7.2. C25H44O4S requires C, 68.14; H,
10.06; S, 7.28%). AA: �H (benzene) 0.56 (CH3, J 6.4),
1.36, 1.37, 1.37 and 1.39 (s, 4 t-Bu), 5.15 (s, OH) and 5.27
(s, OH). AS: �H (benzene) 0.66 (CH3, J 6.4), 1.21, 1.23,
1.42 and 1.42 (s, 4 t-Bu), 1.96 (s, OH) and 5.47 (s, OH).
SA: �H (benzene) 0.71 (CH3, J 6.4), 1.20, 1.20, 1.42 and
1.44 (s, 4 t-Bu), 1.94 (s, OH) and 5.35 (s, OH). SS: �H


(benzene) 0.81 (CH3, J 6.4), 1.25, 1.26, 1.26 and 1.28 (s,
4 t-Bu), 1.98 (s, OH) and 1.99 (s, OH). The methine (3.3–
3.7 ppm) and methylene (2.9–3.3 ppm) signals could not
be attributed. The 13C NMR spectrum consists largely of
multiplets which could not be resolved or assigned except
to carbon type.


�% &���' ��$��#��� �� ��-
� For 1H–1H dipolar
contact analysis in 3-Me, a NOESY spectrum was
recorded in benzene (degassed by several pump–
freeze–thaw cycles and sealed under vacuum) on a
Bruker DRX-500 spectrometer equipped with a Silicon
Graphics workstation. A 5 mm broadband probe with
a z-gradient was used. The temperature was monitored
with a BCU 05 temperature unit and fixed at 299 K.
Data were processed on a Silicon Graphics station with
the help of GIFA (version 4.3).32 The 2D NOESY
experiment was acquired in the TPPI mode. It was
recorded with 2K points in t2 over 3.13 kHz and 448
points in t1. A 2.0 s relaxation delay and a mixing time of
600 ms were used for the 16 scans of each FID. Zero-
filling was added in F1. Shifted sine-bell window
functions were applied in both dimensions before Fourier
transformation. Baselines were corrected using a poly-
nomial function.


�("���!�"# )�������� �� ���� � ��� ���#��*������
Samples of the alcohols (ca 20 mg) were made up in


deuterated solvents (0.5 cm3). Rotamer ratios (Table 2)
were determined by 1H NMR spectroscopy, integration
of the OH proton signals being used in most cases.
However, for 3-H the bridging methylene signals were in
some cases sufficiently well separated to be used as well.


+������� ,�����)�� Dynamic NMR was used. For 3-H,
both sets of OH protons could be studied in toluene,
dioxane and pyridine. In DMSO the signals of the anti
OH protons in the AA and AS/SA isomers as well as
those of the syn OH protons in the AS/SA and SS
rotamers are widely separated. Moreover, the syn OH
proton signals move upfield as the temperature increases
and become confused with those of the bridge protons.
This means that only AA � AS�SA exchange can be
studied. Simulation of the OH proton signals by gNMR
gives the exchange rate and the relative concentrations of
the two species from which rate constants and the rotation
barriers are calculated. However, since the program
requires that one proton exchange with one proton in
another molecule (and not with two), the two equivalent
protons in the AA and SS isomers of 3-H have to be
represented by one, which means that the apparent
concentration of AA or SS exchanging with AS/SA is
doubled. This must be corrected before calculation of the
rotation barriers. This does not apply to 3-Me where the
AA isomer is represented by two peaks. No statistical
correction or transmission coefficient has been intro-
duced (see text). In dioxane and pyridine there was
considerable scatter of the activation energies (�G≠ in
kcal mol�1) and anomalously high activation entropies.
The values listed (Table 2) are the means of 6–12 self-
consistent data points (i.e. following a roughly linear
Eyring plot) for the mean temperature at which the
corresponding rate data were recorded. The temperature
was checked by calibration against a Bruker 80%
ethylene glycol in DMSO-d6 standard and corrected
temperatures used for the calculation of activation
energies. Standard deviations of the activation energies
over the temperature range studied are given in Table 2
and activation parameters in the Supplementary Material,
Table S1.


����)"�� #�)����)� )��)"�������� Molecular mechan-
ics calculations were performed using the MMFF94 force
field6,7 with the MMFF94 charge model in the Sybyl 6.8
package (Tripos, St. Louis, MO, USA). Calculated
energies (kcal mol�1) are as follows: 3-H(AA) 134.23,
3-H(AS or SA) 133.84, 3-H(SS) 133.25, 3-Me(AA)
136.06, 3-Me(AS) 135.65, 3-Me(SA) 135.49, 3-Me(SS)
134.88. Internal coordinates (critical torsion angles) for
all fully optimized structures are listed in the Supple-
mentary Material, Tables S2 and S3, based on the
numbering system in the Supplementary Material, Fig.
S1.
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The authors are indebted to Dr A. Adenier for the IR data.
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ABSTRACT: Competitive kinetic experiments in the TiO2-sensitized photooxidation of some series of differently
ring-substituted benzylic derivatives (ArCHROR�) in aerated and/or deaerated CH3CN and in the presence of Ag2SO4


were carried out. From logkrel vs Ep plots it was hypothesized that a changeover of the electron abstraction site occurs
on going from electron-donating to electron-withdrawing groups on the ring, from the aromatic moiety to the OCH3


group of benzyl methyl ethers, probably owing to the preferential adsorption of this group on TiO2 with respect to the
aromatic ring. This phenomenon is not observed with benzyltrimethylsilanes because the orbital resulting from the
overlap between the C— Si bond and the aromatic � system is the only adsorption site. The steric hindrance of an �-
methyl group (in benzylic alcohols) or a tert-butyl group (in benzyl tert-butyl ethers) reduces the degree of adsorption
but does not influence the shape of the plot because OR� should still be the preferential adsorption group. This also
provides useful information about the surface structure of TiO2 suspended in CH3CN. Copyright  2003 John Wiley
& Sons, Ltd.


KEYWORDS: titanium dioxide; adsorption; photooxidation; benzylic derivatives
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The importance of substrate adsorption in the TiO2-
photosensitized oxidation of polluting organic com-
pounds in waste water is known.1 In previous papers
we reported some of the implications of the substrate
adsorption in a mechanistic study of the above-mentioned
heterogeneous photooxidation of alkylaromatic com-
pounds, in both CH3CN2–4 and water.5


Based on a competitive kinetic study, we recently
reported6 that the reactivity of ring-substituted benzyl
alcohols in CH3CN can be drastically influenced by the
known7 preferential adsorption of an OH group, with
respect to the aromatic ring, on TiO2. In particular, this
phenomenon could be responsible for the changeover of
the electron abstraction (by the photogenerated hole) site
from the aromatic ring, in the presence of electron-
donating groups, to the hydroxyl moiety, in the presence
of electron-withdrawing groups.


Kinetic studies were conducted to acquire further


information about the involvement of the adsorption
phenomena on substrate reactivity in the TiO2-sensitized
photooxidation of some series of benzylic derivatives 1–4
in aerated or deaerated CH3CN. Through this study,
further information was obtained about the surface of this
heterogeneous catalyst in the above-mentioned non-
aqueous solvent.
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The only product obtained from the TiO2-photosensitized
oxidation of benzyl methyl ethers 1a–f, in deaerated
CH3CN, was the corresponding benzaldehyde (Table 1).
After 2 h, the observed yield decreased on going from
electron-donating ring-substituted compounds (lower Ep


values) to benzyl methyl ether, whereas in the presence of
electron-withdrawing groups (higher Ep values) the yield
was practically unchanged. To evaluate this behavior
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more precisely, the relative reaction rates were deter-
mined by the competitive method. In the plot of logkrel


(krel = kX/kH) vs Ep (Fig. 1), ethers 1a–c are linearly
correlated and show a rate decrease as the redox potential
increases, which indicates a rate-determining electron-
transfer step from the aromatic ring to the photogenerated
hole, (TiO2)h�, of the semiconductor (via a in Scheme 1).
The slope (�2.2 V�1) is characteristic of a substrate-like
transition state in a slightly exoergonic electron-transfer
step.8 In contrast, the ethers with higher reduction


potentials (1d–f) had similar reactivity that was higher
than expected based on the correlation. This behavior
could be due to the involvement of an alternative
electron-transfer process from the OCH3 group (via b
in Scheme 1), in which the substituent would have much
less kinetic effect. The changeover of the electron
abstraction site cannot be justified on a thermodynamic
basis. In fact, the reduction potential of an aliphatic ether
such as diethyl ether, Ep �3 V vs SCE (only the solvent/
electrolyte signal is observed up to 3 V in the voltammo-
gram), is higher than that of the least oxidizable benzyl
methyl ether 1f, Ep = 2.80 V. Therefore, this behavior
should be in line with the increased oxidizability of the
OCH3 group due to the adsorption of the molecule by this
moiety, as reported for the OH group of benzyl
alcohols.3,6,7 A recent study, based on oxidation peak
current measurements, supports this hypothesis, indicat-
ing that adsorbed species are consistently characterized
by less positive potentials (are therefore more oxidizable)
than those attributed to solution free species.9 The
increased oxidizability of the OCH3 group would favor
competition for electron abstraction with respect to the
aromatic site when deactivated by substituents having a
sufficiently high electron-withdrawing effect (such as 3-
Cl, 3-CF3 and 4-CF3).


Similar results obtained with benzylic alcohols6


support the hypothesis that preferential adsorption (with
respect to the aromatic ring) on the semiconductor
surface occurs at the OR� (R� = H, CH3) group. Whereas
in our previous study6 it was not possible to establish
whether the preferential OH adsorption occurred through
the H or O atom, it is now plausible to suggest that only
the oxygen atom of the OR� group is involved. This
interaction probably involves the oxygen lone pair which
facilitates the abstraction of the electron by the
corresponding orbital.9


The final product, aldehyde, is probably derived from
the benzylic cation (path c in Scheme 2) obtained from
the oxidation, probably by (TiO2)h�,10 of the correspond-
ing benzylic radical (path a).


The logkrel vs Ep profile, relative to the heterogeneous
photooxidation of ethers 1a–f in aerated medium (in this
case the aldehyde is accompanied by the corresponding
methyl benzoate, Table 2), maintained the same shape as
that in the deaerated medium. This behavior is expected
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X Benzaldehyde (%) Ep (V vs SCE)


4-OCH3 62 1.55
4-CH3 19 1.98
H 8 2.22
3-Cl 9 2.30
3-CF3 9 2.70
4-CF3 10 2.80
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since oxygen should not be involved in the kinetically
significant steps (Scheme 1) but rather could participate
in the subsequent steps.11–13 In fact, the benzylic radical
can be captured by oxygen (path b in Scheme 2) or
oxidized by the hole (path a); the rate ratio of the two
competitive paths depends on the reduction potential of
this intermediate radical (the relative amount of ester
increases on going from the electron-donating to the
electron-withdrawing ring-substituted substrates, Table
2).11 To confirm that the anomalous relationship between
the log k and Ep values is due to the presence of two
electron abstraction sites on the same molecule (benzyl
alcohols6 or ethers), the reactivity behavior of a series of
ring-substituted benzyltrimethylsilanes was evaluated.
These compounds have only one adsorption site, the
orbital resulting from the overlap between the C—Si
bond and the � system, from which the electron is
abstracted through a process kinetically influenced by the
substituent effect. In the photooxidation of silanes 3a–d
sensitized by TiO2 in deaerated medium to the corre-
sponding 1,2-diarylethanes2 the diagram of logkrel (from
a previous study2) vs Ep values [determined in this work:
Ep = 1.49 (3a), 1.69 (3b), 1.89 (3c) and 2.22 V (vs SCE)
(3d)] shows that the rate decreases linearly as the
reduction potential increases (Fig. 2).


A confirmation that the observed anomalous reactivity
pattern in the heterogeneous photooxidation of methyl
ethers 1a–f should be due to the involvement of


adsorption phenomena is represented by the reactivity
behavior of the ethers in homogeneous oxidation in the
presence of 2,4,6-triphenylpyrylium tetrafluoroborate,11


a photosensitizer with a reduction potential in the excited
state similar to that of the valence band edge of TiO2 (ca
2.4 V in CH3CN14). In contrast to what happens in the
heterogeneous oxidation with TiO2, substrates with high
Ep, such as 3- and 4-CF3 ring-substituted ethers, are less
reactive than the unsubstituted ether. Moreover, the
reactivities of the two substrates are linearly correlated in
the endoergonic zone of the plot of logkq(fluorescence
quenching) vs �Get(electron transfer) derived from
Marcus–Rehm–Weller treatment (see Fig. 4 in Ref. 11).
This behavior is expected in the homogeneous phase
(absence of adsorption phenomena) because the ring is
the electron abstraction site for all the substrates. [It is
also interesting to observe that, unlike the heterogeneous
phase, 4-MeO and 4-Me substituted ethers appear in the
plateau of the logkq vs �Get diagram, where the rate-
determining step is the diffusion process. This step is not
kinetically influential in the heterogeneous phase since
the pre-adsorption of the substrate is required for its
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X Reaction time (h) Benzaldehyde (%) Ester (%)


CH3O 1 30 41
CH3 2.5 12 23
H 2.5 2 28
CF3 3 — 20


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 127–132


ADSORPTION EFFECTS ON TiO2-SENSITIZED PHOTOOXIDATION RATE 129







photooxidation1,7a,b and, therefore, the rate for the two
ethers is correlated with that for the unsubstituted ether in
the plot of logkrel vs Ep.]


It must be noted that the introduction of a methyl group
in place of a hydrogen atom linked to the adsorption site
(oxygen) generates steric hindrance. In fact, it has been
shown that the adsorption constant of 4-methoxybenzyl
alcohol is higher than that of the corresponding methyl
ether 1a.15 Therefore, the analogous reactivity behavior
observed for alcohols and ethers leads to the hypothesis
that the steric effect of the methyl group is not high
enough to avoid the preferential adsorption of the oxygen
of the OCH3 group with respect to the aromatic ring.


An analogous study on the TiO2-sensitized photooxi-
dation of �-methylbenzyl alcohols in deaerated CH3CN
evaluated the steric hindrance induced by introducing an
�-methyl group. In all cases, the reaction product was the
corresponding acetophenone (Table 3), which was
probably formed by the oxidation of the benzylic radical
(paths a and d in Scheme 2). The plot of logkrel vs Ep (Fig.
3) is similar to the plots for benzyl alcohols6 and ethers
(Fig. 1), showing that an �-methyl group on the benzylic
carbon is not bulky enough to avoid the preferential


adsorption of oxygen with respect to the aromatic ring.
However, this structural change would generate steric
hindrance to the adsorption of alcohols 2a–d on TiO2


with respect to the corresponding �-unsubstituted alco-
hols 1. In fact, we have observed that the adsorption
constant of 2a is nearly 1.5 times higher than that of 4-
methoxybenzyl alcohol.16


Steric hindrance to the OR� adsorption could be
increased if benzyl tert-butyl ethers were the starting
material. The photooxidation reaction products of these
substrates in aerated CH3CN are again the corresponding
aldehydes and esters (see Table 4) in relative amounts
depending on the reduction potential of the intermediate
benzylic radicals, as observed for methyl benzyl ethers.
The plot in Fig. 4, similar to those obtained for the above
�-OR� benzyl derivatives, also shows that the introduc-
tion of a very bulky tert-butyl group directly linked to the
oxygen atom furnishes greater steric hindrance than the
methyl group bound to oxygen (as shown above
comparing the adsorption constants of 1a with that of
4-methoxybenzyl alcohol); the steric hindrance, how-
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X Reaction time (min)Acetophenone (%)Ep (V vs SCE)


4-OCH3 30 97 1.60
4-CH3 10 40 2.00
H 30 20 2.28
4-CF3 30 50 2.73
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X
Reaction time


(h)
Benzaldehyde


(%)
Ester
(%)


Ep
(V vs SCE)


CH3O 0.5 30 2 1.53
CH3 2 2 38 1.98
H 3 2 55 2.25
CF3 3 — 31 2.65
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ever, is not high enough to limit the interaction between
the oxygen lone pairs of the OR� group and TiO2 with
respect to the interaction through the �-system of the
aromatic ring.


The latter result confirms the hypothesis4,5 that, in
CH3CN, the TiO2 surface structure has hydroxyl groups
that are derived from water physiadsorption or dissocia-
tive chemiadsorption, as in aqueous medium.17 If a
hydroxylated surface structure derived from dissociative
chemiadsorption is considered, the tert-butyl group does
not significantly hinder the interaction between the
oxygen lone pair and the hydroxyl group on TiO2 via
hydrogen bonding, allowing a greater distance between
the substrate and the TiO2 surface (Fig. 5). In contrast, if
the interaction involves the oxygen lone pairs and the
superficial Ti atoms (Lewis acid sites), the tert-butyl
steric hindrance would become so important as to move
the adsorption site from the oxygen atom to the ring and,
in this case, the logkrel vs Ep profile would be linear, as
observed for silanes.


'./'"�0'��)(


����������	�
��� 1H NMR spectra were measured on a
Bruker AC 200 (200 MHz) spectrometer from solutions
in CDCl3 with TMS as internal standard. GC–MS
analyses were performed on a Hewlett-Packard Model
6890A gas chromatograph (HP-Innovax capillary col-
umn, 15 m) coupled with a MSD-HP 5973 mass-selective
detector (70 eV). GC analyses were carried out on a HP
Model 5890 gas chromatograph (HP-Innovax capillary
column, 15 m).


	���
	��� TiO2 (anatase) (Aldrich, 99.9%, dried at
110°C), CH3CN (HPLC grade, water content 0.02%
from Karl Fischer coulometry), Ag2SO4 and �-methyl
benzyl alcohols 2a–d were commercial samples. Benzyl-
trimethylsilanes 3a–d were available from previous
studies.2 Benzyl methyl ethers 1a–f were prepared as
described18 by methylation (with CH3I in DMSO) of the


sodium alkoxide obtained from the reaction of the
corresponding benzyl alcohol with NaH in the same
solvent. The crude material obtained from the usual
work-up was purified by column chromatography on
silica gel, eluting with n-hexane. 1a–c and f were
characterized by 1H NMR18,19 and GC–MS. 1d, b.p.
(15 mmHg) = 74°C; �H 7.4–7.2 (4H, m, ArH), 4.42 (2H,
s, CH2), 3.38 (3H, s, OCH3); m/z 156 (M�), 155, 127,
125, 121 (100%), 91, 89, 77. 1e, b.p. (15 mmHg) = 52°C;
�H 7.6–7.4 (4H, m, ArH), 4.51 (2H, s, CH2), 3.42 (3H, s,
OCH3); m/z 136 (M�), 135, 121, 105 (100%), 104, 91, 77,
65, 51. Benzyl tert-butyl ethers 4a, b and d were prepared
by mixing the corresponding alcohols with tert-butyl
alcohol and concentrated sulfuric acid as described,20


whereas 4c was prepared by silane reduction of
benzaldehyde in acidic tert-butyl alcohol;21 all the ethers
were characterized by 1H NMR20,22–24 and GC–MS.


���������
�	� ��
�	�
��� A solution of benzylic alcohol
or ether (0.22–0.24 mmol) in N2- or O2-purged CH3CN
(20 ml, HPLC grade), in the presence of 130 mg of TiO2


and 0.30 mmol of Ag2SO4, was externally irradiated
using a Helios Italquartz 500 W high-pressure mercury
lamp (through a Pyrex filter), with stirring at room
temperature. The TiO2 powder was then filtered through
double paper and repeatedly washed with CH3CN and
diethyl ether; the reaction mixture was poured into water
and extracted with diethyl ether. Quantitative analysis of
the crude product was performed by 1H NMR and/or GC
with a suitable internal standard.


��	��
�� ��������� The products were identified directly
from the crude material by comparison of the 1H NMR
and GC–MS data with those for commercial samples
(aldehydes and ketones) or literature spectroscopic data
(esters).


������
�
�� �����
������ Kinetic experiments were
performed at 25°C by irradiating (Applied Photophysics
multilamp photochemical reactor, � = 355 � 20 nm)
mixtures containing the same amounts of TiO2, Ag2SO4,
CH3CN and substrate (corresponding to the sum of
equimolar quantities of the two compounds) as reported
in the above photooxidation procedure. The amounts of
reaction products were determined by GC with respect to
an internal standard at different times and the values were
inserted in a suitable kinetic equation.25


����
� ����	������� Ep values were obtained using an
AMEL 552 potentiostat controlled by a programmable
AMEL 568 function generator (at 100 mV s�1, 1 mm
diameter platinum disk anode) in CH3CN–LiClO4 (0.1 M).
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Prediction of solvent effect on the reaction rate and
endo/exo selectivity of a Diels–Alder reaction using
molecular surface electrostatic potential
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ABSTRACT: Molecular surface electrostatic potential was used to predict the solvent effect on the reaction rate,
endo/exo selectivity and diastereomeric excess of a Diels–Alder reaction. It is shown that these quantities can be
expressed in terms of molecular surface electrostatic potentials of solvents which are obtained computationally by the
HF/6–31þþG* procedure. Regression analyses and an experimental database are used to obtain analytical
representation of rate constant, endo/exo selectivity and diastereomeric excess. The models obtained show that the
hydrogen bond donor ability of solvents on the above mentioned properties is substantial, whereas solvophobicity
only affects the reaction rate and endo/exo selectivity of the reaction. Copyright # 2003 John Wiley & Sons, Ltd.
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INTRODUCTION


Most of chemical phenomena occur in condensed phases,
especially in solutions in which the effects of neighboring
molecules presumably need to be taken into account.
Solute–solvent interactions are of particular chemical
importance and a great deal of effort, with considerable
success, has gone into developing theoretical models for
their quantitative description.1,2 They have usually used
solvatochromic descriptors, which are bulk properties of
solvents.3 Molecular orbital (MO) calculations have also
been used for developing a set of theoretical linear
solvation energy relationship (LSER) parameters, which
are referred to as TLSER.4,5


It has been shown that a variety of macroscopic
properties of the condensed phase can be expressed
analytically in terms of statistically defined quanti-
ties.4,6–8 These quantities characterize molecular surface
electrostatic potentials (MSEP). The MSEP, which is
created on the surface of a molecule by its nuclei and
electrons, is a well-established guide to physical proper-
ties and molecular interactive behavior.9,10 Unlike many
of the other quantities used now and earlier as indexes of
physicochemical behavior, the electrostatic potential,
VðrÞ, is a real physical property, one that can be deter-
mined experimentally by diffraction methods or compu-
tationally.


The MSEP approach clearly has elements in common
with the previous empirical models; however, three


important point should be addressed. The previous effec-
tive models express the properties in terms of descriptors
of various theoretical or empirical origins, that are
intended to reflect certain specific features, e.g. hydrogen
bond accepting or donating ability, polarizability, etc. In
contrast, computed quantities from VsðrÞ are statistical
measures of the variation of a single physical observable,
the electrostatic potential, over a well-defined molecular
surface. Also, the computed surface quantities are gen-
erally little affected by conformational changes, unless
these considerably the diminish the internal polarity.11


Furthermore, the trends in these quantities are found to be
similar by different computational procedures.12 With the
recent advances in computer technology, VðrÞ is must
commonly obtained computationally for a variety of
chemical systems.


Solvent effects on Diels–Alder reactions are well
known and some efforts have been devoted to the
theoretical and experimental treatment of solvation effect
on these reactions.3 Correlation with empirical para-
meters has been discussed for the reaction rate13,14 and
endo/exo selectivity,14,15 and the solvent effect has been
interpreted in different ways. For example, the aseym-
metric Diels–Alder reaction of cyclopentadiene with (�)-
menthyl acrylate (Scheme 1) has been studied.16 Also, a
detailed analysis of the solvent effect on the rate, endo/
exo selectivity and diastereomeric excess (de) of the
Diels–Alder reaction has been carried out by Ruiz-Lopez
et al.17 The observed increase in the reaction rate was
explained by hydrophobic effects and hydrogen bonding
interactions, and the endo/exo selectivity and de of the
reaction were attributed to electrostatic interactions. It
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was considered that the solvophobicity of solvents cannot
affect the endo/exo and de selectivity of this reaction.


The characteristics of VðrÞ encouraged us to investi-
gate the influence of the solvent on asymmetric Diels–
Alder reactions using MSEP and regression analysis. The
Diels–Alder reaction between cyclopentadiene and
menthyl acrylate (Scheme 1) was selected. Statistical
analysis was used in conjunction with the experimental
results16 to express the rate constant, endo/exo selectivity
and de in terms of the calculated electrostatic potential on
the surface of solvent molecules.


EXPERIMENTAL


The electrostatic potential VðrÞ created in the space
around a molecule by its nuclei and electrons is given
rigorously by


VðrÞ ¼
X ZA


jRA � rj �
Z


�ðr0Þ
r0 � r


dr0


where ZA is the charge on nucleus A, located at RA and
�ðr0Þ is the electronic density. VðrÞ was computed with
the Gaussian 98 package,18 using the HF procedure and
the 6–31þþG* basis set. The molecular surface was
taken to be the 0.001 a.u. contour of �ðr0Þ as proposed
by Bader et al.19


The quantities characterizing the MSEP are as fol-
lows:8


1. Vs;max and Vs;min, the most positive and negative values
of VðrÞ on the molecular surface, respectively.


2. �, the average deviation on the surface, defined as


� ¼ 1


n


Xn
i¼1


VsðriÞ � �VVs½ �


where �VVs is the average of VðrÞ over the surface.
3. �þs and ��s the average of positive and negative


electrostatic potentials on the surface of the mole-
cules, respectively.


4. �2
þ and �2


�, the positive and negative variances of VðrÞ
over the surface of the molecules, respectively, which


are included in the �tot2 , the total variances of VðrÞ
over the surface of molecules, according to


�2
tot ¼ �2


þ þ � 2
� ¼ 1


m


Xm
j¼1


vþs ðrjÞ � vþs
� �2


þ 1


h


Xh
k¼1


v�s ðrkÞ � v�s
� �2


5. �, the balance between the positive and negative
surface potentials, defined by


� ¼
�2
þ�


2
�


�2
tot


� �2


The multilinear correlation regression (MLR) method
was used to obtain the optimum correlations.


RESULTS AND DISCUSSION


Table 1 shows the experimentally determined rate con-
stants along with the endo/exo and diastereofacial selec-
tivity of the reaction in 15 solvents.16 Some of the key
features of the molecular surface electrostatic potentials
on the basis of our calculation are also listed in Table 1.
These parameters are found to be relevant to the experi-
mental data.


In seeking an analytical representation of the experi-
mental data in Table 1, we tested a number of quantities
related to VsðrÞ, including some which are shown in
Table 1. The best correlation was obtained by the equa-
tions presented in Table 2. Although these equations do
not reproduce the absolute values of the experimental
data, they can predict the qualitative pattern of solvation
which determined the modification of the rate constant
and endo/exo and diastereofacial selectivities induced by
the solvent.


Cativiela et al. showed that the solvent’s electrostatic
effect is one of the most important factors affecting the
rate constant and endo/exo and diastereofacial selectivity
of the reaction.16 They also suggested that solvophobicity
(through cavitation energy calculation) and dispersion
energy may play important roles in the solvent effect on
the rate of these reactions. However, they proposed that
the influence of these terms on the endo/exo and diaster-
eofacial selectivity is negligible and the observed
changes can be explained by pure electrostatic and
hydrogen bonding interactions.


The regression models using surface electrostatic po-
tentials give the similar equations for the solvent effects
on endo/exo selectivity and rate of reaction of cyclopen-
tadiene with menthyl acrylate. In both models, Eqns (1)
and (2) (Table 2), the dominant interactions are ��2


tot,
Vs;max and volume of the solvent molecules. ��2


tot has


Scheme 1
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been found previously to be a key quantity for represent-
ing properties that reflect non-covalent interactions of a
molecule with others of its own kind.8 This means that the
solvent molecules tend to aggregate more, which im-
proves the solvophobicity of the solvent. One can there-
fore use this quantity to show the solvophobicity
interactions between solutes and solvents, and its promo-
tion or inhibition of this specific interaction.


Hydrogen bond basicity and acidity have also been
explored from a quantitative standpoint using both
positive and negative regions of surface electrostatic
potentials computed at the HF/6–31G* level.20 Hagelin
et al.20 have shown that the Vs;max values, associated with
hydrogens of hydrogen bond donors, and the Vs;min


values, associated with hydrogen bond accepting atoms,
correlate with measures of hydrogen bond acidity and
basicity, respectively. Hence, according to our models,
the reaction rate and endo/exo selectivity of the Diels–
Alder reaction of cyclopentadiene with menthyl acrylate
depends largely on solvophobic and hydrogen bond
interactions between the solute and solvent.


From the models obtained, it seems that the molecular
size of the solvent plays a role either explicity or
implicity in the reaction rate and endo/exo selectivity.
The negative coefficient of volume of solvent molecules
[Eqns (1) and (2)] shows a reverse relationship between
the molecular size of the solvent and its effect on the
reaction rate and endo/exo selectivity. Qualitatively it can


be said that the volume of solvent molecules alters the
reaction rate and endo/exo selectivity through changing
the differences in the entropies of activation for both
processes.


Cativiela et al. suggested that the electrostatic part of
the solute–solvent interactions plays an important role in
the endo/exo selectivity and de,16 and they did not obtain
any effects for the solvophobic interactions on these
selectivities. Whereas the experimental results show
that endo/exo selectivity increases with solvent polarity,
and as the most solvophobic solvents are also the most
polar, a solvophobic interaction should exist between
solute and solvent molecules, affecting the endo/exo
selectivity.


Since the effect of solvent on de is small, it was
analyzed qualitatively. As Eqn (3) (Table 2) shows, the
diastereofacial selectivity of the reaction is a function of
��2


tot (as descibed above) and �. It has been suggested that
� can be viewed as a measure of the local polarity or
internal charge separations that is present even in mole-
cules having zero dipole moment.21Hence the concluding
model for diastereofacial selectivity suggests that the
local polarity on the surface of solvent molecules and
the hydrogen bond donor ability of the solvent increase
the diastereofacial selectivity of the reaction. It has been
predicted previously that hydrogen bond formation
clearly favors the s-trans conformation and makes it
possible to explain the increase in de in hydrogen bond


Table 1. Molecular surface electrostatic potential properties of solvents used in the reaction of cyclopentadiene with menthyl
acrylate


Solvent Logka Log3/4a Log3a/3ba �b �VVsb Vs,max
b Vs,min


b �tot
2c � ��tot


2c Volumed


2-Propanol �4.094 0.663 0.094 9.73 1.86 47.8 �40.48 235.4 0.204 48.01 539.07
Acetone �4.545 0.554 0.079 15.18 3.97 25.36 �44.8 228.69 0.112 25.64 617.25
Acetonitrile �4.408 0.638 0.081 10.50 1.717 28.855 �40.979 170.43 0.208 35.53 619.99
Benzene �4.443 0.434 0.063 10.45 �2.17 16.56 �18.95 54.37 0.232 12.63 805.13
Benzonitrile �4.411 0.6 0.109 5.81 0.011 24.835 �39.61 211.44 0.093 19.66 886.03
Chlorobenzene �4.456 0.478 0.084 9.67 0.09 22.02 �15.27 57.12 0.196 11.17 1026.04
Dichloromethane �4.473 0.564 0.07 11.15 1.29 31.16 �15.16 125.85 0.103 13.02 570.73
Dioxane �4.47 0.493 0.063 10.99 3.14 23.19 �33.98 143.97 0.065 9.30 704.49
Ethyl acetate �4.578 0.505 0.064 14.24 1.93 32.59 �41.94 187.16 0.200 37.46 791.52
Hexafluoroisopropanol �3.707 0.852 0.235 5.48 5.76 190.07 �23.22 371.96 0.030 11.16 833.22
Hexane �4.645 0.505 0.081 13.27 0.13 43.31 �48.31 300.79 0.155 46.74 1084.07
Methanol �4.073 0.73 0.084 7.48 1.81 49.19 �38.89 255.24 0.248 63.40 341.26
Nitrobenzene �4.296 0.582 0.119 16.19 3.41 34.88 �46.97 366.39 0.180 66.14 815.61
Toluene �4.539 0.437 0.083 7.98 0.84 15.96 �20.49 51.96 0.217 11.26 1050.82
Trifluoroethanol �3.697 0.818 0.164 19.29 3.02 62.93 �33.82 253.51 0.177 44.92 578.20


a Experimental results from Ref. 16.
b kcal mol�1.
c (kcal mol�1)2.
d Å3.


Table 2. Regression models of rate and endo/exo and diastereofacial selectivity in terms of MSEP of solvents


Equation Regression coefficient


(1) Logk¼ 0.00209��tot
2 þ 0.00506Vs,max �0.00048 (volume) �4.243 0.840


(2) Log3/4¼ 0.001504 ��2
tot þ 0.00223Vs,max �0.0002524 (volume) þ 0.6385 0.915


(3) Log3a/3b¼ 0.001745� þ 0.000834Vs,max þ 0.0407 0.902
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donor solvents.16 Also, our results confirm that the
influence of solvophobicity seems to be negligible.


This study shows that the effect of hydrogen bond
donor ability of solvents calculated from MSEP on the
Diels–Alder reaction of cyclopentadiene with menthyl
acrylate is substantial. We have shown that this property
of solvents increases the rate and endo/exo and diaster-
eofacial selectivity of this reaction. Also, the observed
increase of the reaction rate and endo/exo selectivity is a
function of the solvophobicity of the solvent, whereas
this specific interaction does not have a substantial effect
on the diastereofacial selectivity of the reaction studied.
Moreover, the local polarity on the surface of solvent
molecules (even for molecules having zero dipole mo-
ment) has a considerable effect on the diastereofacial
selectivity of the reaction.
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ABSTRACT: Nine non-classical carbocations derived from cyclic saturated hydrocarbons were studied by means of
ab initio calculation, MP2/6–311G**. The geometry, energetics, orbital interactions within the Natural Bond Orbital
formalism, electron density and chemical shieldings were obtained and analyzed. In all cases a similar geometrical
distribution (‘non-classical moiety,’ NCM) was obtained with the carbon atoms located in a triangle with two of their
sides of 1.84 Å and the third of 1.40 Å. The energetic stability of the carbocations was rationalized on the basis of the
strain in the rings involved. The NBO analysis shows that the charge is largely distributed over the three centers and
also the existence of a two-electron, three-center orbital with similar contribution of the three atoms. Electron density
maps were obtained and analyzed. In all cases, the chemical shieldings of the CH2 group of the NCM are in the region
of saturated hydrocarbons whereas those for the CH group are similar to those found in double-bonded systems.
Copyright  2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc
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We have been involved for some time in the experimental
determination of the intrinsic (gas-phase) stabilities of
carbocations, R�, by means of Fourier transform ion
cyclotron resonance (FT-ICR) spectroscopy. A quantita-
tive ranking of these stabilities is given by �rG° (1), the
standard Gibbs energy change for the chloride exchange
reaction (1) in the gas phase:


R----Cl(g) � Rref
� �g� � R��g� � Rref ----Cl(g)


�rG
��1� �1�


where Rref
� is an arbitrarily chosen reference cation. This


process has been consistently used in our previous work,
1-adamantyl (1-Ad�) being selected as the reference ion,
reaction (1a):


R----Cl(g) � 1-Ad��g� � R��g� � 1-Ad----Cl(g)
�rG


��1a� �1a�


The species hitherto examined include, among others, a
number of bridgehead cations of widely different
stabilities,1 such as 1-norbornyl, 1-adamantly (1-Ad�)
and manxyl (bicyclo[3.3.3]undecanylium cation),
aliphatic,2 aromatic3,4 and bi- and tricyclic secondary
cations.4–6


Some significant results derived therefrom are as
follows.


First, let k and k0 stand for the solvolysis rates of
bridgehead chlorides R—Cl and 1-adamantyl chloride, 1-
AdCl, respectively, in the same solvent and at the same
temperature. We have shown that log(k/k0) is linearly
related to �rG° (1a) to a very high degree of precision.
The correlation spans some 25 log units in rates and
200 kJ mol�1 in Gibbs energies and includes, inter alia,
bridgehead species and bi- and tricyclic secondary
cations. These results are fully consistent with the
concept that SN1 solvolysis rates for a series of similar
compounds under the same reaction conditions directly
reflect the stability of their carbocationoid transition
states.7 They further indicate the relevance of the gas-
phase thermodynamic data for the purpose of under-
standing solution reactivity. A referee has indicated that
recent computational work suggests that the transition
states for the solvolysis of 2-exo-norbornyl derivatives do
not resemble the isolated cartion.8 Also, we have long
been aware of the fact that medium effects are able to
reverse the ranking of carbocation stabilities determined
in the gas phase.9 This notwithstanding, the empirical
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LFER indicated above exists, irrespective of mechanistic
details, and has been of use in some cases.2b


Second, combination of the experimental value of
�rG°(1a) with �rG°(1b), the standard Gibbs energy
change for the isodesmic reaction (1b), provides
�rG°(1c), the standard energy change for the hydride
transfer process (1c):


1-AdCl(g) � R----H(g) � C10H16�g� � R----Cl(g) �rG
��1b� �1b�


R----H(g) � 1-Ad��g� � R��g� � C10H16�g� �rG
��1c� �1c�


where C10H16 is the adamantane hydrocarbon.
Reaction (1c) is relevant because (i) It also provides a


quantitative ranking of carbocation stabilities, (ii) it can
be studied experimentally in some cases and (iii) the
absence of chlorine facilitates computations at relatively
high levels.


Reactions (1a)–(1c) are isodesmic processes. Among
them, reaction (1b) is seen to involve only neutral
species. For most bridgehead and bicyclic chlorides the
absolute value of �rG° (1b) is small (below 10 kJ mol�1)
with respect to the overall range of structural effects. In
our experience, calculations at the HF/6–31G(d) level
provide satisfactory estimates of this ‘leaving group
correction’ when the appropriate experimental informa-
tion is not available. As regards the computational
determination of �rG°(1c), we have used MP2/6–
311G(d,p) and G2(MP2) levels. With these techniques,
we have found that both purely computational and purely
experimental �rG°(1c) values agree within an unsigned
average difference of ca 8 kJ mol�1. Furthermore,
whenever �rH°(1c) values (readily determined from
experimental �rG°(1c) values through the appropriate
entropy corrections) could be compared to experimental
data obtained by entirely different techniques, excellent
agreement was obtained.5,10


Initially, most of our computational studies were
simply aimed at cross-checking the experimental data.
This led us to deal with some ‘non-classical’ ions. The
Brown–Schleyer joint definition11 of a non-classical
carbocation is ‘a positively charged species which cannot
be represented adequately by a single Lewis structure.
Such a cation contains one more carbon or hydrogen
bridges joining the two electron-deficient centers. The
bridging atoms have coordination numbers higher than
usual, typically five or more for carbon and two or more
for hydrogen. Such ions contain two electron-three (or
multiple) center bonds including a carbon or hydrogen
bridge.’ Historically, camphenyl cation12 provided the
basis for the concept of non-classical ions to develop and
still remains an important species in its own right.13


Although we have observed in previous work that a
number of ‘carbon bridges’ display a nearly constant
geometry, irrespective of the relative stabilities of the
ions, we have never examined this topic in detail.1,4–6 In
this study, we considered the presence and properties of


this common geometrical feature (‘non-classical moiety,’
NCM) in a set of various cations, formally non-classical
and derived from secondary cations, of widely different
geometric structures and sizes. Important theoretical
studies have been published recently on these NCM
particularly regarding their electronic properties, notably


by Werstiuk and co-workers.14


We selected the following seven carbocations which,
according to common usage, are ‘non-classical’ species:
bicyclo[2.1.0]pent-2-ylium (1b�), bicyclo[2.1.1]hex-2-
ylium15,16 (2b�) norbornan-2-ylium17 (3b�), homoada-
mantan-4-ylium (5b�), norbornan-7-ylium18,19 (7b�),
bicyclo[2.2.2]oct-2-ylium14a,17,20,21 (8b�) and adaman-
tan-2-ylium (9b�). For comparison purposes, the methyl-
substituted derivatives of 3b� and 5b�, 4b� and 6b�,
respectively, were also examined.


As far as we are aware, information on 1b� is not yet
available. The intrinsic (gas-phase) stability and structure
of 5b� were studied experimentally and computationally
very recently.4,6 The ‘non-classical’ character of 9b� was
suggested in important computational work dealing with
the protonation of adamantane.22 It is interesting that,
years ago, Sorensen and co-workers had already drawn
attention to remarkable structural aspects of this ion23 (for
an important contribution to the field of non-classical
carbocations, see Ref. 23b). 3b� has played a key role in
physical organic chemistry because of the vigorous
academic discussion it generated11,24 until a combination
of low-temperature 1H and 13C NMR,25 13C solid-state
NMR,26 solid-state FT-IR27 and ESR28 techniques estab-
lished the bridged structure of this ion. A combination of
high-level ab initio and Monte Carlo calculations indicate
that this is also the only stable structure in solution.29 The
bridged structure of 8b� has already been established.14a


Topics considered herein include the geometry,
energetics, electron density and bonding within the
NBO methodology and nuclear shieldings for the nine
compounds mentioned above. The various ions examined
in this work are summarized in Fig. 1.


�"',)%-


The computational level used in this work was obviously
determined by the substantial size of many of the species
examined. As rightly indicated by a referee, the MP2
level sometimes overestimates bridging in some sys-
tems.30 In this work, however, we used the MP2/6–
311G(d,p) level, the reasons being as follows. It has been
pointed out that MP2/6–31G(d) or higher levels are
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methods of choice for geometries, NMR chemical shifts
and IR vibrational frequencies of carbocations.14a,31


These calculations are generally in very good agreement
with experimental data or values computed at higher
levels, say QCISD. As shown below, for systems relevant
to this study, NMR shifts obtained using the MP2/6–
311G(d,p) level favorably compare with those obtained
using DFT methods. Further, as indicated in the


Introduction, this level of computation has given us very
satisfactory results in terms of computing changes of
thermodynamic state functions involving hydride or
chloride exchanges between carbocations.


All the ab initio calculations were performed with the
Gaussian 98 program.32 The structures were initially
optimized at the B3LYP/6–31G* level,33,34 frequency
calculation (no imaginary frequencies) indicating that the
geometries obtained are minimum structures. Additional
optimizations were carried out at the MP2/6–311G**
level.35,36


The electron density obtained at the MP2/6–311G**
level was characterized using the Atoms in Molecules
(AIM) methodology37 and the AIMPAC set of pro-
grams.38 The AIM methodology provides a unique tool to
characterize atomic bonding. The electron density of a
system is mathematically analyzed to find critical points
(points where the gradients vanish). The presence of a
(3, �1) critical point known as a bond critical point (bcp)
corresponds to the minimum value of the electron density
in the bond path that links two nuclei. The values of the
bond critical point (electron density and laplacian) are
indicative of the kind of bonding, ionic or covalent. Other
indices such as the ellipticity provide a quantitative
description of the shape of the electron density around the
bond critical points. Single bonds present ellipticities
close to one, large ellipticities indicate a large �-character
of the bond.


Natural Bond Orbital (NBO) analysis39 was used to
evaluate the corresponding atomic charges and to
determine the nature of the molecular orbital formed with
the MP2/6–311G** wavefunction. These calculations
were performed with the NBO 5 version of the program.40


The NBO method provides atomic charges, bond orders
and atomic contributions to the molecular orbitals.


The values of the absolute nuclear shieldings were
calculated using the GIAO method41 at the MP2/6–
311G** computational level.


("-*�'- �&% %�-+*--�)&
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For the sake of conciseness we only present the optimized
geometries of ions 3b�, 4b�, 6b� and 9b� (Fig. 2). All
other geometries are given as Supporting Material.


Cations 1b�, 2b�, 3b� and 5b� are of Cs symmetry
whereas the symmetry of 7b�, 8b� and 9b� (and also that
of the derivatives 4b� and 6b�) is C1.


All these geometries have a common characteristic, the
existence of a ‘non-classical moiety’ (NCM), presented
in Fig. 3.


The geometries of the cation considered shows small
variations in the NCM (Fig. 3 and Table 1). In this paper,
the C� and C� atoms have been defined as C����C�
�C����C�.


0�1��� � ���"���	� ��	 ���� 
(����
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The average value of the C����C� and C����C�
distances is 1.84 Å, the extreme values being those in
5b� with the longest (1.89 Å) and the shortest (1.79 Å)
interatomic distances. If the average value of each
distance is considered, they are seen to range between
1.82 and 1.88 Å, an indication that a compensation effect
is observed. The C�—C� bond varies between 1.39 and
1.40 Å, excluding the value in 1b� where it is part of a
strained three-membered ring. This interatomic distance
is slightly larger than that obtained for the double bond of
the cis-2-butene system (1.34 Å) calculated in this work
at the MP2/6–311G** computational level.


The Cs symmetry of the carbocations of 3 and 5 is
broken by methylation (4 and 6, respectively) even in
positions located far from the NCM (Fig. 3). The
resulting C����C� and C����C� bonds became slightly
shorter and larger, respectively, than in the parent
carbocations.


We finally note that cation 9b� also displays the
NCM and this fully confirms the suggestion by Esteves
et al.22
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Cation C����C� C����C� C�—C�


1b� 1.819 1.819 1.352
2b� 1.878 1.878 1.398
3b� 1.835 1.835 1.400
4b� 1.821 1.851 1.399
5b� 1.834 1.834 1.397
6b� 1.824 1.841 1.396
7b� 1.793 1.887 1.393
8b� 1.822 1.831 1.399
9b� 1.851 1.866 1.397
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The neutral hydrocarbon precursors of the carbocations
are shown in Fig. 1 (species labeled a). In addition,
alternative potential precursor systems which include a
double bond and a methyl group as responsible of the
formation of the non-classical moiety have been
considered (species labeled c).


For discussion purposes, it is useful to consider
reactions (2)–(5). Reactions (2) and (3) are hydride
losses from the neutral precursors a and c to yield the
relevant b� ions. Reactions (4) and (5) provide
quantitative rankings of stabilities of the various ions
relative to 3b�, arbitrarily taken as a reference.


RaH � Ra
� � H� �E�2� �2�


RbCH3 � Ra
� � H� �E�3� �3�


RaH � 3b� � Ra
� � 3a �E�4� �4�


RbCH3 � 3b� � Ra
� � 3c �E�5� �5�


The relative energies of the carbocations and the
corresponding neutral species and as the energetics of
reactions (2)–(5) are given in Table 2. Immediate
conclusions derived from this table are as follows:


1. The results obtained show that in all the cases studied
the saturated neutral precursor is more stable than the
ethylenic one, with the exception of 2. In this
particular case, 2a bears a ‘bicyclobutyl-like’ moiety,
known to be highly strained.42 The cyclic moiety in 2c
is a feebly strained cyclopentene (strain energy ca
10.5 kJ mol�1).


2. The rankings of relatives stabilities obtained from the
two families of precursors follow the same general
trend.


3. On account of the isodesmic character of reaction (4),
�E(4) values can be expected to be reasonably close to
the experimental standard enthalpy changes for
reaction (4), �H°(4). The latter data are available for


systems 3, 5, 7 and 9 and are reported in Table 2. The
agreement is fair and suggests that our computational
level is sufficient for our present purposes. In the case
of 5, the difference reaches some 10 kJ mol�1 but the
difference between the experimental and computed
values of �H°(4) is only � 5 kJ mol�1.


4. The range of structural effects is large, 172.4 and
213.2 kJ mol�1, respectively, depending on whether
the saturated or ethylenic precursors are chosen (see
Table 2).


5. Reaction (5) helps shed light on the origin of the wide
span of structural effects on the stability of these
species. Consider, for example, the formation of 3b�


starting from 3c. Formally, this can be achieved by
hydride abstraction from the methyl group in 3c
followed by the approach of the resulting cation to the
double bond to yield 3b�. The latter ion can be
described by the two mesomeric structures 3b�


I and
3b�


II shown in Fig. 4. They both present a five-
membered ring.


Similar reasoning applies to the formation of 7b�, as
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System Relative energy of Ra vs RbCH3
b �E(2) �E(3) �E(4)c �E(5)


1 �84.90 1247.28 1162.38 164.71 143.20
2 31.67 1119.73 1151.40 37.16 132.22
3 �63.39 1082.57 1019.18 0.00 (0.00) 0.00
4 �68.71 1074.90 1006.19 �7.67 �12.99
5 �121.38 1076.05 954.67 �6.52 (�16.3) �64.51
6 �122.65 1071.85 949.20 �10.72 �69.98
7 �64.81 1160.68 1095.86 78.11 (82.0) 76.68
8 �75.28 1082.15 1006.86 �0.42 �12.32
9 �118.73 1104.57 985.84 22.00 (15.5) �33.34


a Defined in the text.
b Negative values indicate that the Ra species is more stable than the RbCH3 species.
c In parentheses, experimental values of �rH(3) from data in Refs 1b and 5.
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described by structures 7b�
I and 7b�


II (see Fig. 4).
Relative to 7c they present one four- and one six-
membered ring, respectively. Obviously, the actual
geometries of the ions are intermediate between the two
extremes and are affected by other factors, as discussed
above. Here we assume, for simplicity, that the difference
in stability between two of the ions examined here is
given to a large extent by the difference in their strain
energies relative to their neutral precursors. We also
assume that for each ion, the main contribution to this
strain energy is given by the average of the strain energies
(ASE) pertaining to the formation of the structures I and
II starting from the corresponding ethylenic precursors.
Here we use the strain energies reported by Burkert and
Allinger43 for cyclobutane, cyclopentane and cyclohex-
ane, 117.76, 33.97 and 10.92 kJ mol�1, respectively. In
the case of 3b� and 7b� the ASE values thus estimated
are 33.97 and 64.34 kJ mol�1, respectively. Figure 5 is a
plot of �E(5) against �ASE, the difference between the
ASE for any ion and ASE for 3b�.


The correlation between �E(5) and �ASE is surpris-
ingly good, in spite of the crude model that we used
(highly sophisticated molecular mechanics methods have
recently been used for carbocations44 although, to our
knowledge, they have not yet been systematically applied
to non-classical ions). Here we just intended to indicate


that these effects are important in this family of ions. The
slope of the correlation, ca 0.5, seems to indicate that a
significant part of the differential structural effects does
indeed originate in the strain of the carbocations. The
study of the influence of strain on the reactivity of
carbocations in solution has a long history45 and has been
quantified and determined experimentally in a number of
cases.1 Here we show that it is also a fundamental factor
determining the relative stabilities of non-classical ions.


6. The introduction of a methyl group near the NCM
leads to a small increase in the stability of the
carbocation. This effect, larger the closer the sub-
stituent, is a well known feature of gas-phase
stabilities and is generally attributed to a ‘polariz-
ability effect.’46


"
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The charges summed over the heavy atoms, the bond
order and the atomic contribution to the two-electron,
three-center orbital obtained with the NBO methodology
for the three groups involved in the NCM are given in
Table 3.
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System


Charge Bond order % atomic contribution to the two-electron, three center orbital


C�H2 C�H/C�H C����C�/C����C� C�—C� C� C�/C�


1b� 0.296 0.260 0.48 1.25 37.06 31.47
2b� 0.276 0.262 0.44 1.26 36.19 31.90
3b� 0.253 0.241 0.47 1.20 38.56 30.72
4b� 0.249 0.225/0.258 0.49/0.45 1.20 38.68 31.94/29.38
5b� 0.243 0.233 0.48 1.20 39.03 30.49
6b� 0.259 0.241/0.249 0.49/0.47 1.19 39.04 31.06/29.91
7b� 0.259 0.241/0.249 0.49/0.44 1.23 37.21 32.16/30.62
8b� 0.254 0.232/0.237 0.48/0.47 1.20 38.50 30.99/30.51
9b� 0.246 0.233/0.247 0.46/0.45 1.22 37.80 31.50/30.70
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System � (a.u.) 2� (a.u.) Ellipticity


Bond path
length minus
geometrical


bond length. (Å)


1b� 0.129 0.021 6.50 1.151
2b� 0.116 0.033 4.32 1.205
3b� 0.127 0.013 6.72 1.220
4b� 0.143 0.002 3.65 0.251
5b� 0.126 0.011 6.37 1.174
6b� 0.127 0.007 5.27 0.364
7b� 0.130 �0.025 1.80 0.186
8b� 0.128 0.007 5.79 0.440
9b� 0.130 �0.052 2.97 0.475
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The charge distribution obtained shows how the NCM
efficiently distributes the positive charge between the
three groups with an almost identical value for each one,
in all the cases the positive value of C�H2 being slightly
larger than the other two. In addition, a small amount of
charge, that ranges between 0.18e and 0.29e in the
carbocations studied, is spread over the rest of the
molecule.


The atomic contribution to the two-electron, three-
center orbitals obtained follows the same trend as the
atomic charges. The values are similar for the three
carbon atoms that define the NCM, in all the cases the C�
contribution being the largest. In the non-symmetrical
cases, the C� contribution is always larger than the C�
contribution.


The bond order shows that the C����C� and C����C�
contacts range between 0.44 and 0.49, i.e. half that of a
standard single C—C bond. For C�—C�, the values are
between 1.20 and 1.26, which is an intermediate value
between a standard single C—C bond and a double bond
(for comparative purposes the bond orders of cis-2-
butene and ethane at the same computational level are
1.78 and 0.98, respectively)


In all the cases studied, the analysis of the electron


density shows only one bond critical point, located
between the C� and the C�—C� groups (Table 4). The
values of the electron density and its laplacian indicate
that the interactions discussed above are at the borderline
between shared-shell and closed-shell interactions.47 The
large value of the ellipticity in the bcps indicates that the
electron density surface in their vicinity is rather flat.
Even the smallest value obtained (1.80 for 7b�) is much
larger than those obtained for standard CC bonds, in the
range 0–0.5.48


In the case of the symmetrical cations (1–3 and 5), a T-
shaped bond path [Fig. 6(a)] is obtained similar to that
previously described for the 2-norbornyl cation.14a,c The
bond path linking the C� atom and the C�/C� atoms goes
through the center of their bond and bifurcates at that
point. Since the electron density map corresponds to a
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System C� C�/C� System CH3 C�/C�


1b� 38.97 125.12 1c 14.22 112.53
2b� 75.23 157.95 2c 22.28 132.66
3b� 24.33 126.69 3c 10.67 131.95
4b� 22.92 121.64/137.39 4c 14.43 131.27/138.27
7b� 36.56 132.39/127.96 7c 10.06 136.34/133.41
8b� 31.43 132.82/123.29 8c 15.68 129.82/130.01
9b� 48.58 132.64/145.05 9c 26.65 131.16/137.47


a The calculated absolute value of the 13C of TMS is 198.98.
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Ion


Chemical shifts


Exp.b Absolute valuec Rel. TMSc Lit. valuesd


2b�


C1,2 157.8 41.03 157.95 158.5
C3,5,6(av) 49.1 146.72 52.26 45.7
C4 43.4 149.82 49.16 37.5
3b�


C1,2 124.5 72.29 126.69 137.1
C3,7 36.3 157.87 41.11 41.38
C4 37.7 156.47 42.51 47.28
C5 20.4 174.55 24.43 23.04
C6 21.2 176.64 24.33 37.68


a Carbon atoms numbered as in in Fig. 1.
b Experimental data for 2b� and 3b� from Refs (M) and (W), respectively.
c Computed, this work.
d Computed values for 2b� (IGLO, DZ//MP2FULL/6–31G*) and 3b�


[CSGT, B3LYP/6–311�G(d,p)] are from Refs 14b and 12c, respectively.
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catastrophic situation, any small change that distorts the
symmetry induces the formation of a unique bond
between the C� atom and C� or C� atom [Fig.
6(b)].14b,d This is the case for the methyl derivatives of
3b� and 5b�, which correspond to the structures 4b� and
6b�, respectively. Hence the effective electron density
map of these systems shows a tetracoordinated carboca-
tion. Similar catastrophic electron density maps have
been described for hydrogen-bonded complexes where �-
systems act as acceptors.49


Even though a single bond path is obtained between
the C� and the C�—C� groups in the non-symmetrical
cations (4b�, 5b�–9b�) linking C� and C�, a clear
influence of the C� atom is observed due to the curvature
of the bond path (Fig. 6). Thus, significative values are
obtained in all cases for the difference between the
electronic bond path and the interatomic distance (Table
4). A similar effect but on a smaller scale is observed in
bent bonds of strained three-membered rings.
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The chemical shieldings of the NCM carbon atoms
calculated at the MP2/6–311G** level with the GIAO
methods are given in Table 5. For comparative purposes,
the same carbon atoms in the c species are included. We
present in Table 6 a detailed comparison of our computed
chemical shifts with the available experimental and
computational values from the literature. As can be seen,
our results agree with the experimental values within an
average unsigned difference of 3.2 ppm, the correlation
between experimental and calculated values being
excellent (r2 �0.999).


The results obtained for the carbocations and c species
are very similar and in all cases the values for the former
are larger (up to 50 ppm) than those for the latter neutral
species. These differences can be explained on the basis
of a similar distribution of the positive charge over the
three atoms of the NCM as discussed previously. For the
sake of comparison, the 13C chemical shielding of the
simplest neutral–cation pair with a positive carbon atom
(methane and methyl cation) was calculated at the same
computational level and shows a difference of almost
400 ppm (�3.22 and 385.59 ppm, respectively)


Thus, the C� atom of the carbocations and the CH3 of
the c series show chemical shieldings characteristic of
saturated hydrocarbons and the C� and C� atoms in both
systems are in the range of double bonds.


+)&+�*-�)&-


We have examined nine bi- and tricyclic carbocations
having 5–11 carbon atoms in their cyclic frameworks. All
of them have in common a fundamental geometric
feature, the non-classical moiety portrayed in Fig. 2. The


three relevant bond lengths of the NCM were found to
vary between rather narrow limits. This indicates that the
NCM provides an efficient means to stabilize these ions
even though the sizes of the various systems are very
different. Our computational results show indeed that it
allows a very efficient charge dispersal and that this is
smoothly achieved following the hydride abstraction
from hydrocarbon precursors. As regards the structure of
the NCM, we find that the atomic contribution to the two-
electron, three-center orbitals is of the same order of
magnitude for all three carbon atoms. The electron
density maps show two bond paths between the three
carbon atoms involved in the NCM moiety with one of
them very curved owing to the influence of the additional
atom. Their computed chemical shieldings reveals that
C� and the couple C�/C� are rather similar to saturated
and ethylenic hydrocarbons, respectively.
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ABSTRACT: Hybrid density functional calculations are employed to explore the relationships between covalent
bond order, as defined using the atomic overlap matrix (AOM) formalisms developed by Cioslowski, Ángyán and
others, and the parameters derived from a topological analysis of the electron density. Relationships are obtained for
the specific cases of C—C, C—N, C—O, C—P and C—S bonds. The simple Pauling bond order–bond length
relationship describes the data reasonably well in most cases, but the correlations show considerable scatter. Although
no single parameter acts as a unified descriptor of bond order for all types of bond, in each case it is possible to find a
model which describes the bond order data significantly better than the Pauling model based on bond length. The
relationships presented can therefore be utilized to estimate rapidly the covalent part of the bond order from a
topological analysis of the charge distribution for very large systems where the AOM-based methods can become
impractical to apply, and for charge density distributions which have been obtained from experiment (e.g. elastic
x-ray scattering). Copyright  2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc


KEYWORDS: covalent bond orders; charge density topology
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The concept of bond order has played a key role in the
development of chemical bonding theories.1 Bond orders
have since been applied more widely, for example in the
study of chemical reactions2 (including bond order
conservation),3,4 as a tool in inorganic chemistry5 and
in developing simple models of bond energies6 and bond
entropies.7 The earliest and most widely known attempt
by quantum chemists to provide a quantitative measure of
bond order is Pauling’s two-parameter description in
terms of bond length:1


n � exp��r0 � r��a� �1�


where a �0.3 for essentially any type of bond, and r0 is an
idealized single bond length for the type of bond in
question. As an illustration, we take theoretical data for
the optimized C—C bond lengths in ethane, ethene and
ethyne (B3LYP/6–31 � G** level) of 1.532, 1.334 and
1.208 å, respectively, and assign bond orders of 1, 2 and 3
to the C—C bonds in these compounds, which readily


gives [see Fig. 1(a)]


n�r� � exp��1�538 � r��0�299� �2�


Thus a bond order for any C—C bond optimized at the
same level of theory can be estimated by simply inserting
its bond length into Eqn. (1). Lendvay8 used minimal
basis Hartree–Fock calculations to derive values for the
exponential dependence in Pauling’s relationship, and
found a(C—C bonds) � 0.37, a(C—O) � 0.38 and
a(C—H) � 0.26.


Bader9 argued, and most quantum chemists would
accept, that a bond order index should properly be based
on the electron distribution rather than the internuclear
distance (bond length), since it is the electrons that are
actually doing the bonding. (Indices based on bond length
presumably work reasonably well because of the strong
correlation with many density-derived parameters and
bond length.) By analogy with Pauling’s relationship,
Bader proposed a bond order index based on the bond
critical point (CP) electron density (the value of the
electron density at the point in the bond where 	� = 0):


n��c� � exp�a��c � b�� �3�


Using the B3LYP/6–31 � G** charge density topologi-
cal data presented in Table 1 for ethane, ethene and
ethyne, we can again illustrate this relationship [see Fig.
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1(b)] by assigning bond orders of 1, 2 and 3 to the C—C
bonds of these compounds, giving


n��c� � exp�6�862��c � 0�243�� �4�


Clearly, the extent to which the predictions of Eqn. (2)
based on internuclear distance and Eqn. (4) based on
cricical point density agree will depend on the how
closely the critical point density and bond length are
correlated for a given type of bond.


In the context of charge density topological properties,
the work of Silvi and Savin10 using the electron
localization function (ELF) should be mentioned.
Although their work suggested a link between bond
multiplicity and the ELF, it remains to be shown that a


practical, quantitative bond order index can be based on
this function.


Practical definitions of bond order based on results of
quantum mechanical calculations date back to Wiberg’s
index, which applies to semi-empirical methods with unit
overlap matrices.11 Briefly, given a set of LCAO
canonical orbitals {�i =


�
j cij �j which are eigenfunc-


tions of SCF Fock or Kohn–Sham operators (fi �i = �i �i),
the electron density expression is


��r� �
�Nocc


k�1


nk�k�r�
�k�r� �
�


k


nk


�
i


�
j


cijcik�i�r��j�r�


�
�


i


�
j


Pij�i�r��j�r� �5�


where nk is the occupation number of the kth occupied
molecular orbital. Integration of Eqn. (5) over r gives the
total number of electrons in the system, N = PS. The
Wiberg index nW assumes that the AO basis function
overlap matrix S is the unit matrix, and relates the bond
order to a sum over squared density matrix elements
linking pairs of basis functions on the two atomic centres
(A and B):


nW �
�
i�A


�
j�B


Pij
2 �6�


Although it has occasionally been used to calculate bond
orders using ab initio wavefunction with explicit (non-
unit) overlap matrices, perhaps because its ease of
computation, it is only really suited to ZDO semiempi-
rical calculations. Mayer12 subsequently presented a
bond order index which has become very popular, and
takes proper account of the AO overlap. In the closed-
shell case it is given by


nM �
�
i�A


�
j�B


�PijSij��PjiSji� �7�


More recently, Cioslowski and Mixon13 proposed a
bond order index which has its basis in the atoms-in-
molecules method developed by Bader.9 The partitioning
scheme produces atoms (strictly atomic basins �)
enclosed by atomic surfaces with normal vectors a such
that 	� � a = 0: these atoms obey the Virial theorem
2T(�) = V(�). An ‘atomic overlap matrix’ (AOM)14


element is defined in the MO basis as the integral of a


#����� $� ���������	� 	
 ��� ���  ����! ��� �"� ��� �����
"	��#	���� �����	����� ���! ��$% &'(��� )** ���� 
	�
������� ������ ��� ������


���� $� ����������� ���� 
	� �+� "	��� ���$% &'(��� )** ������


nC
a �c (e bohr�3) �1 (e bohr�3) �2 (e bohr�3) �3 (e bohr�3) 	2�c (e bohr�3)


H3C—CH3 1.032 0.241 �0.444 �0.444 0.400 �0.548
H2C=CH2 1.936 0.346 �0.745 �0.548 0.277 �1.016
HCCH 2.895 0.403 �0.599 �0.599 0.027 �1.171


a The Cioslowski–Mixon bond order.
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basis function product over a particular basin (A):


� �i��j �A�
�
�


�i�r��j�r�dr �8�


Cioslowski and Mixon13 argued that bond orders
would be best computed in a localized orbital basis which
maximizes the sum of the squared diagonal elements of
each AOM. Having obtained these localized orbitals, the
bond order in the closed-shell case is computed from


nC �
�


k


nk
2 � �k��k �A� �k��k �B �9�


Table 1 reports B3LYP/6–31 � G** values of nC for
the ethane, ethene and ethyne series. The values are all
fairly close to the nominal values of 1, 2 and 3 for these
(non-polar) bonds. However, since nC reflects the
(dominant) covalent part of the bond order, bonds with
substantial ionic character can show values of these
indices much lower than the nominal integers. Ángyán et
al.15 subsequently derived a covalent bond order based on
AOMs which does not depend on any particular choice of
localized orbitals:


nA �
�


i


�
j


ninj � �i��j �A� �j��i �B �10�


In many cases, these two indices give similar values, but
they can differ considerably for aromatic molecules.15 It
should also be re-emphasized that both nC and nA omit
the ionic contributions to the total bond order, so they
should not be used (for example) to measure total bond
strength. In this work, we use the Cioslowski–Mixon
formalism to generate a body of covalent bond order data
to be modelled with bond CP topological properties. The
latter have been applied as descriptors of a wide range of
molecular properties, including electronegativity,16 bond
energy,17,18 aromaticity,19 hydrogen bond strength,20


hydrogen bond donor capacity21 and molecular similar-
ity.22


The main aim of this work was to explore in more
depth Bader’s proposal of using bond charge density
topological properties such as �c as descriptors of bond
order. In doing so, we will also provide the most thorough
test of the Pauling bond order–bond length relationship so
far reported. It will be shown that, provided other bond
charge density descriptors are considered such as 	2�c


and the eigenvalues of the Hessian of �, {�1, �2, �3}, then
significantly better correlations with covalent bond order
are found than those offered by the basic expressions due
to Pauling and Bader. Simple models of bond order
utilizing the kinetic energy density at the bond critical
point, viz.


Gc � 1
2


�Nocc


k � 1


�	�k� � �	�k� �11�


will also be considered. A secondary but important aim is
to provide a tool for estimating bond order for densities
where no wavefunction is available, such as the many-
centre multipole-parameterized charge densities which
can be obtained from high-resolution elastic x-ray
scattering experiments.23


In any multivariate statistical description of a data set,
it is important to take into account the inter-correlations
between descriptors, and these will be considered at each
stage of generating various models of the bond order
data. This in turn generates useful information concern-
ing any future attempt to model a property using bond CP
data, since relatively little is known about the extent to
which these parameters are independent of one another.


"�%&!�'����'� %(����


We considered bonds between carbon and five elements
with which it forms multiple bonds: C—C, C—N, C—O,
C—S and C—P. A comprehensive set of species were
chosen for each type of bond (containing 37 bonds of
each type) in order to represent a wide range of
‘embedding environments.’ In each case, this set
included a number of cations, anions and both neutral
and charged radicals as well as the more common neutral
closed-shell species. All species were geometry opti-
mized and frequency tested using the B3LYP hybrid
functional24,25 and 6–31 � G** basis sets26 as employed
in Gaussian 98.27 Densities were analysed at this same
level of theory. The bond orders and topological analyses
of all compounds were carried out using the atoms-in-
molecules algorithms due to Cioslowski and co-workers
implemented in the Gaussian code. The key data
extracted from these analyses are included in the
Electronic Supplementary Information at the epoc
website at http://www.wiley.com/epoc; more complete
details of the compounds and density analyses may be
obtained from the author (S.T.H.) on request.


In addition to the bond critical point electron density
suggested by Bader, we focus on 	2�c and in particular
its constituent principal curvatures 	2�c = 	2�c /	x2


� 	2�c /	y2 � 	2�c /	z2 = �1 � �2 � �3 as descriptors of
bond order. The rationale for this is that �c only indirectly
contains information about �-bonding (although the bond
CP is on or close to the nodal plane for � orbitals, � and �
electron density distributions are necessarily coupled via
the self-consistent field procedure). The principal curva-
tures, on the other hand, are anisotropic measures of
electron density concentration/depletion perpendicular to
the bond (�1 and �2) and along the bonding direction (�3).
For this reason they can be expected to be more sensitive
to details of � and � electron distributions, respectively.
This is suggested by the charge density topology of
benzenoid aromatic compounds19 which show maximum
correlation of aromaticity indices with the curvature
perpendicular to the planar ring systems. It is therefore
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possible that (�1 � �2) and �3 may be sensitive to the
separate � and � contributions to the bond order,
respectively. Note that in the case of the two perpendi-
cular curvatures we use the sum value (�1 � �2), which
for brevity will be denoted �12.


In principle, the bond ellipticity � = �1/�2 � 1 could
also be used as a descriptor of covalent bond order.
However, � has the well-known behaviour of increasing
to a maximum value for a ‘perfect’ double bond, and then
decreasing to zero in the range of double–triple bonds as
the bond approaches cylindrical C� symmetry. In other
words, the bond order is not a single-valued function of �,
so � is not suitable as a statistical descriptor of bond
orders between atoms which can form triple bonds, e.g.
C—C, C—N, C—P and so on. We want to construct a
model with general applicability, so � has not been used
as a descriptor here.


Multiple (stepwise) linear and non-linear regression
was used to model the bond order data using JMP28 and
Mathematica 4,29 with a variety of descriptors. The
quality of each model is judged using four statistics: R2


(correlation coefficient), equal to the fraction of variance
accounted for by the model; cross-validated (or ‘leave-


one-out’) correlation coefficient R2
CV; the usual root-


mean-square error, r.m.s.; and Fischer’s F-statistic, F-
stat, which measures the significance of the model given
the number of variables employed.


 (�!���


The observed range of B3LYP/6–31 � G** covalent
bond orders (full detail are given in the Electronic
Supplementary Information) is as follows: 0.93 (in
H3C—CO2


�) �nC (C—C) �2.90 (in HCCH); 0.90
(in [H2C—NHCH3]�) �nC (C—N) �2.67 (in CN.);
0.76 (in [H3C—OH2]�) �nC �(C—O) �1.83 (in
[P=C=O]�); 0.72 (in [H3P—CN]�) �nC (C—P)
�2.52 (in PCH); and 0.98 (in Me2SO2) �nC (C—S)
�2.78 (in [HC=S.]�). The phosphorus compounds
included examples of P—C bonds to phosphorus(V)
and phosphonium ylides; the sulphur compounds con-
tained examples of S—C bonds to sulphur(VI). Cyclic
and cage compounds were also included where possible.
In general, every effort was made to ensure that a range of
‘exotic’ bond types was included in each data set, to


���� )� ,������ 	
 "	�� 	���� �	���� 
	� �+-� �+. ��� �+ "	���


C—N bonds C—O bonds C—P bonds


Model 1, n = a � b	2�c � c�c:
Coefficients a b c a b c a b c


�0.175 0.376 5.409 0.569 0.276 1.847 1.042 1.397 0.0
Statistics R2 R2


CV r.m.s. F-stat R2 R2
CV r.m.s. F-stat R2 R2


CV r.m.s. F-stat
0.975 0.969 0.099 657.0 0.926 0.898 0.086 214.1 0.918 0.910 0.188 393.3


Model 2, n = a � b�3 � c�12 � d�c:
Coefficients a b c d a b c d a b c d


�0.284 0.331 0.559 6.569 0.776 0.267 0.0 0.0 �0.107 1.022 5.136 17.30
Statistics R2 R2


CV r.m.s. F-stat R2 R2
CV r.m.s. F-stat R2 R2


CV r.m.s. F-stat
0.977 0.968 0.096 467.1 0.932 0.922 0.081 480.0 0.939 0.918 0.167 169.4


Model 3, n = a � b	2�c � c�c � dX:
Coefficients a b c d�2 a b c d�2 a b c d(	2�)2


�1.401 0.456 13.20 �11.39 �0.626 0.482 10.60 �14.33 0.993 0.924 0.00 0.661
Statistics R2 R2


CV r.m.s. F-stat R2 R2
CV r.m.s. F-stat R2 R2


CV r.m.s. F-stat
0.978 0.968 0.094 495.6 0.952 0.937 0.070 217.2 0.942 0.933 0.160 277.2


Model 4, n = a � b Gc:
Coefficients a b a b a b


0.745 1.861 0.644 1.002 0.286 5.222
Statistics R2 R2


CV r.m.s. F-stat R2 R2
CV r.m.s. F-stat R2 R2


CV r.m.s. F-stat
0.972 0.969 0.103 1215.2 0.910 0.899 0.093 355.3 0.882 0.871 0.226 262.1


Pauling, n = exp[(r0 � r)/a]:
Coefficients r0 a r0 a r0 a


1.435 0.308 1.353 0.410 1.810 0.290
Statistics R2 r.m.s. F-stat R2 r.m.s. F-stat R2 r.m.s. F-stat


0.961 0.123 851.7 0.857 0.118 210.2 0.876 0.231 247.9


Bader, n = exp[(�c � b)/a]:
Coefficients b a b a


0.277 0.207 0.302 0.319
Statistics R2 r.m.s. F-stat R2 r.m.s. F-stat


0.914 0.181 373.5 0.842 0.124 186.8
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provide the most rigorous test possible for the various
bond order models.


&���
� �	
� 	����*�	
� ��
��� �����	
�����


We first consider the performance of the usual Pauling
bond order expression for the various types of bond. The
fit statistics are reported in Tables 2 and 3. Figures 2(a)–
6(a) are plots of observed versus calculated bond order
for the five types of bonds. The main finding is that the
Pauling expression is unable to consistently model the
data for all bond types: C—C, C—N and C—S bonds are
modelled with similar, arguably acceptable accuracy (R2


ranging from 0.93 to 0.96), but the fit is much worse for
C—O and C—P bonds. The information suggested by the
statistics is also reflected in the larger degree of scatter
relative to the fit line in the plots for C—O and C—P
bonds. The r.m.s. error on the C—O bond of �0.12 is
particularly high considering the narrower range in bond
order for this type of bond (i.e. 1–2, no triple bonds
possible).


Values of the a parameter, which fixes the rate of


exponential decay of bond order with respect to bond
length, vary from 0.29 to 0.41 for these five types of bond
all involving carbon. This broadly corroborates the values
found by previous work to derive these parameters from
ab initio data.8 However, these values should be the most
reliable reported so far for these types of bond, given the
extensiveness of the data set and the good reliability level
of the (gradient corrected) density functional method
used.


+��� �	
� 	����*�	
� ������� �	�
� �����	
,
�����


This model of bond order has really only been tested
previously on C—C bonds,9 and the data in Tables 2 and
3 show that only for this type of bond does it provide a fit
of similar quality (marginally worse, in fact) than the
Pauling expression based on bond length. Indeed, the
Pauling expression is generally significantly better. In the
case of C—P bonds the Bader expression fails comple-
tely, since the data fall into two clusters which together
cannot be fitted at all by a single exponential in the bond


���� -� ,������ 	
 "	�� 	���� �	���� 
	� �+� ��� �+, "	���


C—C bonds C—S bonds


Model 1, n = a � b	2�c � c�c:
Coefficients a b c a b c


�1.865 0 11.34 �0.460 0.684 10.17
Statistics R2 R2


CV r.m.s. F-stat R2 R2
CV r.m.s. F-stat


0.945 0.937 0.140 599.1 0.929 0.915 0.148 221.0


Model 2, n = a � b�3 � c�12 � d�c:
Coefficients a b c d a b c d


�0.522 �1.695 0 8.473 �0.337 0.347 1.999 13.44
Statistics R2 R2


CV r.m.s. F-stat R2 R2
CV r.m.s. F-stat


0.967 0.962 0.111 494.4 0.964 0.955 0.107 292.2


Model 3, n = a � b	2�c � c�c � dX:
Coefficients a b c d�2 a b c d�2


�0.123 0 0 17.97 �2.109 0.799 27.05 �42.05
Statistics R2 R2


CV r.m.s. F-stat R2 R2
CV r.m.s. F-stat


0.956 0.951 0.125 760.1 0.932 0.915 0.147 150.9


Model 4, n = a � b Gc:
Coefficients a b a b


0.639 8.477 1.017 3.250
Statistics R2 R2


CV r.m.s. F-stat R2 R2
CV r.m.s. F-stat


0.947 0.937 0.137 584.0 0.934 0.927 0.141 491.9


Pauling, n = exp[(r0 � r)/a]:
Coefficients R0 a R0 a


1.521 0.293 1.865 0.363
Statistics R2 r.m.s. F-stat R2 r.m.s. F-stat


0.960 0.119 844.9 0.953 0.118 711.3


Bader, n = exp[(r0 � r)/a]:
Coefficients b a b a


0.243 0.151 0.163 0.103
Statistics R2 r.m.s. F-stat R2 r.m.s. F-stat


0.955 0.127 741.3 0.863 0.202 221.4
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CP density. We can therefore discount this simple
expression based on �c alone as being insufficiently
general.


The matrices of linear correlation coefficients linking
the various descriptors are given in full in the Electronic
Supplementary Information (Table 6s). The data show
that �c and bond length are strongly linearly correlated in
four of the five bond types, the exception being the C—P
bond. This explains how the two models (Pauling and
Bader) can perform so differently in this particular case.


����	��� �	
� ������� �	�
� �	�	�	���� �	����


The first step was to consider whether including the
isotropic measure of charge concentration/depletion
	2�c can provide improved models of bond order based
on bond CP properties. The correlation coefficients
linking 	2�c and �c are low (between �0.7 and �0.8),
with the exception of the non-polar C—C bonds
(correlation coefficient �0.97). This verifies that these
two variables are reasonably independent of one another
and therefore potentially contain different information
relating to bond order. Examination of the statistics for
the two-parameter model nC = a � b	2�c � c�c (model 1


in Tables 2 and 3) shows at once that this offers a
considerable improvement over the Bader model, and in
three of the five cases it is also more effective than the
Pauling expression. The most striking improvement
compared with the Bader and Pauling models is seen
for the C—O data, for which both of these expressions
gave poor models. The C—P data are also modelled
much better by this new equation, although the
coefficient c of �c in this case is zero within the estimated
error, so the correlation is effectively just with 	2�c. In
the case of C—C bonds, where this model gives a poorer
fit than the Pauling model, a similar effect is observed
except that this time it is the coefficient of 	2�c which is
zero. This can be understood in the context of the high
linear correlation coefficient linking 	2�c and �c in this
instance: apparently 	2�c contains little new information
compared with �c for such non-polar bonds, and is not
needed.


Given the moderate success of this model, it seems
appropriate to consider the separation of 	2�c into its
components as discussed previously. Again, the correla-
tion coefficients linking �c, �12 and �3 suggest that �c is
not correlated any more closely with the separated
hessian eigenvalues than with 	2�c itself. This generates
a three-parameter model nC = a � b�3 � c�12 � d�c.
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Again, the statistics (model 2 in Tables 2 and 3) reveal a
marked improvement in the performance of this model
(now better than Pauling in every case). Despite now
having three parameters the F-stat statistic, with the
exception of the model for C—P, is still fairly
competitive with the values found for one- and two-
parameter models. Plots of exact versus predicted bond
orders are presented in Figs 2(b)–6(b), which all show the
desired linear relationships.


As an alternative to separating 	2�c, we have explored
models in which an additional quadratic term in either �c


or 	2�c is added to two-parameter model, to produce
nC = a � b	2�c � c�c � dX, where X = �c


2 or (	2�c)
2.


The statistics for this model 3 in Tables 2 and 3 show that
this is marginally more effective than model 2 for bonds
between carbon and the first-row atoms, but poorer than
model 2 for bonds between carbon and the second-row
atoms sulphur and phosphorus. We therefore suggest that
model 2 is the most general and effective bond CP model
of the covalent bond order.


We also briefly considered whether the Pauling models
can be significantly improved by adding a term linear in
	2�c (the generally low linear correlation coefficients
linking bond length and 	2�c suggest that this is a
possibility). The answer to this question is no: the best


case is for C—O bonds where the expression


nC � exp��1�45 � r�C----O�opt��0�84� � 0�26	2�c


�R2 � 0�91
 r.m.s. error � 0�10�
does provide a considerable improvement over the basic
Pauling expression. However, since even this two-
descriptor model is poorer than the {�c, 	2�c} two-
descriptor model, we can discount this particular
combination of parameters as not being very generally
useful.


%	���� ���� 	
 ��� �	
� ������� �	�
� .�
����
�
���� ��
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In order to gauge whether Gc is a suitable descriptor of
covalent bond order, we consider the simple linear
correlation nC = a � b Gc (model 4 in Tables 2 and 3).
The results show that in some types of bond it is a
remarkably good descriptor of bond order. In the case of
the C—N bond (Fig. 7), this simple one-parameter linear
model in Gc is competitive with our best and most
general, three-parameter model (model 2). It also shows a
good linear correlation with C—O bond order, far better
than the Pauling or Bader models in this case. The overall
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performance suggests that it is marginally better than
bond length as a single-parameter description of bond
order.


Whereas the linear correlation between Gc and bond
length is high (except for non-polar C—C), the lesser
correlations between Gc and �c suggest that these
parameters might be useful in combination. Various
linear and non-linear models with combinations of Gc


and bond length or �c were tried, but except for a few
isolated cases in particular types of bond, no significant
improvement was obtained.


Finally, we note that correlations of bond order with
the alternative form of kinetic energy density30


Kc = Gc � 1/4	2�c were also attempted. These were
found to be much poorer than those for Gc.


"��"�!�����


Analyses of covalent bond orders calculated using the
Cioslowski–Mixon equation for a range of bond types
broadly supports the historical use of the Pauling
relationship as a simple, one-parameter description of
bond order. In polar bonds it would appear that a simple
linear model in the bond critical point kinetic energy
density correlates even more closely with the actual


(covalent) bond order than the Pauling bond length-based
expression. However, it must be emphasized that neither
the bond length nor any single charge density topological
parameter acts as an effective, unified descriptor of bond
order for all of the five bond types considered here. The
simple exponential relationship between bond order and
the bond critical point electron density suggested by
Bader seems to be restricted to the case of bonds between
carbon atoms.


Studying the interdependences of bond length and
various bond charge density topological parameters
reveals some interesting, hitherto unrecognized, results.
Undoubtedly the bonds between carbon and phosphorus
show the most atypical behaviour—bond length is not
closely correlated with bond critical point electron
density, and perhaps because of this the Pauling bond
order–bond length expression is particularly poor in this
case. The key finding is that the bond perpendicular and
bond parallel principal curvatures of the electron density
at the bond critical point are able to act as reasonably
independent descriptors of bond order. This in turn
enables simple charge density topological models to be
constructed which correlate with covalent bond order far
more closely than the Pauling relationship.


The multiple linear description nC = a � b �c � c
�3 � d (�1 � �2) is recommended since it works well
for all five multiple bonds studied and not just for neutral,
closed-shell species (the data analysed contained plenty
of examples of anions and cations, plus neutral and
charged radicals). It has an elegant and simple physical
interpretation: �c and �3 measure � character, whilst the
curvatures perpendicular to the bond (�1 � �2) measure
the degree of � character. It is the case that not every term
in the expression is required to describe bond order for
every bond type: non-polar C—C bonds, for example, do
not require a (�1 � �2) term. However, it appears that this
expression is sufficiently flexible to provide a good model
for both polar and non-polar bonds.


It is therefore possible to estimate rigorously the
covalent part of the bond order from a topological
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analysis of the charge distribution for large molecules
where the atomic overlap matrix methods become
impractical to apply. It is also possible to estimate bond
orders from a topological analysis of experimentally
derived charge distributions (from elastic x-ray scatter-
ing) using these techniques.


'�.
	��������
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epoc ABSTRACT: Three stable �,�-dimesityl enols with heteroaromatic rings in the �-position were synthesized to study
the effect of OH � � �N hydrogen bonding on the oxidation potentials of enols. In contrast to its solid-state structure,
enol E1 exists predominantly as intramolecularly hydrogen-bonded species in solution. For enol E2 an intermolecular
hydrogen bond and for E3 a partial proton transfer were established based on NMR, dilution experiments, solvent
dependence and UV–visible spectroscopic studies. Cyclic voltammetric investigations revealed that OH � � �N
hydrogen bonding may shift the oxidation potentials of enols by up to 510 mV cathodically. Copyright # 2003
John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc
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INTRODUCTION


With our ongoing efforts to understand and develop
radical ion probes that would trap radical ionic inter-
mediates1 such as biologically relevant enol radical ca-
tions directly during enzymatic action, we became
interested to know the extent to which hydrogen bonding,
a common motif for the stabilization of reactants, inter-
mediates and products in the active site of the enzyme,
would alter the redox potential of bound substrates.


Enol and enol ether radical cations have been exten-
sively investigated for their role in DNA damage.2,3


Moreover, they have been invoked in a number of
important biological transformations carried out by coen-
zyme B12-dependent enzymes.4,5 The two main reactions
that determine the fate of the enol radical cation are either
single electron transfer reduction or deprotonation lead-
ing to an �-carbonyl radical (Scheme 1).6,7


Hydrogen bonding to enol radical cations should not
only reduce their reduction potential but also enhance the
deprotonation step generating �-carbonyl radicals. Hence
the modulation of the reactivity of the enol radical cation
intermediate in the active site through hydrogen bonding
becomes crucial for the mode of action.


In the last 20 years, knowledge about the synthesis and
structures of isolable and stable simple enols8 has steadily
increased.9,10 Two different types of substituents, halo-


gens and sterically bulky aryl groups, have found wide-
spread use in stabilizing enols and rendering them
isolable. We chose the sterically encumbered mesityl
group as the basis of enols E1–E3 and decided to
investigate their hydrogen bonding characteristics and
one-electron oxidation chemistry.


RESULTS AND DISCUSSION


Enols E1–E3 were prepared by the reaction of �,�-
dimesitylketene8 with the corresponding heteroaryl
lithium reagent, in yields ranging from 24 to 40%. They
were fully characterized by 1H and 13C NMR, IR and
elemental analysis. Moreover, the solid-state structure of
E1 (see below) confirms the enol structure of E1–E3.
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Hydrogen bonding in solution


The shift of OH signals (�OH) in the 1H NMR spectra can
be a diagnostic tool to check for inter- and intramolecular
hydrogen bonding.11 NMR experiments on E1 in deut-
erated chloroform showed no shift in enol OH even at
1000-fold dilution, clearly indicative of intramolecular
hydrogen bonding (Table 1). Similarly, no shift was
observed for E3 (100-fold dilution), whereas E2 exhib-
ited a notable high-field shift �OH of 0.5 ppm. In sum-
mary, this argues for intramolecular hydrogen bonding
for E1 and E3, but intermolecular hydrogen bonding
between two molecules of E2 in CDCl3 at least at higher
concentration. In DMSO-d6, a much stronger hydrogen-
bond acceptor solvent than CDCl3, E2 showed no shift in
enol OH even at 1000-fold dilution. Apparently, in
DMSO the intermolecular (E2)OH � � �N(E2) hydrogen
bond is replaced by a (E2)OH � � �O——SMe2 interaction.


Although the NMR dilution experiments are convin-
cing about intramolecular hydrogen bonding in E1 and
E3, one still has to differentiate between N � � �HO hydro-
gen bonding and the Mes(�) � � �HO interaction. More-
over, the large upfield shift �OH of E3 (11 ppm) vs �OH


of E1 (8.4 ppm) requires further experiments, such as
solvent dependence studies.


It is known from Rappoport and co-workers’ work12


that �OH of triarylenols shifts downfield when the solvent
polarity and the solvent hydrogen bond acceptor ability
are increased. This was interpreted on the basis that in
non-polar non-hydrogen bond accepting solvents the enol
unit adopts a synperiplanar conformation that is stabi-
lized by an OH � � �(�)Mes interaction. In hydrogen bond
accepting solvents the enol unit assumes an anticlinal
conformation allowing for interaction with the solvent.
Of the enols in our study, only E2 (Table 2) exhibits an
analogous correlation to Mes2C——C(OH)Ph.12a On the
other hand, E2 shows concentration-dependent �OH in
CHCl3 but not in DMSO. As a consequence, an appreci-
able amount of E2–E2 interaction can exist in non-polar
solvents, but in more polar solvents the E2–E2 interac-
tion is replaced by a hydrogen bond to the solvent.
E1 and E3 show completely different behavior. In line


with expectations for intramolecular OH � � �N hydrogen
bonding, E1 exhibited a small (and random) shift �OH


when the solvent polarity was increased. In contrast, E3
exhibited a small but regular upfield shift �OH with
increasing solvent polarity (11.09 in CDCl3; 9.83 in
DMSO-d6) that correlated linearly with the dielectric
constant of the solvents used (Fig. 1). The inverse
relationship suggests an intramolecular hydrogen bond
with strong zwitterionic character for E3, thus explaining


Table 1. �OH values (ppm) for enols E1–E3 upon dilution in
CDCl3


Dilution
factor �OH(E1) �OH(E2) �OH(E3)


0 8.44a 5.69b 11.09c


10 8.43 5.31 11.08
100 8.42 5.24 11.05


1000 8.42 5.21 —


a Initial concentration: 0.14 M.
b Initial concentration: 0.10 M.
c Initial concentration: 0.06 M.


Scheme 1. Modulation of the enol radical cation reactivity
through hydrogen bonding


Table 2. �OH values (ppm) for enols E1–E3 in different
solvents


Solvent �OH(E1) �OH(E2) �OH(E3)


CD2Cl2 — 5.41 —
CDCl3 8.44 5.26 11.09
C6D6 8.92 5.29 11.21
Diethyl ether-d10 — 5.53 —
Acetone-d6 8.55 7.64 10.71
THF-d8 — 7.70 —
DMF-d7 8.87 9.11 10.35
DMSO-d6 8.75 8.80 9.83


Figure 1. Plot of �OH values (ppm) versus the dielectric
constant of the solvent for enols E1 (�), E2 (~) and E3 (&)
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convincingly the large difference in �OH for the two enols
E3 and E1.


The zwitterionic character of E3 is further confirmed
by the UV–visible spectroscopic results (dichloro-
methane). E3 exhibits an absorption band with �max¼
379 nm, which is much more bathochromically shifted
than that of E1 (�max¼ 320 nm), E2 (�max¼ 340 nm)
or quinoline (�max¼ 313 nm). Comparison with the N-
protonated E3þHþ (�max¼ 433 nm) indicates that pro-
ton transfer in E3 is not complete. The zwitterionic
character of E3 is additionally confirmed by a hypso-
chromic shift in the following series: benzene
(�max¼ 391 nm), chloroform (�max¼ 381 nm), acetone
(�max¼ 379 nm), DMSO (�max¼ 368 nm).


In summary, the three different model compounds
constitute three different H-bonded enolic systems. E1
forms an intramolecular hydrogen bond as depicted in
E10, E2 is involved in an intermolecularly hydrogen
bonded dimer E20 and E3 shows an intramolecular
hydrogen bond with partial proton transfer (as in E30).
While it is well known that sterically shielded enols of the
Fuson type cannot form OH � � �OH bonded dimers13


owing to steric constraints, molecular modeling on E20


showed that the OH–pyridine bonded dimeric structure
does not bring about any significant steric repulsion.


Hydrogen bonding in the solid state


In the solid state, E1 crystallizes in the space group P-1
(triclinic) with one formula unit in the asymmetric unit
(all atoms placed on general position 2i, Fig. 2). Inter-
molecular hydrogen bonding was observed in the solid
state leading to a dimer with OH as the hydrogen bond
donor and the nitrogen of the pyridine ring as the
acceptor. The H � � �N distance was found to be 192 pm
(Fig. 3). Some of the important bond distances and bond
angles are summarised in Table 3.


Figure 2. Stick ball representation of E1 from the x-ray
structure analysis


Figure 3. Reduced projection of E1 showing a dimeric
arrangement formed by intermolecular hydrogen bonding


Table 3. Selected bond distances (pm) and angles (degrees)
of E1


O1—H1 82.0(4)
H1 � � �N1 191.9(10)
O1 � � �N1 271.1(15)


C11—C2—C1 120.16(1)
C21—C2—C1 119.99(1)
O1—C1—C2—C21 3.94(2)
C1—C2—C21—C22 �126.54(1)
C2—C1—C31—N1 �133.38(1)
O1—H1 � � �N1 162.09(2)
C31—C1—C2 124.28(1)
O1—C1—C2 124.99(1)
C11—C2—C1—C31 8.33(2)
C1—C2—C11—C16 �123.10(1)
H1—O1—C1—C2 48.15(2)
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Cyclic voltammetric investigations


It is known that the oxidation of �,�-dimesityl enols
furnishes the benzofuran derivatives (Scheme 2).7,14,15


Hence two oxidation waves are typically expected in
cyclic voltammetric experiments for �,�-dimesityl enols,
the first wave of which (irreversible) is assigned to the
enol oxidation and the other (often partially reversible)
wave at higher potential corresponds to the oxidation of
the benzofuran derivative.16 Here, we will only concen-
trate on the enol oxidation waves.


Cyclic voltammograms in acetonitrile and dichloro-
methane were measured for E1–E3 (Fig. 4). For all
systems more than one oxidation wave is observed. We
analyzed the first oxidation wave for each enol using the
Shain–Nicholson17 criterion (Ipa/v


1/2 vs v), revealing an
ECirr mechanism for E1 and E2 and an ECrev mechanism
for E3.


For E1 two irreversible oxidation waves appeared at a
100 mV s�1 scan rate. Acid addition in dichloromethane
shifted the oxidation wave from Epa¼ 0.53 to 0.75–0.77
VFc (at 20 equiv. of trifluoroacetic acid). In addition, a
new wave was observed at Epa¼ 0.91 VFc that finally
merged with wave III. Addition of 0.5 equiv, of pyridine
led to the complete disappearance of wave III.


For E2 three oxidation waves were observed starting
from Epa¼ 0.36 (0.34), 0.76 (0.76) and 1.04 (1.02) VFc in
acetonitrile (dichloromethane) (a closer inspection of the
first oxidation wave in E2 indicates that it is super-
imposed by a small, slightly cathodically shifted wave;
concentration- and temperature-dependent cyclic voltam-
metric studies indicated that this wave is due to a second
dimer of E2). Upon dilution of E2 in dichloromethane the
peak current of the oxidation wave at 0.34 VFc decreased
(a slight shift towards higher oxidation potential was


Scheme 2


Figure 4. Cyclic voltammograms of enols E1 (a, b), E2 (c, d) and E3 (e, f) at a scan rate of 100mV s�1 in acetonitrile. The left
cyclic voltammogramms (a, c, e) show only the oxidation wave [Epa (V)] of the hydrogen-bonded enol, the right ones (b, d, f) all
waves in the spectrum that pertain also to enol oxidation (see Discussion)


Table 4. Oxidation potentials of enols E1–E3 obtained from
cyclic voltammetry in acetonitrile (dichloromethane) at a
scan rate of 100mV s�1


Enol Epa (I) Epa (II) Epa (III)
(VFc) (VFc) (VFc)


E1 0.46 (0.53) — 1.20 (1.15)
E2 0.36 (0.34) 0.76 (0.76) 1.04 (1.02)
E3 0.02 (0.04) 0.27 (0.25) 0.80 (0.78)
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additionally registered), whereas the intensities of the
other waves (Epa¼ 0.76 and 1.02 VFc) remained un-
changed.


The cyclic voltammogram of E3 showed three waves
in acetonitrile (or dichloromethane) at a 100 mV s�1 scan
rate. Dilution experiments in dichloromethane indicate
no change in the intensity ratios of the waves at 0.04 and
0.25 V. After addition of trifluoroacetic acid, the waves at
0.02 V and 0.25 VFc completely disappeared. No change
for the wave at Epa¼ 0.78 VFc was observed. In contrast,
addition of 0.5 equiv., of pyridine led to the complete
disappearance of wave III.


The assignment of the waves becomes straightforward
on the basis of the above results. For all three systems, the
lowest Epa¼ 0.46 VFc (E1), 0.36 VFc (E2) and 0.02 VFc


(E3) corresponds to the oxidation of the hydrogen bonded
enols E10–E30. The waves at Epa¼ 1.20 (E1�Hþ ), 1.04
(E2�Hþ ) and 0.80 VFc (E3�Hþ ) were assigned to the
oxidation of the N-protonated enols E�Hþ based on the
acid and base addition experiments.


With all these assignments being straightforward, the
origin of the waves at Epa¼ 0.76 VFc (in dichloromethane
0.76 VFc) and 0.27 VFc (0.25 VFc) in E2 and E3 remains
unclear. As both waves show up more clearly on raising
scan rate, one is led to suggest that they belong to the non-
hydrogen-bonded enols. These enols may be present as
minor components in a slow equilibrium with E20 and
E30. To elucidate this question we sought a way to appro-
ximate the oxidation potential of the non-hydrogen-
bonded enols E1–E3. In principle, one should be able
to estimate the oxidation potential of enols E1–E3 from
their adiabatic ionization potentials. Since the oxidation
potentials of a number of �,�-dimesityl enols with �-aryl
substituents had been previously measured in our labora-
tory, we determined their adiabatic ionization potentials


IPa by AM1 calculations [a comparison of calculated and
experimental ionization energies shows that semiempiri-
cal calculations work better for ionization potentials than
ab initio (STO-3G, 3–21G, 6–31G*, 6–31þG**) and
DFT (B3PW91, BLYP, B3LYP, B3P86, B3P86) calcula-
tions]18 and established a correlation with their Epa in
solution (Table 5, Fig. 5).


As a good linear correlation [IPa (kcal mol�1)¼
25.1Epa (VFc)þ 151.05, r2¼ 0.98] (1 kcal¼ 4.184 kJ)
between the adiabatic ionization potential and the oxida-
tion potential was observed for a small series of aryl
enols, this should allow one to make a reliable prediction
for the oxidation potential of E1–E3 when the enols are
not involved in hydrogen bonding but in an
OH � � �(�)Mes interaction. Hence, from the adiabatic
ionization potentials of E1–E3 [in the lowest energy
OH � � �(�)Mes conformation] and the above correlation,
the expected Epa for the non-hydrogen-bonded enols were
determined (Table 6). When these Epa are compared with
that of the phenyl-substituted enol (Table 5, Epa¼
0.61 VFc) it becomes evident that the Epa of enols E1–E3
(exchange of phenyl by heteroaryl groups) is little
influenced by inductive or conjugative effects.


With Epa for the non-hydrogen-bonded enols at hand,
we examined whether their oxidation waves are detect-
able in the cyclic voltammetric investigations. Indeed, the
additional wave at Epa¼ 0.76 VFc (E2, wave II) may
correspond to the oxidation of the non-hydrogen-bonded
enols E2. Such an assignment can be checked as the
intermolecular dimer should break down upon dilution;
indeed, upon dilution the wave at 0.76 VFc increased on


Table 5. Adiabatic ionization potentials of various enols
obtained by AM1 calculation and their experimentally ob-
tained oxidation potentials in acetonitrile


Mes2C——C(OH)R IPa (kcal mol�1) Epa (VFc)


R¼ phenyl 167.2 0.61
R¼ p-tolyl 165.3 0.57
R¼ p-anisyl 163.1 0.52
R¼ 3,4-dimethoxyphenyl 163.9 0.51
R¼ 4-N,N-dimethylaminophenyl 154.5 0.13


Figure 5. Plot of experimentally obtained oxidation poten-
tials Epa for enols (in acetonitrile) versus the calculated IPa by
AM1 (r2¼ 0.98)


Table 6. AM1-calculated and experimental oxidation potentials Epa (in acetonitrile) of E1–E3


�H�
f (enol) �H�


f (enolþ�) IPa Epa (VFc)
a without Epa (VFc)


b with
Enol (kcal mol�1) (kcal mol�1) (kcal mol�1) OH � � �N OH � � �N


E1 41.2 211.1 169.9 0.75 0.46
E2 38.1 208.6 170.5 0.78 0.36
E3 61.7 226.0 164.3 0.53 0.02


a Calculated from IPa.
b Experimental data for comparison; see also Table 4.
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expense of the wave at 0.36 VFc. For E3 the situation is
less clear, as the enol should only exist without the strong
OH � � �N hydrogen bonding if a kinetically locked s-anti
conformation at the enol–quinoline bond is possible.
AM1 calculations, however, only revealed a small barrier
for rotation, so that the wave at 0.25 VFc (E3, wave II)
should not correspond to the oxidation of the non-
hydrogen bonded enol, but may be to the protonated
�-carbonyl radical R3 (some of the �-carbonyl radicals
have proved to be stable for hours).19


What is the effect of hydrogen bonding on the oxida-
tion potential? First, we have to realize that Epa depend on
the kinetics of the follow-up deprotonation (ECirr). Be-
cause for enol radical cations the deprotonation rate
constants20 and hence the kinetic contributions to the
potential are similar, we may use Epa instead of the
thermochemically relevant E1/2 for the ensuing analysis.
The data in Table 6 suggest that the cathodic shift through
hydrogen bonding can amount to a few hundred milli-
volts. As one would expect, the ��Epa


H¼�Epa (free
enol)��Epa (H-bonded enol) is more pronounced for
E3 (��Epa


H¼ 510 mV) than for E1 (��Epa
H¼


290 mV) because the geometric situation in a six-
membered ring is more favorable for hydrogen bonding
than in a five-membered ring. On the other hand, inter-
molecular hydrogen bonding in E2 accounts for
��Epa


H¼ 420 mV.


CONCLUSION


Hydrogen bonding can have a profound effect in altering
the oxidation potentials of enols. In comparison, the
oxidation potentials of hydrogen-bonded enols were
290–510 mV lower than those of the non-hydrogen-
bonded enols.


From our investigations, it becomes clear that enol
radical cations, putative intermediates in enzymatic reac-
tions such as ribonucleotide reductase,4 may be much
weaker oxidants than expected from their solution redox
potentials. Hydrogen bonding in the active site could
easily shift the potential cathodically by several hundred
millivolts, a fact that has to be taken into consideration
when new radical ion probes are designed.


EXPERIMENTAL


Commercial reagents were purchased from standard
chemical suppliers and were used without further purifi-
cation. Dimesitylketene was prepared as described in
Ref. 21. The one-electron oxidation reactions were car-
ried out in acetonitrile which was of HPLC quality
(Riedel-de Haën) and distilled from P2O5. Melting-points
were recorded with a Büchi Smp-20 apparatus. Infrared
spectra were measured with a Perkin-Elmer 1605 FT-IR


infrared spectrophotometer. 1H NMR spectra [Bruker AC
200 (200 MHz)] and 13C NMR spectra [Bruker AC 200
(50 MHz)] are referenced to tetramethylsilane; coupling
constants are provided in hertz. The single crystal mea-
surement was carried out on a STOE IPDS one-circle
image-plate diffractometer equipped with an Oxford
Cryostream liquid nitrogen cooling device. Further de-
tails on measurement, refinement and crystal data are
summarized in Table 1 in the Supplementary Material.
The coordinates of the hydrogen atoms were placed and
refined for idealized geometries with isotropic displace-
ment. The crystal structure solution and refinement based
on F2 were performed by direct methods and subsequent
Fourier syntheses with anisotropic displacement para-
meters for all non hydrogen atoms using SHELXS-97
and SHELXL-97.22 Theoretical calculations on enol and
enol radical cations were performed at the AM1 level
using Spartan, and only those structures in enols and enol
radical cations which had lowest heat of formation and no
hydrogen bonding were used for calculating the adiabatic
ionisation potential. Cyclic voltammetry was performed
on a Model 362 potentiostat (Princeton Applied Re-
search) and recorded with the help of an x,y recorder
(Model PM 8271, Philips). The electrochemical cell was
equipped with a platinum disc (1.0 mm diameter) work-
ing electrode, a platinum auxiliary electrode and a silver
wire as reference electrode. Ferrocene was used as inter-
nal reference.


2,2-Dimesityl-1-(2-pyridyl)ethenol (E1). To a solution of
2-bromopyridine (330 ml, 545 mg, 3.43 mol) in dry THF
(20 ml) at �78 �C, n-butyllithium (2.5 M in n-hexane,
1.22 ml, 3.7 mmol) was added dropwise. After 10 min a
solution of dimesitylketene (960 mg, 3.43 mmol) in dry
THF (20 ml) was added. The reaction mixture was stirred
for 2 h at �78 �C and 12 h at room temperature. After
quenching with saturated aqueous. NH4Cl solution
(20 ml) and extraction with Et2O (3� 20 ml), the com-
bined organic layers were dried (Na2SO4). The solvent
was removed in vacuo and the remaining brown oil was
chromatographed on silica gel [hexane–diethyl ether
(1:1), Rf¼ 0.6] yielding the desired enol E1 (350 mg,
1.0 mmol, 29%) as a white solid. E1: m.p. 168–170 �C.
IR (KBr): ~vv ¼ 3314 cm�1 (bm, O–H), 2918 (C–H), 2851
(m), 1609 (m), 1590 (s), 1564 (m), 1462 (s), 1436 (s),
1368 (m), 1276 (m), 1252 (m), 1197 (m), 1151 (m), 1084
(m), 900 (m), 856 (s). 1H NMR (CDCl3, 200 MHz):
�¼ 1.99, 2.15 and 2.27 (3s, coalescence, 18 H, Mes-
CH3), 6.79 (s, 2 H, Mes-H), 6.85 (s, 2 H, Mes-H), 6.91
(d, 1 H, J¼ 7.8, 30-H), 7.12 (m, 1 H, 50-H), 7.35 (dt, 1 H,
J¼ 7.8, J¼ 1.7, 40-H), 8.44 (bs, 1 H, OH), 8.53 (d, 1 H,
J¼ 4.7, 60-H) 13C NMR (CDCl3, 63 MHz): �¼ 20.83,
20.89, 20.95, 21.07, 114.83, 122.53, 129.09, 129.59,
129.73, 134.68, 135.55, 136.02, 136.10, 136.51, 138.11,
138.42, 146.35, 147.41, 153.09. Elemental analysis:
C25H27ON (357.50) calcd C 83.99, H 7.61, N 3.92; found
C 83.86, H 7.57, N 3.92%.
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2,2-Dimesityl-1-(3-pyridyl)ethenol (E2). To a solution of
3-bromopyridine (300 ml, 492 mg, 3.4 mol) in dry THF
(20 ml) at �78 �C, n-butyllithium (2.5 M in n-hexane,
1.2 ml, 3.7 mmol) was added dropwise. After 10 min a
solution of dimesitylketene (960 mg, 3.43 mmol) in dry
THF (20 ml) was added. The reaction mixture was stirred
for 2 h at �78 �C and 12 h at room temperature. After
quenching with saturated aqueous NH4Cl solution
(20 ml) and extraction with Et2O (3� 20 ml) the com-
bined organic layers were dried (Na2SO4). The solvent
was removed in vacuo and the remaining brown oil was
chromatographed on silica gel [hexane–diethyl ether
(1:1), Rf¼ 0.2] yielding the desired enol E2 (400 mg,
1.12 mmol, 33%) as a white solid. E2: m.p. 196–198 �C.
IR (KBr): ~vv ¼ 3421 cm�1 (bm, O–H), 2947 (C–H), 2919
(s), 2856 (m), 2617 (w), 1933 (vw), 1593 (s), 1560 (m),
1441 (s), 1155 (m), 1030 (s), 850 (s). 1H NMR (CDCl3,
200 MHz): �¼ 1.91, 2.19 and 2.27 (3s, coalescence,
18 H, Mes-CH3), 5.61 (s, 1H, OH), 6.68 (s, 2 H, Mes-
H), 6.89 (bs, 2 H, Mes-H), 7.07 (dd, 1 H, J¼ 7.9, J¼ 4.9,
50-H), 7.59 (dt, 1 H, J¼ 7.9, J¼ 1.7, 60-H), 8.31 (dd, 1 H,
J¼ 4.9, J¼ 1.7, 40-H), 8.48 (d, 1 H, J¼ 1.7, 20-H). 13C
NMR (CDCl3, 63 MHz): �¼ 21.68, 21.77, 21.87, 114.27,
123.81, 130.64, 133.09, 133.47, 135.48, 136.72, 137.39,
138.19, 138.76, 139.89, 148.70, 149.67, 150.88. Elemen-
tal analysis: C25H27ON (357.50) calcd C 83.99, H 7.61, N
3.92%; found C 83.82, H 7.76, N 3.89%.


2,2-Dimesityl-1-(8-quinolinyl)ethenol (E3). To a solution
of 8-bromoquinoline (0.5 g, 2.6 mmol) in dry THF
(20 ml) at �78 �C, sec-butyllithium (2.5 M in n-hexane,
1.0 ml, 2.4 mmol) was added dropwise. After 10 min a
solution of dimesitylketene (733 mg, 2.64 mmol) in dry
THF (20 ml) was added. The reaction mixture was stirred
for 2 h at �78 �C and 12 h at room temperature. After
quenching with saturated aqueous NH4Cl solution
(20 ml) and extraction with Et2O (3� 20 ml), the com-
bined organic layers were dried (Na2SO4). The solvent
was removed in vacuo and the remaining brown oil was
chromatographed on silica gel [hexane–diethyl ether
(1:1), Rf¼ 0.48] yielding the desired enol E3 (475 mg,
1.17 mmol, 44%) as an orange solid. E3: m.p. 206–
208 �C. IR (KBr): ~vv ¼ 3389 cm�1 (bm, O–H), 2953 (C–
H), 2917 (s), 2857 (m), 1956 (vw), 1613 (s), 1408 (m),
1372 (s), 1311 (m), 1189 (m), 1014 (s), 900 (m), 852 (s),
790 (s). 1H NMR (DMSO-d6, 400 MHz): �¼ 1.75, 2.05
and 2.21 (3s, coalescence, 18 H, Mes-CH3), 6.54 (bs, 2 H,
Mes-H), 6.77 (bs, 2 H, Mes-H), 7.28 (t, 1 H, J¼ 8.0, 30-
H), 7.38 (dd, 1 H, J¼ 8.0, J¼ 1.4, 60-H), 7.57 (dd, 1 H,
J¼ 4.2, J¼ 8.4, 70-H), 7.86 (dd, 1 H, J¼ 1.4, J¼ 8.0, 50-
H), 8.41 (dd, 1 H, J¼ 1.7, J¼ 8.4, 40-H), 8.90 (dd, 1 H,
J¼ 1.7, J¼ 4.2, 10-H), 9.84 (s, 1 H, OH). 13C NMR
(DMSO-d6, 100 MHz): �¼ 20.33, 20.51, 114.41,
121.32, 125.72, 128.15, 128.55, 131.67, 134.22, 134.42,
135.72, 136.66, 137.24, 137.78, 145.54, 149.27, 151.17.
Elemental analysis: C29H29ON (357.50) calcd C 85.47, H
7.17, N 3.44%; found C 85.76, H 7.22, N 3.52%.
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7. Schmittel M, Röck M. Angew. Chem. 1994; 106: 2056–2058;
Angew. Chem., Int. Ed. Engl. 1990; 23: 1961–1963.


8. Hart H, Rappoport Z, Biali SE. In The Chemistry of Enols, Patai S,
Rappoport Z (eds). Wiley: Chichester, 1990; 481–589.


9. Rappoport Z, Biali SE. Acc. Chem. Res. 1988; 21: 442–449.
10. Hegarty AF, O’Neill P. In The Chemistry of Enols, Patai S,


Rappoport Z (eds). Wiley: Chichester, 1990; 639–650.
11. Harris RK (ed). Nuclear Magnetic Resonance Spectroscopy.


Longman: Harlow, 1986; 204.
12. (a) Biali SE, Rappoport Z. J. Am. Chem. Soc. 1984; 106: 5641–


5653; (b) Rappoport Z, Nugiel DA, Biali SE. J. Org. Chem. 1988;
53: 4814–4821.


13. Nadler EA, Rappoport Z. J. Am. Chem. Soc. 1989; 111:
213–223.


14. Schmittel M, Gescheidt G, Eberson L, Trenkle H. J. Chem . Soc.,
Perkin Trans. 2 1997; 2145–2150.


15. Schmittel M, Langels A. J. Chem . Soc., Perkin Trans. 2 1998;
565–572.


16. Schmittel M, Keller M, Burghart A, Rappoport Z, Langels A.
J. Chem. Soc., Perkin Trans. 2 1998; 869–875.


17. Nicholson RS, Shain I. Anal. Chem. 1964; 36: 706–723.
18. Politzer P, Abu-Awwad F. Theor. Chem. Acc. 1998; 99:


83–87.
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ABSTRACT: N-Benzyl-N-substituted benzylamines and compound I of horseradish peroxidase engender electron
transfer yielding the corresponding nitrogen radical cation 1, which is simultaneously converted into 2 and 3.
Subsequently, expulsion of proton and hydroxylation yielding �-hydroxylamines are followed by the formation of
benzaldehydes and benzylamines. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: oxidation; N-debenzylation; horseradish peroxidase; hydrogen peroxide; amines
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The mechanism of the N-dealkylation of N-dimethyl-
anilines catalyzed by heme enzymes and their analogs
has attracted considerable attention.1–17 Iodosylbenzene
(C6H5IO) catalyzed by tetraphenylporphyrinatoiron(III)
chloride [Fe(III)TPPCl]12 oxidizes N,N-dimethylbenzyl-
amines by an initial electron transfer (ET) process. The
reactions indicate a small negative � value (� = �0.41)
for Fe(III)TPPCl and marginal intermolecular kinetic
isotope effect (KIE), kH/kD = 1.3 with PhCH2NMe2 and
PhCD2NMe2. The KIE and Hammett correlations in the
oxidative N-demethylation of N,N-dimethylanilines cat-
alyzed by tetrakis(pentafluorophenyl)porphyrinatoiron
(III) chloride16 were investigated. The intramolecular
KIE of 4-Y-N-methyl-N-trideuteriomethylanilines are
much larger than intermolecular KIE with 4-Y-N,N-
dimethylanilines and 4-Y-N,N-ditrideuteriomethylani-
lines. The Hammett correlations give rise to better
correlations with �� (r = 0.995) than with � (r = 0.993).
The KIE profiles (plot of kH/kD vs the pKa of the aniline
radical cations) by lignin peroxidase–H2O2 and
5,10,15,20-tetraphenyl-21H,23H-porphine-p, p�, p�, p��-
tetrasulfonic acid iron(III) chloride–H2O2 for a number of
ring-substituted N,N-bis(dideuteriomethyl)anilines17


show bell-shaped curves. The intermolecular KIE of 4-
Y-N,N-dimethylanilines and 4-Y-N,N-trideuteriomethyl-
anilines by horseradish peroxidase (HRP) compound I15


were observed to be kH/kD = 1, the values being constant
with variation of Y from p-OMe to p-NO2.


!%�#& � '	" "��$#����	


The reactions are shown in Schemes 1 and 2. The
competitive intramolecular N-debenzylation of N-ben-
zyl-N-substitutedbenzylamines with HRP–H2O2 has been
studied through Hammett correlations and KIE. The
relative rates caused by substituents (Y = p-OCH3, p-
CH3, H, p-Cl, m-Cl, p-CN and p-NO2) were obtained
from the [YC6H4CHO]/[C6H5CHO] ratios. The log(kY/
kH) values were plotted against � and �� to yield better
correlation with � (� = �0.76; r = 0.997) than with ��


(� = �0.51, r = 0.965).


The Hammett correlations for the oxidation of N,N-
dimethylanilines (�� = �0.88)16 may suggest that the
electron transfer step for the formation of radical cation is
involved with rate-determining step. The negative sign of
�� = �0.88 is also parallel with their oxidation potentials


������ (
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decreasing from p-NO2 to p-OCH3. The better correlation
with � in Table 1 indicates that positive charge is
localized on the nitrogen atom. Compound 1 can be
simultaneously transformed into either 2 or 3 (Scheme 3)
since both of them are more stable than 1. The
intramolecular KIE values for 4-Y-C6H4N(CH3)CD3


16


are distinct and increase from p-NO2 (kH/kD = 2.0) to p-
OCH3 (kH/kD = 3.0). This increasing trend parallels the
magnitude of pKa of the corresponding radical cation, and
suggests that there is a significant reverse electron
transfer which competes with the �-deprotonation. The
KIE for p-OCH3, kH/kD = 3.43 in Table 1, shows a similar
situation for the reversibility. In contrast, when electron
transfer is the rate-determining step, no such KIE would
be observed, that is, kH/kD = 1. The intermolecular KIE of
Y-C6H4N(CH3)2 and Y-C6H4N(CD3)2 utilizing horse-
radish peroxidase compound I15 shows an absence of
KIE. Our KIE for m-Cl, kH/kD = 1.17, may indicate that
reverse electron transfer occurs to a small extent.
Therefore, the degree of the reversibility increases as


the substituent gradually approaches electron donating,
m-Cl (kH/kD = 1.17), H (kH/kD = 1.34), p-OCH3 (kH/kD


= 3.34).


$�	$&#���	�


N-Demethylation of DMA proceed through the formation
of the radical cation Y-C6H4N


+�
(CH3)2 The reversible


formation of YC6H4N
+�


(CH3)2 should be influenced by the
substituent(Y) and the kind of oxidant. The reversibility
of formation of our radical cation, YC6H4C� H—N


+
H2—


CH2C6H5, by HRP compound 1 increases as the
substituent (Y) becomes more electron donating.


%*+%!�,%	 '&


��������� �	
 ����
�� Benzylamine, substituted ben-
zaldehydes (Y = p-OCH3, p-CH3, H, p-Cl, m-Cl, p-CN
and p-NO2), substituted benzonitriles (Y = p-OCH3 and
m-Cl), LiAlD4 and other reagents were commercial
products. Horseradish peroxidase was of type VI and was
obtained from Sigma. A Varian Gemini 2000 NMR
spectrometer was used for the identification of the
compounds. Relative quantities of the aldehydes were
obtained using a Varian 3300 gas chromatograph with a
DB-1 column and a flame ionization detector.


���������	 � ����	����������������	������	�� A
solution of benzylamine (0.02 mmol) in benzene was
added to a benzene solution (15 ml) of p-anisaldehyde
(0.02 mmol) in 100 ml flask over 10 min. The mixture
was stirred for 3 h and Na2SO4 was added to eliminate
H2O. The formation of imine was confirmed when
evaporating benzene in a rotary evaporator. To the imine
dissolved in methanol in an ice-bath, 1.5 equiv of NaBH4


were added very slowly. The reaction mixture was stirred
at room temperature for 1 h. The solvent was evaporated
and the remainder was extracted with CH2Cl2–H2O. The
CH2Cl2 layer was dried with Na2SO4 to give the pure
product (4.34 g, 95% yield). NMR (CDCl3): � 3.8 (d, 7H,
CH3O, 2CH2), 6.9 (d, 2H, C6H4), 7.2 (d, 2H, C6H4), 7.3
(m, 5H, C6H5).


Other benzylamines were similarly synthesized and
their NMR data are given below.


 ���� (-  ���� ���� 
	� 	!����� "���#��$����	�� 	
 "�#��$���"���#������� #��$������� #� %&'


p-OCH3 p-CH3 p-H p-Cl m-Cl p-CN


kYH/kHH 1.64 1.30 1 0.609 0.491 0.310
� (r) = �0.76 (0.997); ��(r) = �0.51 (0.965)


kYH/kYD 3.43 � 0.3 1.34 � 0.06 1.17 � 0.02


������ .
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����	����������������	������	��NMR (CDCl3): � 2.4
(s, 3H, CH3), 3.8 (d, 4H, 2CH2), 7.2–7.4 (m, 9H, C6H5,
C6H4).


����	��������������	������	�� NMR (CDCl3): � 3.8
(d, 4H, 2CH2), 7.2–7.4 (m, 9H, C6H5, C6H4).


����	��������������	������	�� NMR (CDCl3): � 3.8
(d, 4H, 2CH2), 7.2–7.4 (m, 9H, C6H5, C6H4).


����	�����������	��	������	�� NMR (CDCl3): � 3.8
(d, 4H, 2CH2), 7.2–7.6 (m, 9H, C6H5, C6H4).


����	��������	�����	������	�� NMR (CDCl3): � 3.8
(d, 4H, 2CH2), 7.2–7.4 (m, 5H, C6H5), 7.5 (d, 2H, C6H4),
8.2 (d, 2H, C6H4).


���������	 � ����������� !����!���"� 4-Meth-
oxybenzonitrile (0.03 mol) in 20 ml of THF was added
very slowly to an LiAlD4 (0.045 mol) solution of THF in
an ice-bath. The reaction mixture was then stirred for 1
day under nitrogen at room temperature. After reaction,
5% HCl solution was added slowly until the reaction
mixture became acidic. The aqueous layer was separated
by addition of benzene. To the aqueous layer, 3 M NaOH
solution was added to make a basic solution and the
amine layer was separated with benzene. 4-Methoxy(�,�-
dideuterio)benzylamine (0.023 mol, 77%) was then
obtained by evaporation of benzene. N-Benzylidene-4-
methoxy(�,�-dideuterio)benzylamine was prepared by
reaction of 4-methoxy(�,�-dideuterio)benzylamine
(0.023 mol) and benzaldehyde (0.023 mol). This was
reduced with NaBH4 to give p-CH3OC6H4CD2


NHCH2C6H4 (4.98 g, 72% yield). NMR (CDCl3): � 3.8
(s, 5H, OCH3, CH2), 6.9 (d, 2H, C6H4), 7.2–7.4 (m, 7H,
C6H5, C6H4).


Other deuterated benzylamines were similarly pre-
pared and their NMR spectra are listed below.


���� ������!��� !���"� NMR (CDCl3): � 3.8 (s, 2H,
CH2), 7.2–7.4 (m, 9H, C6H5, C6H4).


��������� !����!���"� NMR (CDCl3): � 3.8 (s, 2H,
CH2), 7.2–7.4 (m, 9H, C6H5, C6H4).


���
���	� �� �#�$�!�!� To 650 �l of distilled water
were added in the following order 200 �l of sodium
phosphate buffer (pH 7.4), 40 �l of HRP (2.5 nmol), 10 �l
of substrate (2.5 �mol) dissolved in CH3OH and 100 �l of
H2O2(25 �mol). The reaction mixture (total volume


1000 �l) was incubated at 37°C for 30 min with vigorous
stirring. The reaction mixture was then cooled with an
ice-bath and 2 ml of 5% HCl solution were added to make
the salt of substituted benzylamines. 1,4-Dibromoben-
zene (0.02 mmol) was added to the reaction mixture as an
internal standard. CH2Cl2 (3 ml � 3) was added to extract
the organic layer. This was dried with anhydrous Na2SO4


and concentrated to 20 �l for GC analysis.


%�	���� ����� �������� These were determined indi-
rectly as follows. kYH/kYD = kYH/kHH�kHH/kYD was used
when Y = p-OCH3 and p-Cl, and kHH/kHD = kHH/km�Cl


H�km-Cl H/kHD can be obtained when Y = H using m-
ClC6H4CH2 as an internal standard.


'�/�������������
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ABSTRACT: Reactions between 5-(aryl)thianthrenium bromides (1a–e) with aryl (Ar) groups phenyl (a), p-tolyl (b),
p-anisyl (c), p-chlorophenyl (d) and p-bromophenyl (e) and sodium aryl oxides (7a–c, Ar�ONa, Ar� = phenyl, p-tolyl
and p-chlorophenyl) were carried out in acetonitrile at 80°C. Results are compared with those of earlier reactions of
1a–e with corresponding sodium aryl thiolates (Ar�SNa). In contrast with the thiolate reactions, those with 7a–c were
too slow at room temperature to be useful. Reactions of 1a–c at 80°C gave small amounts of benzene and toluene
from 1a and b, small amounts of diaryl ethers ArOAr� (9) and thianthrene (Th) and large amounts (90–97%) of 2-
(ArS)-2�-(Ar�O)diphenyl sulfide (10). Compared with reactions of 1a–c, those of 1d and e gave larger amounts (10–
17%) of 9, lesser amounts (25–30%) of 10 and substantial amounts (42–55%) of 2-[4-(Ar�O)-ArS]-2�-(Ar�O)diphenyl
sulfide (12). Small amounts of 1,4-di(Ar�O)benzene (11) were also obtained from reactions of 1d and e. Formation of
11 and 12 is preceded by replacement of halogen by Ar�O�. Structures of products 10 and 12 were deduced by
comparison with earlier products from thiolate reactions, elemental analyses, mass spectrometry molecular masses
and, in the case of 10, the crystal structure of 10d. It is proposed that products 9–12 are formed by nucleophilic
reactions of Ar�O� at ipso positions in 1. Copyright  2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc


KEYWORDS: 5-(aryl)thianthrenium; nucleophilic reactions; sodium aryl oxides
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Reactions of 5-(aryl)thianthrenium bromides (1a–e) with
aryl thiolates (Ar�S�) were reported recently from these
laboratories.1 Diaryl sulfides (2), thianthrene (Th) and
tetraaryltrisulfides (3), Scheme 1, were the main products
from reactions of 1a–c. From 1a and b small amounts of
benzene and toluene were also formed. Reactions of 1d
and e gave smaller amounts of 2 and 3, but considerable
amounts of 1,4-(diarylthio)benzenes (4) and pentaaryl-
tetrasulfides (5). It was deduced that the products 2–5 and
Th were formed by ligand coupling routes within
sulfurane intermediates (6). We have now studied for
comparison the reactions of 1a–e with analogous sodium
aryl oxides, NaOAr� (7a–c), Ar� = phenyl (a), p-tolyl (b)
and p-chlorophenyl (c).


(,"*-#" .�� �'"+*""')�


The structures of reactants 7 and of products 8–12 are
given in Scheme 2. Structures of 10 and 12 were
deduced from analogous reactions with aryl thiolates,1


analytical data, satisfactory 1H NMR spectroscopy and,
in the case of 10, the crystal structure of 10d. In contrast
with reactions of 1a–e with aryl thiolates, which
occurred readily at room temperature, reactions with
the aryl oxides at room temperature were too slow to
follow to completion. These reactions, therefore, were
carried out at 80°C. As in the earlier work, the tabulated
results are divided into two groups, those of 1a–c
reactions in Table 1 and those of 1d and e reactions in
Table 2. The main product (91–97%) from reactions of
1a–c was a 2-(arylthio)-2�-(aryloxy)diphenyl sulfide
(10). Small amounts of diaryl ether (9) were formed,
the yields of those from 1a being notably larger than
from 1b and c. Small amounts of benzene (8a) and
toluene (8b) were obtained from 1a and b. In the
reactions of 1d and e substantial amounts (10–17%) of
diaryl ether (9) were formed, a contrast, particularly,
with the amounts of 9 (�1%) that were obtained from 1b
and c. Opening of the thianthrenium ring of 1d and e,
giving products 10 and 12, was again the dominant
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reaction. In these reactions, the formation of 12,
representing 60–70% of ring-opening reaction, had to
be preceded by replacement of the halogen atom in 1.
Surprisingly, very little 1,4-(diaryloxy)benzene (11) was
formed, in contrast with the reactions of 1d and e with
thiolates,1 in which substantial amounts (33–70%) of the
analogous 1,4-(diarylthio)benzene were obtained. The
last column in each table is an account of the fate of the
thianthrene ring in 1, amounting to 93–101% in Table 1
and 92–101% in Table 2. In principle, the sum of yields
of 8 and 9 in Table 1 and of 9 and 11 in Table 2 should
equal the yield of Th, an accounting that is met only
approximately.


In the reactions of 1a–e with aryl thiolates, we have
argued the case that the formation of diaryl sulfides (2)
and opening of the thianthrenium ring occurred by ligand
coupling (LC) within sulfurane intermediates (6, X = H,
Me, MeO, Cl, Br, Ar�S). Developing such a case for the
reactions of 1a–e with 7a–c is not so compelling. There
are differences in the relative amounts of products in the
thiolate and aryl oxide reactions that prompt this
conclusion. Most striking is the paucity in the amounts
(0–3.4%) of 1,4-di(aryloxy)benzenes (11a–c) as com-
pared with the amounts (33–70%) of 1,4-(diarylthio)ben-
zenes (4).1 Formation of 11, as with formation of 4,
requires first the replacement of halogen in 1 by the
nucleophile, Ar�O� in the present case. It is evident from
the yields of 12a–c (42–55%) that this is a facile reaction.
Once replacement had occurred (13, Scheme 3), however,
continuation to formation of 11 and thianthrene (Th) was
apparently inhibited. Instead, 13 was carried on mostly to
12 by further reaction with Ar�O�. Inhibition of formation
of 11 could result from the formation of a sulfurane (14,
Scheme 4) in which the aryloxyaryl and aryloxy groups
were both apical, allowing LC to give 12 but incapable of
leading to 11. Apical alkyloxy groups (RFO) in a stable


sulfurane of thianthrene have been reported by Perozzi
and Martin.2 If this were the case with 11, we would have
to abandon it, however, for example, for 9i–k, which were
obtained in significant amounts (11–17%). That is,
analogously oriented apical groups in the sulfurane 15
would not allow for the formation of 9. A more consistent
interpretation of formation of 9 and 11, then, is ipso
nucleophilic attack (Scheme 5). The trend in yields of 9
(Tables 1 and 2), in the order X = Br �Cl �H �Me
�MeO, suits the electronic effects of X on nucleophilic
attack at the position in XC6H4 ipso to the sulfonium
sulfur atom, with Hammett �p = 0.232 (Br), 0.227 (Cl),
�0.170 (Me) and � 0.268 (MeO).3 Inhibition of forming
11 by nucleophilic attack of Ar�O� on the ipso position in
13 is similarly understandable, with, for example, �p


(PhO) = �0.320.3


The formation of small amounts of benzene from 1a
and of toluene from 1b no doubt requires the reaction of
7a–c at the sulfonium sulfur atom of 1a and b.
Nevertheless, the thiophilicity of the aryl thiolates
appears not to be shared by the aryl oxides, so that the
formation of the other products of these reactions is better
attributable to aromatic nucleophilic substitution rather
than to LC reactions, as is shown in Scheme 5. In this
Scheme, path a, which leads to 9 or 11, is inhibited by
electron-donating groups (Me, MeO, Ar�O), causing path
b, which leads to 10 or 12, to be dominant.


"����� �
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The method of drying solvent MeCN and the columns A
and B for gas chromatography (GC) have been described
earlier.4 Mass spectrometric data were supplied by Dr T.


Marriott, Rice University, and elemental analyses were
carried out by Desert Analytics (Tucson, AZ, USA).
Some diaryl ethers and phenols for preparing sodium aryl
oxides were obtained from commercial sources. The
preparation of 5-(aryl)thianthrenium bromides (1a–e) has
been described earlier.1


������ ��	
 ����� �2����� An example is given with
sodium phenoxide (7a). A solution of 43 g (0.46 mmol)
of phenol in 50 ml of dry diethyl ether was added to a
protected, stirred suspension of 5.5 g (0.24 mmol) of
sodium in 100 ml of diethyl ether. Stirring was continued
until sodium could no longer be seen. The white solid
product was filtered, washed with hexane to remove
phenol and dried under vacuum, to give 24 g (0.21 mmol,
87%) of 7a.


����	
 ����� �3� ��� ���������	
��	�������� �����
These were prepared essentially as described.5 A stirred
mixture of the appropriate phenol (48 mmol) and KOH
(30 mmol) was heated to 140°C until water no longer
distilled off. Next, the appropriate aryl halide (20 mmol)
and 240 mg of electrolytic grade Cu powder were added,
and heating was continued at 170–180°C for 14–18 h.
Aqueous NaOH was added to the mixture, which was
then extracted with diethyl ether. The residue from
evaporation of the dried ether solution was either distilled
under reduced pressure or passed through a column of
silica gel before crystallization from hot ethanol.


9b, from phenol and 4-bromotoluene, 64%, b.p. 160–
162°C/70 mmHg. Lit.6 b.p. 227–228°C.


9e, from p-cresol and 4-bromochlorobenzene, 75%,
m.p. 54–55°C. Lit.7 m.p. 55–56°C.


9f, from phenol and 4-bromoanisole, 83%, b.p. 176–
178°C/20 mmHg. Lit.8 b.p. 168–170°C/15 mmHg.


9g, from p-cresol and 4-bromoanisole, 82%, m.p. 47–
47.5°C. Lit.9 m.p. 45–46°C.


9h, from 4-chlorophenol and 4-bromoanisole, 83%,
m.p. 54–55°C. Lit.10 oil.


9j, from p-cresol and 1,4-dibromobenzene, 35%, m.p.
68.5–69°C. Lit.5 m.p. 67°C.


9k, from 4-chlorophenol and 1,4-dibromobenzene,
37%, m.p. 40–41°C. Lit.5 m.p. 36°C.


9l, from 4-chlorophenol and 4-bromochlorobenzene,
61%, m.p. 28–29°C. Lit.11 m.p. 30°C.


11a, from phenol and 1,4-dibromobenzene, 38%, m.p.
74.5–75.5°C. Lit.12 m.p. 76°C.


11b, from p-cresol and 1,4-dibromobenzene, separated
chromatographically from 9j, 40%, m.p. 104.5–105.5°C.
Lit.5 m.p. 106°C.


11c, from 4-chlorophenol and 1,4-dibromobenzene,
separated chromatographically from 9k, 36%, m.p. 99.5–
100.5°C. Lit.5 m.p. 100°C.


�������� �� �����	
��������������� ������� ������
 ��� ����� ��	
 ����� �2���� �� !"°#� Reactions at
room temperature were found to be too slow to be useful


"����� $
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and were therefore carried out at 80°C in either a septum-
capped flask or in a sealed ampule. Examples are given
with 1a and 1e.


Reaction of 1a with 7a. A mixture of 279 mg
(0.746 mmol) of 1a, 354 mg (3.05 mmol) of 7a and
naphthalene as GC standard in 20 ml of MeCN was
heated in a septum-capped flask at 80°C for 2 days. After
adding butanone to the cooled solution as a second GC
standard, assay for 9a and thianthrene was carried out on
column A and of benzene (8a) on column B. The solution
was then poured into 50 ml of water, which was followed


by three extractions with diethyl ether. Evaporation of the
dried ether solution gave a residue which was placed on a
silica gel column. Naphthalene, Th and 9a were washed
from the column with petroleum ether (PE). Elution with
PE–diethyl ether (20:1) gave 260 mg (0.673 mmol, 90%)
of 2-phenoxy-2�-(phenylthio)diphenyl sulfide (10a), m.p.
75–77°C.


Reaction of 1e with 7a. The same procedure was used
with 289 mg (0.640 mmol) of 1e and 372 mg (3.20 mmol)
of 7a, but with the omission of butanone. Elution with
PE–diethyl ether (20:1) gave 50.2 mg of 10j, 94.6 mg of


#���� �! '�
����� 
� ������
	� 
� ��(� )�� 2�(��


Run


Reactants Products (%)b


Sum (%) (Th � 10)1 7 8c 9c 10d Thc


1 a a a, 2.9 a, 3.8 a, 90 6.7 97
2 a b b, 6.4 b, 97 4.1 101
3 a c c, 8.7 c, 91 7.7 99
4 b a b, 0.8 b, 1.9 d, 92 3.6 96
5 b b d, 0 e, 96 0 96
6 b c e, 0.9 f, 95 2.3 97
7 c a f, 0.1 g, 91 2.9 94
8 c b g, 1.2 h, 92 1.2 93
9 c c h, 0.2 i, 93 1.3 94


a In MeCN at 80°C.
b Yields are based on the amount of 1.
c GC yield.
d Isolated yield.
e Average of two runs.


#���� $! '�
����� 
� ������
	� 
� �� �	� � )�� 2�(��


Run


Reactants Products (%)b


Sum (%) (Th � 10 � 12)1 7 9c 10d 11c 12d Thc


1 d a c, 10 m, 25 a, 1.8 a, 55 14 94
2 d b e, 11 n, 28 b, 0.3 b, 49 15 92
3 d c l, 11 o, 25 c, 3.4 c, 49 18 92
4 e a i, 17 j, 30 a, 0 a, 42 22 94
5 e b j, 16 k, 31 b, 0.4 b, 42 24 97
6 e c k, 17 l, 23 c, 3.2 c, 55 23 101


a In MeCN at 80°C.
b Based on the amount of 1.
c GC yield.
d Isolated yield.


"����� 4
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12a and a mixture of the two. The mixture was
rechromatographed to give 39.5 mg of 10j and 35.1 mg
of 12a. Thus the yield of 10j (0.193 mmol) was 30% and
that of 12a (0.271 mmol) was 42%. 10j was crystalliized
from hot ethanol and had m.p. 75–75.5°C, but 12a
remained as an oil. All other reactions were carried out
similarly.


$����%��� %��%������� �� �������%�����	��������
����� �	 �������� �� ���������%���	
 ����� �3	�  ���
2� �� !"°#� A mixture of 168 mg (0.674 mmol) of 9i and
287 mg (2.48 mmol) of 7a in 20 ml of MeCN was stirred
for 3 days at 80°C. GC analysis of the cooled solution
failed to show the presence of 11a.


&
������
 ���
	�� Analyses were obtained for all
crystalline products 10.


10a, calcd for C24H18S2O: C, 74.6; H, 4.66; S, 16.6.
Found: C, 74.5; H, 4.68; S, 16.3%.


10b, calcd for C25H20S2O: C, 75.0; H, 5.03; S, 16.0.
Found: C, 74.9; H, 4.83; S, 15.7%.


10d, calcd for C25H20S2O: C, 75.0; H, 5.03; S, 16.0.
Found: C, 74.7; H, 5.07; S, 16.2.


10e, calcd for C26H22S2O: C, 75.3; H, 5.35; S, 15.5.
Found: C, 75.0; H, 5.22; S, 15.4%.


10f, calcd for C25H19S2OCl: C, 69.0; H, 4.40; S, 14.7;
Cl, 8.15. Found: C, 69.2; H, 4.21; S, 14.5; Cl, 8.17%.


10h, calcd for C26H22S2O2: C, 72.5; H, 5.15; S, 14.9.
Found: C, 72.8; H, 5.11; S, 14.5%.


10i, calcd for C25H19S2O2Cl: C, 66.6; H, 4.25; S, 14.2;
Cl, 7.86. Found: C, 66.5; H, 4.28; S, 14.1; Cl, 7.47%.


10j, calcd for C24H17S2OBr: C, 61.9; H, 3.68; S, 13.8;
Br, 17.2. Found: C, 62.0; H, 3.49; S, 14.0; Br, 16.8%.


10k, calcd for C25H19S2OBr: C, 62.6; H, 3.99; S, 13.4;
Br, 16.7. Found: C, 62.5; H, 3.94; S, 13.8; Br, 16.6%.


10n, calcd for C25H19S2OCl: C, 69.0; H, 4.40; S, 14.7;
Cl, 8.15. Found: C, 69.1; H, 4.29; S, 15.0; Cl, 7.84%.


'� %���������	� Molecular masses were measured
on all products 10 and 12 that did not crystallize. The
error in ppm is given in parentheses.


10c, calcd for C24H17S2OCl: 420.040939. Found:
420.040370 (1.4).


10g, calcd for C25H20S2O2: 416.090475. Found:
416.090354 (0.29).


10l, calcd for C24H16S2OBrCl: 497.951461. Found:
497.951497 (0.072).


10m, calcd for C24H17S2OCl: 420.040939. Found:
420.040821 (0.28).


10o, calcd for C24H16S2OCl2: 454.001966. Found:
454.001535 (0.95).


12a, calcd for C30H22S2O2: 478.106125. Found:
478.106030 (0.20).


12b, calcd for C32H26S2O2: 506.137425. Found:
506.137682 (0.51).


12c, calcd for C30H20S2O2Cl2: 546.028181. Found:
546.027669 (0.94).


('� %�������%	 �� �5 ��� �$� 1H NMR spectra were
recorded for most of these compounds in CDCl3 at 300 or
500 MHz; � in ppm, J in Hz.


10b, 300, �: 7.366–7.078, m, 13H; 7.047–6.996, m,
1H; 6.862, dd, 3H, J = 6.8, 1.7 (av.); 2.322, s, 3H.


10d, 300, �: 7.336–7.258, m, 5H; 7.142–6.930, two m,
12H; 2.342, s, 3H.


"����� 6


"����� �
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10e, 500, �: 7.307–7.284, m, 3H; 7.190–7.156, m, 1H;
7.134–7.088, m, 7H; 7.028–6.972, m 2H; 6.892–6.857,
m, 3H; 2.342, s, 3H; 2.321, s, 3H.


10f, 300, �: 7.296–7.234, m, 6H; 7.151–7.090, m, 6H;
6.936–6.876, m, 4H; 2.353, s, 3H.


10g, 300, �: 7.398–7.289, m, 5H; 7.200–6.980, m, 8H;
6.930–6.829, m, 4H; 3.815, s, 3H.


10h, 300, �: 7.406–7.327, m, 3H; 7.187–6.999, m, 7H;
6.915–6.836, m, 6H; 3.820, s, 3H; 2.324, s, 3H.


10i, 300, �: 7.392–7.245, m, 3H; 7.106–6.939, m, 7H;
6.928–6.841, m, 6H; 3.829, s, 3H.


10k, 500, �: 7.326–7.309, m, 2H; 7.260–7.098, m,
10H; 7.036, td, 1H, J = 7.7 (av.), 1.3 (av.); 6.865, dd, 1H,
J = 8.0, 1.0; 6.813, dd, 1H, J = 8.5, 2.0; 2.325, s, 3H.


10n, 500, �: 7.252–7.202, m, 5H; 7.191–7.136, m, 5H;
7.103, d, 2H; 7.030, td, 1H, J = 7.8 (av.), 1.3 (ave); 6.864,
dd, 1H, J = 8.75, 1.0; 6.820, dd, 2H, J = 7.0, 2.0; 2.321, s,
3H.


12b, 500, �: 7.357, dd, 2H, J = 7.0, 2.0; 7.314, dd, 1H,
J = 7.0, 2.0; 7.200–7.152, m, 4H; 7.140–7.102, m, 4H;
7.038–6.993, m, 2H; 6.950, dd, 2H, J = 6.5, 2.0; 6.923–
6.870, m, 5H; 2.359, s, 3H; 2.322, s, 3H.


)���	 ��	��

�*��%��� ����� Data for 10d were collected


as described earlier1 for the Ortep diagram in Fig. 1.
Attempts to grow single crystals of other products 10
were not made.


"���������
� ����
	��


Five tables giving crystal data and structural refinements,
atomic coordinates and equivalent isotropic displacement
parameters, bond lengths and angles, anisotropic dis-
placement parameters, and hydrogen coordinates and
equivalent isotropic displacement parameters for 2-(p-
tolylthio)-2�-(phenoxy)diphenyl sulfide, C25H20OS2, are
available at the epoc website at http://www.wiley.com/
epoc. The crystal structure has been deposited at the
Cambridge Crystallographic Data Centre (deposition
number: 193527).


.�7�����������
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ABSTRACT: Protolytic equilibria in DMF of 10 dyes, fluorescein and its halogen derivatives, rhodamine B and N,N-
diethylrhodol, and of four sulfonephthaleins were studied by visible spectroscopy. The ratios of the stepwise
dissociation constants of the substances in DMF, and the changes of these constants on transferring from water to
DMF and other solvents, were explained taking into account the nature of functional groups and of the state of
tautomeric equilibria. From the correlations between the Gibbs energies of tautomerization of the neutral species
(quinonoid Ð colorless lactone) and the normalized Reichardt’s parameter, EN


T , the ‘limiting’ values of tautomeriza-
tion constants of fluorescein and eosin at EN


T ! 0 (non-polar aprotic media) were evaluated. The conversion of the
neutral form of sulfonephthaleins into colorless sultones in DMF is demonstrated. The peculiarities of the reduction of
the substances on a dropping mercury electrode in non-aqueous media were revealed, namely the differentiating
action of DMF in the first and second stages of electroreduction of the R2� anions. Copyright # 2003 John Wiley &
Sons, Ltd.


KEYWORDS: xanthene dyes; sulfonephthalein dyes; dimethylformamide; UV-visible absorption spectra; dissociation


constants; tautomerism; electroreduction


INTRODUCTION


Owing to their unique optical properties, xanthene dyes
are widely used, especially for optical sensing of O2,
CO2, H2S, sulfur-containing organic compounds and
NH3,2,3 as pH sensors, as fiber-optical systems,4 for rapid
sequencing of biopolymers by using the fluorescence
polarization technique,5 for microfluidic enzyme immu-
noassay using silicon microchips,6 etc. They are also used
in spectrofluorimetric hydrodynamic voltammetry.7 Var-
ious papers have reported the behavior of rhodamine as a
guest molecule in supramolecular chemistry.8 Through-
out the last decade, these dyes have been increasingly
utilized in organic solvents. Thus, fluorescein was pro-
posed for oxygen and carbon dioxide monitoring in N,N-
dimethylformamide (DMF) and dimethyl sulfoxide
(DMSO) solutions;9 a recent study was devoted to the
fluorescence lifetimes of fluorescein and various rhoda-
mines in organic media.10 Consequently, further devel-
opment of knowledge about the influence of non-aqueous
media on the interconversions of the various prototropic
forms of these substances is of significance.


Previously we studied systematically the behavior of
hydroxyxanthene11 and aminoxanthene11a,c,d,g,i,12 dyes
(fluorescein, eosin, rhodamine, etc.) and of structurally
similar sulfonephthaleins11i,12b,13 in water, alcohols and
mixtures of water with acetone, DMSO and 1,4-dioxane.
We found that the problem of medium effects on acid–
base equilibria of these substances centers around the
tautomerism.


To obtain a more generalized and objective picture, it
seemed necessary to study the equilibria in a (practically
anhydrous) ‘dipolar aprotic’ solvent. Such solvents, also
termed ‘dipolar non-hydroxylic’ or, according to Bord-
well,14 ‘dipolar non-HBD’ (HBD¼ hydrogen bond do-
nor; for details, see Ref. 14) solvents, display a strong
differentiating effect on the acid–base properties of the
solutes, and are also of great use for electrochemical
studies. A typical example is DMF.


The purpose of this work was to examine the protolytic
properties of a set of typical representatives of the
aforementioned dye groups in DMF and in such a manner
to rationalize their behavior in solutions. In addition,
some polarographic studies were carried out in this non-
aqueous medium and in H2O–C2H5OH.


The dissociation of fluorescein occurs stepwise:


H3Rþ Ð H2R þ Hþ; Ka;0 ð1Þ


H2R Ð HR� þ Hþ Ka;1 ð2Þ
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HR� Ð R2� þ Hþ Ka;2 ð3Þ


The detailed picture of these equilibria is presented in
Scheme 1.11 In order to determine the pKa values in DMF
we have obtained the visible absorption spectra of the
dyes within a wide range of acidity, which was created by
HCl or by salicylate, benzoate and 5,5-diethylbarbiturate
buffer solutions. The latter were prepared by mixing
appropriate amounts of solutions of corresponding acids
and of tetraethylammonium hydroxide. The working
buffer solutions contained 0.04 mol dm�3 CH3OH,
1.5 vol.% C6H6 and 0.013 mol dm�3 H2O. In several
cases the spectra of R2� species were measured in
DMF with additives of KOHþ 18-crown-6, NH
ðC2H4NH2Þ2 or aqueous NaOH. For obtaining the visible


spectra of cationic species, addition of concentrated
sulfuric acid, besides HCl, was also used as well.


In buffer solutions and in dilute HCl, the pa�
Hþ scale


was used as a measure of acidity (pa�
Hþ ¼ �loga�


Hþ); a�
Hþ


is the lyonium ion activity on a molar scale, the standard
state is the hypothetical infinitely diluted solution in
DMF with a�


Hþ ¼ 1.15 The pa�
Hþ values were calculated


by using the thermodynamic values of the dissociation
constants KHA of buffer acids (HA Ð A�þHþ), whose
concentrations were 2–3 orders of magnitude higher than
those of dyes. It is well known16–18 that in order to
describe quantitatively the ionic equilibria in DMF it is
necessary to take into account the possibility of incom-
plete dissociation of some electrolytes, known to be
‘strong’ in water, and also the processes of the so-called


Scheme 1. Protolytic conversions of hydroxyxanthenes. Fluorescein, 1a–7a; 2,4,5,7-tetrabromofluorescein (eosin), 1b–7b;
and 2,7-dichlorofluorescein, 1c–7c. KT¼ [4]/[3]; K 0


T ¼ [2]/[3]; K
00


T ¼KT=K
0
T ¼ [4]/[2]; KTx ¼ [6]/[5]; k�;COOH ¼ a�


Hþa2=a1; k0;OH ¼
a�
Hþa3=a1; k1; Z ¼ a�


Hþa5=a2; k1;COOH ¼ a�
Hþa5=a3; k1;OH ¼ a�


Hþa6=a3; k2;OH;¼ a�
Hþa7=a5; k2;COOH ¼ a�Hþ a7=a6
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‘homoconjugation’,15–17 in particular between the com-
ponents of buffer solutions:


A� þ HA Ð HA2
� K


f
HA2� ð4Þ


The proton-exchange processes, which may be in the
simplest case described by Eqn (5), can also occur in the
presence of small amounts of water in the solvent.
However, we suppose that at an H2O content of
0.013 mol dm�3 (on average) the equilibrium state is
strongly shifted towards the left, to high basicity of DMF.


½ðCH3Þ2NCHO�Hþ þ H2O Ð ðCH3Þ2NCHO


þ H3Oþ ð5Þ


This assumption is supported by very low values of
transfer activity coefficient (�) of the proton from water
to DMF. For instance, within the framework of the
tetraphenylborate hypothesis, log�Hþ ¼�2.5.19 That is
why in DMF, as in DMSO (log�Hþ ¼�3.1), and in
contrast to methanol (log�Hþ ¼þ1.8), acetonitrile
(log�Hþ ¼þ7.8) and acetone, small admixtures of water
can hardly influence the state of acid–base equilibria
(although such H2O concentrations are able to influence
the �max values of the fluorescein dianion, R2�, 7a9c). An
even smaller influence of alcohol and benzene additives
to DMF could be expected, taking into account the
comparison of organic acid dissociation in DMF with
that in DMF–C2H5OH–benzene (79 : 4 : 17) mixture.18c


Only in the region of very high pa�
Hþ values (the length of


the pa�
Hþ scale in pure DMF is reported to be 31.6 units20)


even traces of water suppress the dissociation of very
weak acids. Just this effect is observed at the last stage of
electroreduction of the dyes under study, when in alkaline
media the tetraanion R4� accepts a proton and transforms
practically irreversibly into a weak CH-acid:


R2� !þe
R�3� !þe


R4� !þHþ
RH3� ð6Þ


Nevertheless, the difference of the half-wavelength
potentials, EI


1
2


� EII
1
2


, increases in DMF compared with
water on average by 0.3 V.


RESULTS AND DISCUSSION


Dissociation constants and visible spectra
of dyes in DMF


The visible spectroscopic determination of pKa values of
the dyes was made as described earlier.11c–g In the case of
water–DMSO mixtures, our algorithm of pKa calcula-
tion11f was confirmed by potentiometric titrations,21 and
the data on fluorescein dissociation are in agreement with
results of others.9b The pa�


Hþ values of buffer solutions,


used for pKa evaluations, were calculated through with
the equation16,18b


ða�HÞ
2
f 2cA� � a�H f KHA½cHA þ cA� þ K


f
HA2


�


� ðcA� � cHAÞ2� þ KHA
2cHA ¼ 0 ð7Þ


where f is the concentration activity coefficient of the ion
and cHA and cA� are initial concentrations of the acid and
of its anion, respectively. The values of cA� and of the
ionic strength of the solution were equated to the
N(C2H5)4OH analytical (total) concentration, which
was maintained constant (0.0016 mol dm�3). The cHA


values were obtained by subtraction of cA� from the total
HA concentration. In HCl solutions, the ionic strength
was not held constant, and the pa�


Hþ values were deter-
mined, solving by the Newton method [Eqn (8)], which
can be produced from the balance of concentrations and
electrical charges:


ða�HÞ
3
h
f � 4f�1K


f
HCl2�


KHCl


i
þ 4ða�HÞ


2
cK


f
HCl2�


KHCl


� a�H


h
f�1K2


HCl þ cf KHCl þ c2f K
f
HCl2�


i


þ cKHCl
2 ¼ 0


ð8Þ


If necessary, the dyes were also taken into account in
the proton balance. Based on comparative analysis1 of
data, available from the literature,15b,16–18,22 the pKHA


values of HCl and salicylic and benzoic acids were
equated to 3.2, 8.2 and 12.3, and the logK


f
HA2


� values to
2.2, 1.7 and 2.4, respectively. In the case of 5,5-diethyl-
barbituric acid, homoconjugation was not taken into ac-
count, because in another aprotic solvent, acetonitrile, the
K


f
HA2


� value for this acid is 50–100-fold lower than those
for salicylic and benzoic acids.23 The value pKHA ¼
14:7 � 0:1 was calculated for 5,5-diethylbarbituric acid,
based on indicator measurements with phenol red, whose
pKa2 was previously determined in benzoate buffers.


All the f values were calculated by using the Debye–
Hückel second approach, taking the ionic parameter
value as equal to 5. As for the majority of salts in DMF
pKdis � 2,17a,24 the incompleteness of dissociation of
N(C2H5)4OH, N(C2H5)4A and N(C2H5)4HA2, and possi-
ble association of dye ions with oppositely charged buffer
ions (including HO�, Cl�, and Naþ), were not taken into
account within the working concentration range. In
Table 1, the thermodynamic pKa values of the dyes are
compiled. Typical spectral data are presented in Figs 1
and 2 and in Table 2.


Now let us consider the interrelations among the pKa


values of stepwise dissociation of the dyes in DMF and
medium effects, �pKa, at transfer from water to DMF.
The �pKa value of the given dissociation stage (e.g.
HBz ÐBz�1 þ Hþ) is connected with the transfer activity
coefficients, �, by the following equation:


�pKa ¼ pKa � pKw
a ¼ log�Hþ þ logð�B=�HBÞ ð9Þ
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It is evident that the medium effects for stepwise dis-
sociation constants of fluorescein, Ka;0, Ka;1, and Ka;2,
differ substantially. While the ratio Ka;0=Ka;1 ¼ 2 � 1014


in DMF is 12 orders of magnitude higher than in water
(Kw


a;0=K
w
a;1 ¼ 204), the ratio Ka;1=Ka;2 drops from 224 in


water to 1.6 in DMF. Moreover, taking into account the
accuracy of pKa determination (Table 1), one can assume
that in DMF Ka;1 � Ka;2. Thus, leveling of the acidic
strength of the first and second steps takes place, although
DMF is well known as a strongly differentiating sol-
vent.16,17,18c,20,24 Our data for the system water–DMSO
are of similar character.11f The same conclusion can be
made on the basis of fluorescein spectra in DMF mixture
with N,N-dimethyl-p-toluidine:9a with variation of the
N(C4H9)4OH: CO2 ratio the intensity of the band near
�maxðR2�Þ decreases owing to the dye conversion into


H2R molecules, represented mainly by the colorless
lactone 4a. Interestingly, the spectrum, typical for the
HR� species of fluorescein (with �max � 450–455 and
470–475 nm), does not appear in the mentioned system
under any conditions.


Note that the spectrum of fluorescein dianion R2� (7a)
in acetonitrile, available from the literature, possesses an
abnormally low molar absorptivity (Emax � 5:5
�103 dm3 mol�1 cm�1 at �max¼ 513 nm).26 A partial
transformation of intensely colored ion 7a into the
anion-lactone could have been expected, notwithstanding
our earlier data, according to which the phenomenon is
observed only for fluorescein dyes with nitro groups in
positions 2 and 7.11h However, our experiments demon-
strated that in CH3CN, in alkaline media, created
by addition of KOH (0.005–0.01 mol dm�3) in the pre-
sence of dicyclohexyl-18-crown-6 ether (0.006–0.01
mol dm�3), the fluorescein spectrum possesses an usual,
for the dianion R2�, value of Emax ¼ 103�
103 dm3 mol�1 cm�1 (512 nm), and Beer’s law is valid.
Interestingly, addition of 20% (by volume) of DMF to
acetonitrile has practically no influence on the position of
the maximum in the R2� spectrum, while the introduction
of only 1% of water decreases �max to 505 nm. Probably,
in the work of Hirano,26 the traces of acidic admixtures
that are practically inevitable in acetonitrile caused al-
most complete conversion of the initial sample Na2R,
with concentration 10�5 mol dm�3 in unbuffered med-
ium, into the practically colorless form H2R. It can be
shown that the conversion of ca 90% of fluorescein in the
neutral form, with the simultaneous existence of ca 5% of


Table 1. pKa values of the dyes in DMFa,b


Substance pKa;0 pKa;1 pKa;2


Fluorescein 0.3� 0.1c 14.6� 0.3 14.8� 0.3
N,N-Diethylrhodol 3.2� 0.2 12.6� 0.1 —
Rhodamine B 6.5� 0.1 — —
2,7-Dichlorofluorescein <�1d 10.4� 0.2 13.2� 0.1
Eosin —e 7.1� 0.1 12.4� 0.3
Ethyleosin —e 3.6� 0.1f —
Bromophenol blue <0 2.9� 0.3 7.6� 0.1
Bromocresol purple —g —g 11.8� 0.2
Phenol red <�1h 4.2� 0.4 14.2� 0.1
Thymol blue �0.5� 0.1h 4.1� 0.1 15.2� 0.1


a The solvent contained 0.013 mol dm�3 H2O, 0.04 mol dm�3 CH3OH and
1.5 vol.% of benzene.
b The scale mol dm�3.
c Calculated from measurements in the pa�


Hþ region 1.68–2.87.
d The values of log ([H2R]/[H3Rþ ]) in 1.8, 3.6, and 5.4 mol dm�3 H2SO4


solutions in DMF are 1.57, 1.15 and 0.32, respectively.
e The pKa;0 value is in the region of very high acidity.
f Calculated from measurements in the pa�


Hþ region 2.43–2.87.
g The pKa value was not determined.
h In ‘concentration’ scale; HCl solutions in DMF.


Figure 1. Visible absorption spectra of fluorescein dianion,
R2�, in water, pH 10 (1), in acetonitrile with KOHþ
dicyclohexyl-18-crown-6 (2) and in DMF with KOHþ18-
crown-6 (3)


Figure 2. Visible absorption spectra of neutral forms of
fluorescein (1), 2,7-dichlorofluorescein (2), eosin (3) and
ethyleosin (4) in DMF
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the dye in form of R2� anion, even in the presence of
small amounts of HR� ion,26 gives evidence for the
inversion of the constants of stepwise dissociation in
CH3CN (pKa;1 � pKa;2 	 1). Our experiments demon-
strated that if acidification of the solution in CH3CN,
containing R2� ions, leads to a substantial (e.g. two-fold)
intensity decrease, the spectra coincide after normalizing.
This proves the co-existence of two species
(R2� ! H2R), while the output of HR� in solution is
negligible. In our experiments with benzoate buffer
solution (pa�


Hþ�20, according to Kolthoff et al.23), the
intensity of fluorescein absorption in CH3CN decreases
by at least two orders of magnitude compared with the
R2� spectrum. For eosin dianion, the published Emax


value26 is also one order of magnitude smaller than
ours (Table 2), probably also due to acidic admixtures
in acetonitrile.


The visible absorption spectra of R2� ions of both
fluorescein and eosin depend to some extent on the nature
of the base added to DMF (Table 2). It seems to be caused
by association with alkylammonium ions, having one or
several NH groups. In dipolar aprotic solvents, such
association is known to be much more probable27 than
in the case of cations Naþ and especially [Na-crown]þ


and N(C2H5)4
þ. On the other hand, the association of R2�


anions with cations in DMF and DMSO results in a small
bathochromic shift and hyperchromic effect. This was
shown by Shakhverdov,28 who studied the interaction of
eosin and erythrosin with triply charged cations of
lanthanides; the absorption and emission spectra demon-
strate that the association constants in such cases may be
of the order of 106.28 The �max value of the fluorescein ion
R2� in N,N-dimethylacetamide (DMAC), available from
the literature (520 nm),29 is close to that registered by us
in DMF (Table 2), while the relatively low Emax value
(29� 103), obtained in unbuffered medium,29 can be


explained by incomplete conversion of the dye into the
R2� ion, as in the case of acetonitrile (see above).


Tautomerism of molecules and ions of
xanthenes and comparison of pKa


values in different solvents


In order to interpret the pKa values, it is necessary to
refer to the detailed picture of acid-base equilibrium
(Scheme 1), which was proposed and used earlier.11


The principal extrathermodynamic assumption, about
the identity (or proximity) of visible absorption bands
of the species 1 and 2, of 3 and 5 and (after correction to
the �max shift) of 6 and 7 of the given dye,11 together with
the undoubted fact of decoloration after formation of
lactone 4 (due to sp3 hybridization of the central carbon
atom), allows us to estimate the composition of equili-
brium mixtures of tautomers, designated by the formulae
H2R and HR�.


The spectrum of the singly charged fluorescein anion
HR� in DMF, like those in other solvents,11 reveal its
‘carboxylate’ structure 5a. Hence the last dissociation
stage is 5a! 7a. Among three tautomers of the neutral
form H2R, the colorless lactone 4a predominates.
Further, the spectrum of H2R species of fluorescein
(Fig. 2) gives evidence of some small amount of quino-
noid tautomer 3a, while the band that could have been
attributed to zwitterion 2a is not observed. The constant
of the tautomeric equilibrium, KT, characterizing the
degree of conversion of the quinonoid, or 2-(6-hydroxy-
3-oxo-3H-xanthene-9-yl) benzoic acid (3a) into the
lactone, or 30,60-dihydroxyspiro[isobenzofuran-1(3H),
90(9H)- xanthene]-3-one (4a), appeared to be equal to
1033 in DMF. This value differs from the data given in
literature (KT ¼ 770).30 The deviation is caused, in our


Table 2. Values of �max (nm) [Emax� 10�3 (dm3mol�1 cm�1) in parentheses] and tautomerization constants of dyes in DMF


Substance Anion R2� a Cation Neutral from KT


Fluorescein 520.5 (116)b,c,d,e,f �450 (55) 455 (0.029) 1033
Eosin 529.4 (122)g,h �545 480 (1.5) 15
2,7-Dichlorofluorescein 526 (89.6)i �450 (78)j 470 (0.38) �70
N,N-Diethylrhodol 517 (21.3)k 525 (42.7) 525 (0.773) 32
Rhodamine B — 560 (95.7) 537 (0.945) 100l


a In the case of hydroxyxanthenes, the R2� spectra, represented in this table, were measured in DMF in the presence of 0.05–0.4 mol dm�3 of NH(C2H4NH2)2.
b In DMF with KOHþ 18-crown-6 the values are 516.5 (108).
c In the presence of 2 vol.% H2O, at 0.004 mol dm�3 NaOH the values are 515.5 (104).
d In NEt4OH solutions, in the presence of 0.04 mol dm�3 CH3OH and 1.5 vol.% benzene, the values are 514 (90).
e In water the values are 490 (88).
f According to literature data,25 in DMF with addition of 0.1–0.5 mol dm�3 triethylamine the values are 519 (106� 5), and in DMF with KOH addition
(1.7� 10�4 mol dm�3) �max¼ 517.6.9c


g In NEt4OH solutions, in the presence of 0.04 mol dm�3 CH3OH and 1.5 vol.% benzene, the values are 529 (98).
h In water the values are 515 (96.7).
i In water the values are 501.5 (75).
j In 7–9 mol dm�3 H2SO4 solutions in DMF.
k R�.
l K 00


T.
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view, by the presence of some HR� ions while measuring
the H2R visible absorption spectrum in the cited work.30


Similar discrepancy with the results of Fompeydie and
Levillain30 were noted earlier for the system water–
DMSO.11d,f From Scheme 1 the following relationships
can easily be derived:


pKa;0 ¼ pk0;OH � logð1 þ KT þ K 0
TÞ ð10Þ


pKa;1 ¼ pk1;COOH þ logð1 þ KT þ K 0
TÞ ð11Þ


pKa;2 ¼ pk2;OH ð12Þ


The knowledge of the KT value allows us to estimate the
microscopic dissociation constants, k (Table 3). Based on
the spectral data, KT 
 K 0


T can be assumed; the values of
these constants are commensurable only in water or
aqueous solutions with modest additives of organic co-
solvents. As in other solvents, the pk1;COOH value obtained
(11.6) is lower than the pKa value of benzoic acid (12.3).


The dissociation of rhodamine B cation occurs accord-
ing to


HRþ Ð R þ Hþ Ka;0 ð13Þ


The cation HRþ exists in solutions as structure 8, while
the form R is actually an equilibrium mixture of the
zwitterion 9 and colorless lactone 10.11a,c,d,i,12,31,32


The estimation of the tautomeric equilibrium constant
K 00


T ¼ [10]/[9], made on the assumption that the maximum
molar absorptivities of the structures 9 and 8 are equal,
results in the value K 00


T ¼ 100. The latter is much higher
than that in water (K 00


T ¼ 0.005�0.01),12a,b higher than in
91 mass% DMSO (K 00


T ¼ 59)11d,12c and lower than in ace-
tone (K 00


T ¼ 250).12a,b The value Emax ¼ 23� 103, reported
for rhodamine B in DMAC ("¼ 39),29 is rather high for
such an aprotic solvent. Through calculation of the
equilibrium in this solvent it was shown earlier12b that
the colored cation HRþ (8) is present in unbuffered
solutions in DMAC. Also, the �max values of the dye in
DMAC and DMF without addition of any base, 559 nm29


and 560 nm,31 respectively, also correspond to cation 8,
and not to zwitterion 9 (Table 2).


The equilibrium 9Ð 10 is an example of an intramo-
lecular Lewis acid–base reaction.14a Using our K 00


T values
for water, acetone12a,b and for trichloromethane saturated
with water (K 00


T 90)12b and also the data for alcohols,32 we
obtained the following dependence of logK 00


T on the
normalized Reichardt parameter, EN


T :14


logK 00
T ¼ 3:80 � 6:20EN


T


n ¼ 15; r ¼ �0:96; s ¼ 0:34
ð14Þ


Processing the previously published data12c for the sys-
tem water–DMSO within the range of DMSO molar
fractions from 0.221 to 0.844 results in


logK 00
T ¼ 6:69 � 9:095EN


T


n ¼ 14; r ¼ �0:97; s ¼ 0:16
ð15Þ


Extrapolation to pure water leads to K 00
T ¼ 0:004, which


agrees satisfactorily with our earlier estimates.12a,b The
reason for the successful description of the tautomeric
equilibrium data by a single-parametric equation seems
to be the nature of the EN


T function, which reflects both the
H-donor ability and polarity of the solvent.14 Thus, a
compromise is made between the viewpoints on the
exceptional role of H-bonding on the one hand, and on
the electrostatic conceptions of the zwitterion nature on
the other.12a,b,14a,32 At the same time, simultaneous hand-
ling of the data for alcohols and water–DMSO mixtures
aggravates the correlation coefficient (r¼�0.81). Prob-
ably, some effects, while insignificant in alcohols, be-


come important in mixtures of water with aprotic
solvents.


Visible absorption spectra of structures 8 and 9 differ
markedly in DMF compared with water and alcohols
(Fig. 3). The data from the NMR spectra and electronic
absorption and emission spectra11d,12c confirm that the
interaction between the xanthene chromophore of the
zwitterion and the carboxylate group takes place both
through the inductive mechanism and through the sol-
vent. In media with high fractions of aprotic solvents
(DMSO, acetone, 1,4-dioxane), under conditions of spar-
ing solvation of COO� by H-bond formation, the spec-
trum of the zwitterion, registered on the background of
the colorless lactone, differs dramatically from the ca-
tionic spectrum.11d,12b,c Gradual, regular variations of the
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neutral form spectra with increase in (CH3)2CO12b and
DMSO11d,12c content in water–organic mixtures permit
us to consider unlikely the appearance of any other
particles besides 9 and 10. However, such strong altera-
tions of the zwitterion 9 spectrum suggest that the
assumption that Emax(8)¼Emax(9), used for estimation
of tautomerization constants, is less exact than in the case
of alcoholic media. If we regard tautomer 9 as an
‘intramolecular ion pair’, then in aprotic DMF, poorly
solvating the COO� group, this structure is rather a
contact (intimate) or tight associate than a solvent-sepa-
rated or loose one. This difference manifests itself in the
visible spectra (Fig. 3).


Having the estimate of K 00
T, it is easy to calculate the


pk�;COOH value, which corresponds to equilibrium 8 Ð 9
þHþ:


pKa;0 ¼ pk�;COOH � logð1 þ K 00
TÞ ð16Þ


The increase in the pk�;COOH value by 5.3 units on going
from water to DMF (Table 3) confirms zwitterionic
structure 9 of the colored tautomer of the neutral form
R, because the charge type þ=� allows us to expect a
much greater decrease in acid strength with such a
variation of the solvent than in the case of traditional
cationic dyes with charge type þ=0. In fact, the pk0;OH


value of fluorescein changes from 3.1 in water to 3.3 in
DMF (Table 3).


The adequacy of the detailed scheme (Scheme 1) can
be indirectly proved by utilizing the dissociation con-
stants of model compounds and microconstants of fluor-


escein itself. Using the above pk0;OH value and putting
pk�;COOH and pk1;COOH values of fluorescein equal to
pk�;COOH of rhodamine B and to pKa of benzoic acid,
respectively, it is possible to estimate the K 0


T value
through Eqn (17), following from Scheme 1:


logK 0
T ¼ pk0;OH � pk�;COOH ¼ pk1;Z � pk1;COOH ð17Þ


These assumptions, especially the second one, can cause
essential errors when estimating K 0


T. Nevertheless, they
clearly demonstrate that the K 0


T value is certainly very
low, namely ca 10�5. The pk1;Z value is about 6.4. As
the constants K 00


T and KT are interrelated (logK 00
T ¼


logKT � pk0;OH þ pk�;COOH),11a,11c we can estimate
K 00


T �108 by using the values logKT ¼ 3.0; pk0;OH ¼ 3.3
and pk�;COOH ¼ 8.5. ThisKT value confirms the conclusion
regarding the negligibility of the 2a fraction in the mixture
(2aÐ 3aÐ 4a) deduced from visible absorptions.


Scheme 1 allows us to explain the �pKa values. In
DMF for fluorescein �pKa;0 ¼ �1.8, �pKa;1 ¼ 10.2 and
�pKa;2 ¼ 8.0. From Eqns (10)–(12), the following rela-
tion can be derived:


�pKa;0 ¼ �pk0;OH ��logð1 þ KT þ K 0
TÞ ð18Þ


�pKa;1 ¼ �pk1;COOH þ�logð1 þ KT þ K 0
TÞ ð19Þ


�pKa;2 ¼ �pk2;OH ð20Þ


The �pk0;OH and �pk1;COOH values are 0.2 and 8.1,
respectively. Hence it is evident that the dramatic de-
crease in pKa;0 in DMF compared with the value in water,
and also ‘leveling’ of the acidic strength of the first and
second steps (pKa;1 � pKa;2, Table 3), are strongly caused
by the sharp KT increase, as can be predicted by the
equations


�ðpKa;1 � pKa;0Þ ¼ �pk1;COOH ��pk0;OH


þ 2�logð1 þ KT þ K 0
TÞ ð21Þ


�ðpKa;2 � pKa;1Þ ¼ �pk2;OH ��pk1;COOH


��logð1 þ KT þ K 0
TÞ ð22Þ


The coefficient 2 in Eqn (21) explains the strong increase
in the ðpKa;1 � pKa;0Þ difference for fluorescein on trans-
ferring from water to organic media.


Being a ‘hybrid’ of fluorescein and rhodamine B,
the dye N,N-diethylrhodol exists in DMF in the form of
H2Rþ, HR and R�, and the molecules HR may exist as
three tautomers,11c among which the colorless lactone 13
predominates.


Figure 3. Normalized visible absorption spectra of the
cationic species HRþ (1, 10) and of the netural form (2, 20)
of rhodamine B in methanol (1, 2) (from Ref. 1) and in DMF
(10, 20)
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The fraction of colored tautomers is about 3% of the
total of N,N-diethylrhodol molecules, the quinonoidal
structure 12 and not the zwitterionic structure 11 being
more probable in the given case. Then, a sufficiently
reliable estimate, pk1;COOH ¼ 11.1, can be obtained, while
the pk0;OH value (4.7) is higher than that for fluorescein
(3.3), owing to the strong electron-donor properties of the
N(C2H5)2 group. The sharp increase in the Ka;0=Ka;1 ratio
in DMF (2.5� 109) compared with that in water
(5.6� 102)11c is caused mainly by the same reasons as
for fluorescein, namely, by the strong shift of the tauto-
meric equilibrium towards lactone 13 and greater weak-
ening of the neutral carboxylic acid than the cationic one:
�pk1;COOH > �pk0;OH.


In the case of eosin (2,4,5,7-tetrabromofluorescein),
the monoanion HR� is represented by the ‘phenolate’
tautomer 6b. Protonation of the ion R2� ð�max ¼ 529 nmÞ
leads first to a slight (10–15 nm) bathochromic shift,
accompanied by insignificant intensity changes (7b !
6b); the spectrum becomes similar to that of the ethyleo-
sin monoanion 15 (�max ¼ 545 nm). With further pa�


Hþ


decrease, a sharp fall in intensity takes place; in HCl
solutions the spectrum of H2R is registered, being un-
affected within a wide pa�


Hþ range. This spectrum is
substantially lower in intensity than the spectrum of the
neutral form 14 of ethyleosin, because the latter is unable
to form a lactonic (colorless) structure (Fig. 2).


Following the earlier described procedure,11a–f we
obtained the estimate KT ¼ 15, which is close to the value


of 14 reported by others.30 Thus, for eosin the dissocia-
tion by steps (2) and (3) can be reflected as (3bÐ 4b)
Ð 6bÐ 7b, and the pKa;1 and pKa;2 values are equal to
pk1;OH þ logð1 þ KTÞ and pk2;COOH, respectively.


As a result, owing to the greater weakening of the
acidic strength of the carboxylic group in comparison
with the hydroxylic group, and also to the comparatively
small rise in the KT value (Table 3), the ratio Ka;1=Ka;2 of
eosin on transferring from water to DMF does not
decrease, in contrast to the fluorescein case, but increases
dramatically from 8.7 to 2� 105.


The dyes can be regarded as derivatives of benzoic
acid. Comparing the pk�;COOH of rhodamine B with
pk1;COOH of N,N-diethylrhodol and fluorescein and
pk2;COOH of eosin, which in DMF are equal to 8.5,
11.1–11.6 and 12.4, respectively, it is possible to demon-
strate how the charge of the xanthene moiety (þ1, 0 or
�1) influences the acidity of the carboxylic group. This
impact can be realized through both inductive and ‘field’
mechanisms. The above pkCOOH values are ranged in


Table 3. Values of pKa and tautomeric equilibria constants and pk values of xanthenes in different solvents


Substance Constant Watera Methanolb Ethanolc 91% DMSOd 90% acetonee DMF


Fluorescein pKa,0 2.14 3.1 3.3 �0.51 0.92 0.3
pKa,1 4.45 10.6 11.7 10.33 12.5 14.6
pKa,2¼ pk2,OH 6.80 11.5 12.6 8.98 11.2 14.8
KT 6.0 54 59 587 1900 1033
pk0,OH 3.10 4.8 5.1 2.2 4.2 3.3
pk1,COOH 3.49 8.8 9.9 7.6 9.2 11.6
�pk0,OH


f 0 1.7 2.0 �0.9 1.1 0.2
�pk1,COOH 0 5.3 6.4 4.1 5.7 8.1
�pk2,OH 0 4.7 5.8 2.2 4.4 8.0


Benzoic acid pkCOOH 4.20 9.4 10.25 8.05 9.75 12.3
Rhodamine B pKa,0 3.22 7.4 8.7 5.60 6.47 6.5


K 00
T 0.008 0.1 0.28 59 16.6 100


pk� ,COOH 3.22 7.5 8.8 7.4 7.7 8.5
�pk� ,COOH 0 4.3 5.5 4.2 4.5 5.3


Eosin pKa,1 2.81 6.9 7.7 3.9 6.4 7.1
pKa,2¼ pk2, COOH 3.75 9.2 9.8 7.81 10.0 12.4
KT 1.8 6.4 10 9.0 16.5 15
pk1,OH 2.4 6.0 6.7 2.9 5.2 5.9
�pk1,OH 0 3.6 4.3 0.5 2.8 3.5
�pk2,COOH 0 5.4 6.2 4.1 6.25 8.6


" 78 32 25 56 24 37
EN


T 1.000 0.762 0.654 0.50 0.57 0.404


a From Refs 11a,e–g, 12a,b.
b From Ref. 11a.
c From Ref. 11i.
d From Ref. 11d,f.
e From Ref. 11b,g,12a.
f �pk¼ pk� pk (in water).
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accord with the aforementioned sequence of charges,
which agrees with the semi-quantitative estimates made
using the Bjerrum–Kirkwood–Westheimer approach. The
additional negative (positive) charge leads to a pk in-
crease (decrease), �pk:


�pk ¼ e2NA


2:30RT � 4�� 8:854 � 10�12
� 1


"eff�
¼ 24:7


"eff�


ð23Þ


where "eff is the ‘effective’ dielectric constant, e is the
elemental electrical charge, NA is Avogadro’s number, R
is the gas constant, T is the absolute temperature (293 K)
and � is the distance between the charged and the
dissociating groups (in nm). More refined models are
discussed by Vereshchagin.33 The (pk1;COOH � pk�;COOH)
value exceeds the difference (pk2;COOH � pk1;COOH). This
trend can be observed not only in DMF, but also in
mixtures of water with DMSO and acetone, in alcohols
(Table 3) and in 82 mass% n-butanol.11g The probable
reason is the effective positive charge on the central
carbon atom not only in structures 8 and 9, but also in
structures 3 and 5–7.


The comparison of the protolytic parameters of the
dyes in DMF with the values obtained by us earlier in
other solvents (Table 3) reveals certain regularities. First,
practically always the following sequence of medium
effects for the given solvent is observed:


�pk0;OH<�pk1;OH<�pk2;OH<�pk1;COOH < �pk2;COOH


ð24Þ


This agrees well with classical conceptions:14a,15a in
alcohols, DMF, DMSO and acetone, the �pKa values
for cationic acids are lower than those for neutral species.
The �pKa for the latter, are lower than for anionic species
(when the ionizing group is the same). On the other hand,
the �pKa values for carboxylic acids on the whole are
higher than those for phenols. Since the dissociation of
hydroxylic groups in hydroxyxanthenes (and also in
sulfonephthaleins) leads to the appearance of anions
with strongly delocalized charge, it results in a further
decrease in �pKa. Further, the �pk�;COOH value of
rhodamine B is as a rule lower than the �pk1;COOH values
(fluorescein, benzoic acid, etc.). A simplified approach,
treating the zwitterion as two separate charges,15a


suggests the similarity of �pk�;COOH and �pk1;COOH.
However, in DMF, and also in other aprotic media, the
poorly solvated COO� group can strongly influence the
charge distribution within structure 9 (see above).


Both the �pKa values and the Ka;0=Ka;1 and Ka;1=Ka;2


ratios in various solvents are caused by the nature of
dissociating groups, as well as by the tautomerization
constants [Eqns (18)–(22)]. The medium effect for the
pKa;0 value of rhodamine B is expressed by


�pKa;0 ¼ �pk�;COOH ��logð1 þ K 00
TÞ ð25Þ


The fundamental difference between the �pKa;0 values in
DMF of rhodamine B (3.3) and that of fluorescein (�1.8)
is thus caused by the above-mentioned much sharper rise
in the pk�;COOH value compared with the pk0;OH value.
The inversion of the dissociation constants of fluorescein
(Ka;1=Ka;2 < 1) is strongly determined by the high KT


values in aprotic solvents and in their mixtures with
water. The KT value of fluorescein is always higher
than that of eosin.


It is now possible to draw some conclusions concern-
ing the solvent influence upon tautomerism of the neutral
form of oxyxanthenes. Such attempts usually lead to
dividing of solvents into aprotic types and the H-bond
donors.30 Searching for a mostly universal correlation
with solvent properties, we observed that the logarithms
of the tautomerization constants or Gibbs energies
(�Gtaut ¼ �2:303RT logKT, kJ mol�1) in solvents of
different nature correlate to a certain degree with the
EN


T parameter,14 which reflects both the polarity of the
solvent molecules and their ability to be H-bond donors
(Fig. 4). The following correlations are obtained:


Fluorescein:


�Gtaut ¼ �ð26:1 � 0:2Þ þ ð21:59 � 0:01ÞEN
T


n ¼ 39; r ¼ 0:90; s ¼ 2:1 ð26Þ


Eosin:


�Gtaut ¼ �ð12:3 � 0:1Þ þ ð11:74 � 0:01ÞEN
T


n ¼ 43; r ¼ 0:89; s ¼ 0:92 ð27Þ


Here, not only the data for water, methanol, ethanol, n-
butanol, and DMF were used, but also for mixtures of
water with DMSO, acetone, 1,4-dioxane, and etha-
nol.1,11f,34 Within each water–organic mixture, the corre-
lation coefficient is much higher (on average r¼ 0.98). In
mixed solvents, the preferential solvation of dyes is
possible. Probably the ratio of organic molecules to water


Figure 4. Dependence of the logarithm of the tautomer-
ization constants of fluorescein (1) and eosin (2) on
the normalized Reichardt parameter ENT . (&) The system
water–acetone; (^) water–DMSO; (�) water-1,4-dioxane;
(~) water–ethanol; (þ ) non-aqueous solvents
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in the solvation shell of the betaine dye 2,6-diphenyl-4-
(2,4,6-triphenylpyridinium-1-yl) phenolate, used for de-
veloping the EN


T scale,14 is close to that in the oxy-
xanthene microenvironments. The gradual nature of KT


changes near 100% acetone, DMSO and ethanol suggests
that uneven re-solvation does not take place here.


The correlations allow us to estimate approximately
the ‘limiting’ values of KT at EN


T ¼ 0 for fluorescein and
eosin as 4� 104 and 1.4� 102, respectively. A zero value
of EN


T corresponds, in particular, to tetramethylsilane.14


Direct experimental determination of KT values in media
of such low polarity is hindered owing to the extremely
low solubility of the dyes under study. At the same time,
extrapolation to the gas phase (EN


T ¼�0.11)14 results in
values of 1� 105 for fluorescein and 2.4� 102 for eosin.


2,7-Dichlorofluorescein lies between unsubstituted
fluorescein and its 2,4,5,7-tetrahalo derivatives with re-
gard to both pKa values and H2R tautomerism (Fig. 2,
Table 2). In non-aqueous solutions, the fractions of the
carboxylate (5c) and phenolate (6c) tautomers of HR�


can be commensurable for this dye.11a,d,e On R2� proto-
nation in DMF a slight (ca 5 nm) red shift takes place.
Such a shift is never registered for fluorescein; it indicates
the appearance of the tautomer 6c. However, the pKa;2


values of eosin and 2,7-dichlorofluorescein differ by 0.8
units (Table 1), which reflects the incompleteness of the
equilibrium shift (5cÐ 6c) to the right.


In the case of ethyleosin, the pKa;1 value, obtained in
HCl solutions, corresponds to pk1;OH. In solvents studied
previously, this value is lower than the pk1;OH value of
eosin, but the difference is not so great as in DMF (2.3
units, see Tables 1 and 3). It can possibly be caused by
some specific interactions between HCl and dyes anions.
As a result, the difference between the pKa;2 value of
bromophenol blue and the pKa;1 value of ethyleosin
increases from 2.3 in water to 4.0 in DMF. On the other
hand, in DMF the pKa;2 value of fluorescein (14.6) is
higher than that phenol red (14.2), though in the majority
of solvents studied the situation is the reverse.


Taking into account the aprotic and dipolar nature of
DMF, a strong differentiating action on the last step of
sulfonephthalein dissociation could be expected.13b In
fact, the �pKa values vary from 3.4 (bromophenol blue)
to 6.2 (phenol red). The slope of the dependence [Eqn (28)]
is 1.55 and is between those for 90 mass% aqueous
acetone (1.43) and pure acetonitrile (1.97):13b,23,35


pKa;2 ðin DMFÞ ¼ 1:44 þ 1:55pKw
a;2


n ¼ 4; r ¼ 0:99; s ¼ 0:42 ð28Þ


In another dipolar aprotic solvent, N-methylpyrrolidin-2-
one (" ¼ 32),36 the pKa;2 values of three sulfonephtha-
leins and the pKa;0 value of rhodamine B are 1.0� 0.3
units lower than those in DMF. The pKa;2 values describe
the equilibria between the yellow monoanions HR� and
deeply colored R2� dianions (see Scheme 2). In DMF,


the values of �max (nm) for the sulfonephthalein dia-
nions R2�(21) are 578 (phenol red), 601 (bromo-
phenol purple), 602 (bromophenol blue) and 620
(thymol blue). Hence here the pKa;2 value corresponds
pk2;OH (Scheme 2).


Tautomerism of sulfonephthaleins


The pKa;1 values of sulfonephthaleins (Table 1, Scheme 2)
appeared much more difficult to interpret than pKa;2.
Tautomers 17g and 19e in the solid state and in solution
are identified by vibrational spectroscopy.13c In aqueous
solutions, sulfonephthalein indicators are characterized
by two color transitions: from red (structures 16 or 17) to
yellow (structures 18 or 20), and then from yellow to blue
(red in the case of unsubstituted phenol red), 21.13a,37 In
acetonitrile23,35,37 and in water–acetone mixtures with
high acetone content,13a there are three color transitions:
from red 16 to colorless or to practically colorless
(sultone 19 with admixture of zwitterion 17 or/and
quinonoid 18), and further to yellow monoanion 20 and
to deeply colored dianion 21. In some publications,
another structure of the colorless species of phenol red
and thymol blue in water–acetone mixtures is sug-
gested.38 Basing on NMR spectroscopic data, the authors
presumed the existence of a C—H bond at the central
carbon atom.38 However, such a triarylmethane structure
can appear only as a result of reduction (with hydrogen,
or through electroreduction, see below) of the initial dye,
and not because of pH variation.


From Scheme 2, the following relationships can be
written for pKa;0 and pKa;1:


pKa;1 ¼ pk1;SO3H þ logð1 þ KT þ K 0
TÞ


¼ pk1;Z þ log½1 þ K 00
T þ ðK 0


TÞ
�1� ð29Þ


pKa;0 ¼ pk0;OH � logð1 þ KT þ K 0
TÞ


¼ pk�;SO3H � log ½1 þ K 00
T þ ðK 0


TÞ
�1� ð30Þ


Within the pa�
Hþ range where sulfonephthalein equilibria


are described with the constants Ka;0 and Ka;1, a decrease
in the absorption intensity by 1–1.5 orders of magnitude
compared with the bands of HR� and R2� is observed
(Fig. 5).


In acidic solutions in another aprotic solvent, DMSO,
we could not detect the formation of colorless sultones.
This result agrees with the opinion of Kolthoff et al.37 IR
spectra in DMSO, obtained by us, confirm such a con-
clusion. For example, in concentrated phenol red solu-
tions (Fig. 6) the IR spectrum remains practically
unaffected by addition of an equivalent amount of tri-
fluoroacetic acid, which makes the possibility of the
existence of marked amounts of HR� ions under these
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conditions unlikely. Hence curves 1 and 2 in Fig. 6
represent the spectrum of the neutral form H2R. The
bands at �¼ 1612–1605, 1590–1583, 1512–1505 and
1435 cm�1 must be attributed to vibrations of the aro-


matic rings, 1336–1328 cm�1 to vibrations of the C—
aryl bond,13c,39,40 the band at 1194–1185 cm�1 to anti-
symmetric vibrations of the SO�


3 group and 1277–
1272 cm�1 to valence vibrations of the ordinary C—O
bond. Deformational vibrations C–OH also cause absorp-
tion in the region 1430 cm�1. Such an attribution of the
bands proves, that the form H2R of phenol red in DMSO
possesses zwitterionic structure 17d, as in the solid
state.13c KOH addition leads to a successive conversion,
17d! 20d! 21d. On addition of 1 equiv. of alkali
(curve 3), an intense band at �¼ 1624 cm�1 appears,
which can be attributed to valence vibrations of C——O of
structure 20d. On addition of a second equivalent of KOH
(curve 4), its intensity markedly decreases, and the band
at 1277–1272 cm�1 disappears. The conjugated moiety of
the dianion 21d is symmetrical and does not include C——
O and C—O� as such. The bands at �¼ 1617, 1574,
1459, 1387 and 1374 cm�1 reflect the vibrations of
aromatics and of the C—aryl bond. The band at
1155 cm�1, caused by antisymmetric SO�


3 vibrations,
naturally remains unchanged.


In the solid state, the H2R molecules of bromophenol
blue exist in the form of a sultone 19e:13c absorption of
uncharged aromatics is less intense, while the bands at
�¼ 1350 and 1194 cm�1 correspond to valence vibra-
tions of S——O. However, we are unable to draw conclu-
sions regarding the structure of the form H2R of


Figure 5. Visible absorption spectra of ionic and molecular
forms of bromophenol blue (1–3) and phenol red (4–6) in
DMF: the species H2R (1, 5), HR� (2), R2� (3, 6) and H3R


þ (4).
Spectra (1) and (5) remain unchanged within the cHCl ranges
0.68–1.18 and 0.01–0.2mol dm�3, respectively


Scheme 2. Protolytic conversions of sulfonephthaleins. Phenol red (phenolsulfonephthalein), 16d–21d; bromophenol blue
(3,30,5,50-tetrabromophenolsulfonephthalein), 16e–21e, bromocresol purple (3,30-dibromo-5,50-dimethylphenolsulfonephtha-
lein), 16f–21f; and thymol blue (3,30-diisopropyl-6,60-dimethylphenolsulfonephthalein), 16g–21g. KT ¼ [19]/[18]; K 00


T ¼ [17]/
[18]; K 00


T ¼ KT=K
0
T ¼ [19]/[17]; k�;SO3H ¼ a�


Hþa17=a16; k0;OH ¼ a�Hþa18=a16; k1;Z ¼ a�Hþa20=a17; k1;SO3H ¼ a�
Hþa20=a18; k2;OH ¼


a�
Hþa21=a20.
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bromophenol blue and of other bromo derivatives in
solution because of their practically complete dissocia-
tion in DMSO even with substantial CF3COOH additi-
tion. On the other hand, although in DMF the electronic
spectra indicate transformation of the dyes into colorless
species, the strong absorption of the solvent in the region
1400–1700 cm�1 hinders the application of IR spectro-
scopy. Even in alcohols, where the color transitions are in
general like those in water, some of the dyes, and
especially bromophenol blue, at certain pa�


Hþ values
undergo reversible decoloration in methanol and in n-
butanol. This testifies to the formation of sultone 19 also
in these media.1,13a In methanol and ethanol, the tauto-
mers 19d and g of phenol red and thymol blue are
practically absent from solutions, and the pKa;1 value
probably coincides with pk1;Z (Scheme 2). In this context,
the behavior of sulfonephthaleins within the acidic region
in DMF is unusual, namely phenol red and thymol blue
demonstrate an even greater tendency to form colorless


sultones than bromophenol blue. The intensity of their
visible absorption is extremely low: EmaxðH2RÞ ¼
0:5 � 103 (phenol red) and 5.0� 103 (thymol blue). In
the case of phenol red, the spectrum changes only slightly
within the HCl concentration range 0.01–0.2 mol dm�3


(Fig. 5). Expecting, as a first approximation, the spectra
of tautomers 17 and 18 to coincide with those of cation 16
and of monoanion 20, respectively, we found, that the
fractions of the tautomers 17d and 18d are small and
commensurable, whereas the colorless tautomer 19d with
the fraction 98–99% predominates. Hence the tendency
for ring closure in DMF is a general feature of the
molecules H2R of xanthenes and sulfonephthaleins.


The pKa;1 value of bromophenol blue in DMF was
determined in HCl solutions within the pa�


Hþ range 0.94–
3.40. Within the range of HCl concentrations 0.7–
1.2 mol dm�3 the spectrum remains unchanged, which
allows it to be attributed to the H2R form. This spectrum
is similar to that of monoanion HR� (structure 20e; �max


415 nm, Emax ¼ 25� 103), except for the much lower
intensity in the case of H2R (Emax ¼ 4.0� 103). This
allows the form H2R to be regarded as an equilibrium
mixture of two tautomers (18eÐ 19e). Equating the Emax


of structure 18e with that of 20e, one can obtain KT ¼ 5.
In 2.4–4.7 mol dm�3 H2SO4 solutions in DMF, slight
absorption at 520 nm appears. This is apparently caused
by traces of the cation H3Rþ of bromophenol blue (16e).
In the case of bromocresol purple, the tendency for
conversion of the neutral form into the colorless tautomer
19f is less evident.


As can be seen from Eqns (29) and (30), the shift of the
tautomeric equilibrium towards the sultone 19 decreases
the pKa;0 value compared with pk0;OH and pk�;SO3H, and
increases the pKa;1 value as compared with pk1;Z and
pk1;SO3H.


The pKa;0 values of sulfonephthaleins are estimated
only approximately (Table 1); judging from available
information,41 the H0 scale in this region of HCl con-
centrations in DMF is close to �logcHCl. Let us consider
in detail the pKa;1 values. Both literature data42a and our
results (Table 1) demonstrate that the dependence of the
pKa;1 value of thymol blue on the composition of H2O–
DMF mixture passes through a minimum, and then rises
(in parentheses the mass% of DMF is given): 1.60 (0),
1.31 (20), 1.03 (40), 1.02 (60), 1.04 (70), 1.17 (80), 4.1
(100). Whereas in water–DMF mixtures pKa;1 is equal to
pk1;Z, in pure DMF the term log½1 þ K 00


T þ ðK 0
TÞ


�1� plays
a significant role. At the same time, in the system water–
DMSO (up to 80 mass% of the organic co-solvent) the
pKa;1 value decreases monotonically down to 1.1;42b in
91 mass% DMSO we obtained an even smaller value,
pKa;1 ¼ 0:86, by means of spectrophotometry. Evidently,
both the low stability of the sultone 19 and the strong
dissociation of the SO3H group of the quinonoid 18 in
DMSO are caused by low pk�;SO3H and pk1;SO3H values.
The pKa values of sulfonic and sulfo acids (including the
ion HSO�


4 ) are known to be low in this solvent.37


Figure 6. IR spectra of phenol red (0.03mol dm�3) in
DMSO: 0.03mol dm�3 CF3COOH (1), in pure solvent (2),
0.03mol dm�3 KOH (3), 0.06mol dm�3 KOH (4)
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Because for bromophenol blue in DMF K 0
T�KT, and


KT ¼ 5, the pk1;SO3H value equals 2.1 [see Eqn (29)]. The
following equation, resulting from Scheme 2, explains
the differences in the behavior of bromophenol blue on the
one hand, and of phenol red and thymol blue on the other:


logK 0
T ¼ pk0;OH � pk�;SO3H ¼ pk1;Z � pk1;SO3H ð31Þ


Evidently, the acidic properties of the SO3H group
depend only slightly on the substituents in the phenolic
rings, whereas the pk0;OH and pk1;Z values drop sharply in
the case of derivatives with halogens in positions 3, 30, 5
and 50. Hence it becomes clear why the zwitterionic
structure 17, typical for the unsubstituted phenol red
and its alkyl derivatives, does not appear in the case of
bromophenol blue. For the latter the form H2R exists as
an equilibrium mixture (18dÐ 19d), with the predomi-
nance of the colorless sultone in many organic solvents.
This is also confirmed by polarographic data obtained in
DMF.


Peculiarities of electroreduction of xanthene and
sulfonephthalein dyes on a dropping mercury
electrode in DMF


The use of organic solvents, including DMF, allows the
eliminatation of adsorption effects.43 Even in the case of
eosin we were unable to register adsorption waves. As a
criterion of medium acidity in DMF, the pa�H scale was
used; some measurements were carried on in 91 mass%
aqueous ethanol as well. To interpret the results by means
of the above pKa values of depolarizers, their well-known
difference from the ‘polarographic’ dissociation con-
stants43b is taken into account; the influence of the double
electrical layer corresponds to the increase in proton
concentration in the space near the Hg droplets. The
number of electrons, n, participating in the reduction
process in buffered media was determined by using the
well-known equation43a


E1
2
¼ E0 �


2:3mRT


�nF
pa*


H ð32Þ


For reversible processes, the � ¼ 1 and the coefficient
@E1


2
=@paH* shows the number of protons, m [(if m¼ n,


then at 20 C @E1
2
=@pa�H ¼�58 mV/(pa�H units)]. In the


case of irreversible processes, the value of @E1
2
=@pa�H


does not exactly correspond to the number of reacting
protons. In DMF, the polarograms were mainly run
within the region pa�H ¼ 7.6–14.2, at ionic strength
0.0024 mol dm�3, and also in 0.0024 mol dm�3


NðC2H5Þ4OH solution. In 91% ethanol, buffers with
pa�H ¼ 4.3–9.5 and ionic strength 0.0075 mol dm�3 were
used, in addition to 0.0075 mol dm�3 LiOH solutions. In
the both solvents, highly acidic media were created with
H2SO4 (up to 0.75 mol dm�3). The colored structures
may be regarded as carbcation derivatives:


Hence, for fluorescein 1a, X1¼X2¼OH, X3¼
COOH; 2a, X1¼X2¼OH, X3¼COO�; 3a, X1¼OH,
X2¼O�, X3¼COOH; 5a, X1¼OH, X2¼O�, X3¼
COO�; 7a, X1¼X2¼O�, X3¼COO�, and for phenol
red 16d, X1¼X2¼OH, X3¼ SO3H; 17d, X1¼X2¼
OH, X3¼ SO3


�; 18d, X1¼OH, X2¼O�, X3¼ SO3H;
20d, X1¼OH, X2¼O�, X3¼ SO3


�; 21d, X1¼X2¼
O�, X3¼ SO3


�. Analogously, taking into account the
conventional character of graphical formulae, rhodamine
B, N,N-diethylrhodol, halogen derivatives of fluorescein
and of phenol red, in addition to sulfonefluorescein
(22–24) can be depicted.


Three types of xanthene reduction products, radicals,
carbanions and CH-acids, are illustrated by structures 25,
26 and 27, respectively.


It is easy to imagine analogous structures for sulfo-
nephthaleins. Hence the complete redox system is here
much more complicated than those for hydrocarbons
(Hoiytink), quinone/hydroquinone (Fetter) and chalcones
(Stradinš, Vanags).43a Up to 25 various structures, includ-
ing 18 reduction products, are to be taken into account in
the case of fluorescein, although the probabilities of their
existence differ greatly. Hence a carbanionic structure
is possible only in the case of fluorescein tetraanion
R4� (26, with X1¼X2¼O�, X3¼COO�), this product
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irreversibly transforming into RH3� in the presence of
proton donors (by placing the symbol H not before, but
after the symbol R, we emphasize the distinguishing
feature of this CH-acid as compared with OH-acids
H2R and HR�). The literature on electroreduction of
fluoresceins44,45 and sulfonephthaleins46 is vast.


The morphology of polarograms in DMF and in 91%
C2H5OH is similar. In the case of two separate stages of
electroreduction both waves are of diffuse nature, the first
being reversible, and the second irreversible. The third
wave, observable only in the case of bromo derivatives of
phenol red in unbuffered DMF in NðC2H5Þ4ClO4 back-
ground (e.g. for bromocresol purple it is a wave with
E1


2
¼�2.08 V), is caused by the splitting of the C—Br


bond. In alkaline medium, this wave shifts anodically and
disappears. The reduction of the pyrone ring of xanthenes
is not reliably identified.


In the acidic pa�H region, we registered two-electron,
irreversible and pa�H-independent waves for xanthenes
and sulfonephthaleins. For instance, in the case of fluor-
escein:


H3Rþ þ 2e þ Hþ ! H3RH ð33Þ


Here, H3RH corresponds to structure 27, with
X1¼X2¼OH, X3¼COOH. Hence the regularity, re-
vealed for aqueous solutions,44–46 is confirmed in non-
aqueous solutions. Such a nature of waves does not
contradict the possibility of reduction through the dis-
proportionation mechanism,45,46 while dimerization ac-
companied by C—C bond formation is less probable.


For the cations of fluorescein, 1a, diethylrhodol
and rhodamine B, 8, the half-wave potentials in DMF
(�0.64, �0.38 and �0.56 V) and in 91% ethanol (�0.64,
�0.45 and �0.52 V) are similar. In water, for fluorescein
and rhodamine B cations E1


2
¼�0.50 and �0.48 V, re-


spectively. For rhodamine B at pH 9.18, a two-electron
wave is registered as well (with E1


2
¼ �0.885 V). The ilim


value does not change compared with that at pH 1.68; the
shift of E1


2
value towards the cathodic region by 0.40 V


reflects the influence of the carboxylate negative charge
in structure 9 as compared with cation 8.


For phenol red and thymol blue in 0.75 mol dm�3


H2SO4 the E1
2


values in aqueous ethanol (�0.39 and
�0.41 V) are lower than in DMF (�0.29 and �0.30 V);
probably in alcoholic media the fractions of the dyes
converted into cations 16d and g, are small, and the
neutral (zwitterionic) structures 17d and g predominate.
In the case of bromophenol blue, the cation 16e does not
appear at such an acid concentration in DMF, and there-
fore the E1


2
values are �0.34 and �0.39 V in aqueous


ethanol and in DMF, respectively. Under these condi-
tions, the ilim value in DMF decreases compared with data
obtained at higher pa�H. This seems to be a consequence of
the formation of sultone, which is difficult to reduce,
because in DMF, judging from spectral data, in contrast
to 91% C2H5OH, the structure 19e appears. For sulfone-
fluorescein in DMF, the irreversible wave (n¼ 2) with
E1


2
¼�0.44 V in acidic media probably corresponds to the


process H2R (structure 22)þ 2eþHþ!H2RH� (27,
X1¼X2¼OH, X3¼ SO3


�), although the protonation of
the SO3


� group at pa�H < 3 cannot be excluded. Note that
for fluorescein and rhodamine B a decrease in the limiting
current is registered on going from H2SO4 solutions to
media with higher pa�H. For fluorescein, the ilim value
decreases by 40%. These waves are apparently caused by
conversion of dyes into lactones 4a and 10, which are
difficult to reduce in DMF, similarly to the situation in
aqueous solutions.44d


Then the waves became pa�H-dependent and remained
as such up to relatively high pa�H values. The n values are
not whole numbers (2> n> 1), which gives evidence for
the probability of disproportionation, with both intra- and
inter-radical proton transfer. Fluorescein, eosin, sulfone-
fluorescein and sulfonephthaleins behave in a similar
manner. In 91% C2H5OH, for phenol red and thymol
blue a single wave remains up to pa�H 9.5, whereas for
bromphenol purple and bromophenol blue, dyes with
lower pKa values, only up to pa�H 6.3 and 4.3, respec-
tively. The situation in DMF is analogous.


At very high pa�H values the dyes exist as completely
deprotonated species. In this region, dianions R2� give
two one-electron waves, as in aqueous solutions;44,45 the
first wave is reversible (Table 4). For rhodamine B in 91%


Table 4. Half-wave potentials (�E1
2
), � 0.01 V, in alkaline mediaa


�E1
2
(I) (V) �E1


2
(II) (V) E1


2
(I)�E1


2
(II) (V)


Depolarizer
(in form of R2� species) 91% C2H5OH DMF 91% C2H5OH DMF H2Ob 90%C2H5OH DMF


Phenol red 0.56 0.67 1.31 1.78 0.46 0.75 1.11
Bromocresol purple 0.74 0.78 1.48 1.63 0.56 0.74 0.85
Bromophenol blue 0.72 0.85 1.37 1.60 0.64 0.65 0.75
Rhodamine B (as R) 0.76 0.65 1.34 1.43 —c 0.58 0.78
Fluorescein 0.75 0.86 1.28 1.48 0.25 0.53 0.62
Eosin 0.71 0.78 1.29 1.43 0.5 0.58 0.65
Sulfone fluorescein 0.65 0.62 1.57 1.65 — 0.92 1.03


a Against the saturated calomel electrode.
b Except rhodamine B, all the data from the literature.1
c One wave at pH 9.2; in more alkaline solutions rhodamine B was not studied.
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C2H5OH, two one-electron waves are observed at pa�H
> 9.5. The �E1


2
values decrease from water to 91%


ethanol for all the substances studied, and from water
to DMF for all the substances except bromophenol blue.
Evidently, the main reason is stronger solvation of anions
in water due to H-bonds, except the most hydrophobic
ones. The E1


2
differences, caused by variations of the


liquid junction, seem to be less significant. Interestingly,
although the visible absorption bands of ions 24 and 7a
practically coincide, and are shifted by ca 60 nm towards
the blue as compared with the band of the ion 21d, theE1


2
ðIÞ


values of the R2� ion of sulfonefluorescein are much closer
to those of phenol red than to those of fluorescein (Table 4).


The reason for the pa�H independence of the second
(irreversible) wave is that the protonation occurs after the
addition of the second electron to the anion-radical. In
DMF, taking into account the initial concentrations of the
depolarizer (0.001 mol dm�3), and also those of water,
methanol and N(C2H5)4OH (0.013, 0.04 and
0.0024 mol dm�3, respectively), the state of the equili-
brium R4� þ H2O Ð RH3� þ OH� can be expected to
be strongly shifted towards the right. The corresponding
rough estimations can be made by using the constants
available in literature for equilibria (Ar3C�þH2OÐ
Ar3HþHO�) in another aprotic dipolar solvent,
DMSO, using the pKa values of uncharged CH-acids
triphenylmethane, methanol, xanthene and phenyl-
xanthene (30.6, 29.0, 30.0 and 27.9, respectively).47


Even more impossible is the existence of R4� species
in aqueous ethanol.


Hence, in strongly alkaline medium the EEC mechan-
ism [Eqn (6)] is proved, whereas at lower pa�H values
other mechanisms take place, which was defined by
Compton et al.45a as DISP1 and DISP2 (the latter is
probable in more acidic media). For instance, after the
electroreduction of fluorescein dianion R2� to ion-radical
the protonation of the latter can occur
(R�3� þ Hþ ! H R�2�). Further disproportionation [Eqn
(34)] actually became irreversible owing to negligible
dissociation of the very weak CH-acid:


2H R�2� Ð H R� þ RH3�ðor R2� þ HRH2�Þ ð34Þ


Here H R�2� corresponds to structure 25 (X1¼O�,
X2¼OH, X3¼COO�) and HRH2� to structure 27 with
the same substituents.


Photoreduction of hydroxyxanthenes has been studied
by several workers in aqueous media.48 For ion-radical
R:3� of eosin, the visible absorption band with �max ¼
430 nm, Emax ¼ 38� 103 dm3 mol�1 cm�1, was repor-
ted.48d The attribution of the band with �max ¼ 430 nm
to the corresponding ion-radical of fluorescein48b was
criticized by other authors; Lindqvist48a reported the
values �max ¼ 394 nm, Emax ¼ 50� 103 for the ion-radi-
cal HR�2� of fluorescein. The ESR spectra of fluorescein
dyes in aqueous media can be found in the litera-
ture;44i,45,48c the ESR signal of fluorescein R�3� ion-


radical in 1 mol dm�3 KOH–1 mol dm�3 KCl, obtained
by using a ‘bubble’ electrode,44i is in agreement with
earlier data.45a


In aqueous solutions, some authors44b,d reported the
‘polarographic’ pKa value, describing the process
(HR�2� ! R�3� þ Hþ), being equal to 9.2–9.5, and com-
pared it with the value 9.5, obtained by Lindqvist48a from
photochemical data. However, in general case the true
Ka values must differ from the ‘polarographic’ dissocia-
tion constants (see above). Besides, the value pKa ¼ 9.5
reported by Lindqvist corresponds to another dissociation
step (H2 R�� ! H R�2� þ Hþ), while the dissociation of
the radical HR�2� occurs at pH >13.48a The value pKa ¼
10.5, estimated spectroscopically for the dissociation of
the semireduced methyl ether of methylfluorescein
(HR�� ! R�2� þ Hþ) in 50 vol.% ethanol,48c seems to
agree better with Lindqvist’s data.


Our study of electroreduction in organic media re-
vealed an interesting regularity, namely, in highly alka-
line medium the first and second waves are drawn apart,
without exception for all the dyes studied, on transferring
from water to 91% C2H5OH and then to DMF [in Table 4
the values E1


2
ðIÞ � E1


2
ðIIÞ are given], and the waves


become more distinct. Such an expressed differentiating
action of the solvent with regard to the stages of one-
electron reduction [Eqn (6)], regularly strengthening
from aqueous ethanol to aprotic DMF, may seem to be
strange, as we are dealing with an aprotic medium con-
taining 0.04 mol dm�3 CH3OH. In water, the proton is
also added here only after the second electron. We sug-
gest the following explanation. The factors influencing
the E1


2
values, such as solvation of substituents, character


of dye diffusion, steric effects and, in water, adsorption
on mercury droplets, are of approximately the same
character both for the depolarizers in their oxidized
form (i.e. for the initial anions) and for anion-radicals.
In contrast, the decisive factor is the increased stability
of anion-radicals with strongly delocalized charge, such
as R�3� (25, with X1¼X2¼O�, X3¼COO� or SO3


�), in
organic media, and particularly, in DMF, due to disper-
sion interactions with solvent molecules. Furthermore,
even if the rise in local NðC2H5Þþ4 concentration near the
electrode causes ion association, it is reasonable to
assume that it occurs similarly for anions of different dyes.


Polarograms of sulfonephthaleins obtained in unbuf-
fered medium in DMF, in N(C2H5)4ClO4 background,
are complicated through the simultaneous presence of
various dye species. In the case of phenol red and
thymol blue, together with two-electron waves with
E1


2
¼�(0.25–0.4) V, one-electron waves with E1


2
¼


�(1.6–1.7) V were also registered. These two-electron
waves apparently belong to zwitterions 17d and g, while
the one-electron waves are probably the second waves of
neutral (17d and g) or monoanionic species (20d and g).
In the case of bromo derivatives under the same condi-
tions E1


2
¼ �(0.25–0.6) V: introduction of bromine atoms


makes the reduction of tautomers (18e and f) easier.
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It must be noted that the reduction of sulfonephthaleins
at low pH in aqueous solutions, was explained based on
structures of type 17.46b However, for bromo derivatives
the quinonoid structure 18 is more typical, as shown by
our spectral studies. Moreover, the neutral species seem
to be absent from the aqueous solutions at pH 2.5 at all,
and the monoanionic species HR� (20) are more probable
here. For bromocresol purple in water, this was stressed
in a further study;44d however, the disproportionation
mechanism was not taken into account. On the other
hand, the presence of bromophenol blue in water in the
form of sultone 19e, even at pH 1.81, assumed by some
authors for explanation of reduction mechanism,44c


seems to be less probable.


CONCLUSIONS


The detailed dissociation scheme proposed previously for
the explanation of protolytic equilibria of xanthenes in
water, alcohols and water–organic mixtures is valid for
DMF also. The ratios of the stepwise dissociation con-
stants of the dyes in DMF are controlled by the charge
type of acid–base pairs, by the nature of the dissociating
group, by the strong differentiating impact of the solvent
studied, and by the essential influence of the latter on the
state of tautomeric equilibria. The monoanion HR� of
fluorescein exists in solutions as ‘carboxylate’ tautomer
5a, whereas in the case of eosin the ‘phenolate’ tautomer
66 predominates. If we regard the zwitterionic structure
of rhodamine B, 9, as an intramolecular ion pair, then in
aprotic DMF, where the carboxylate anion is poorly
solvated, this associate is rather a contact (intimate)
one, whereas in methanol it can be classified as solvent-
separated. The mentioned differences are reflected in the
electronic absorption. At the same time, the colorless
lactonic tautomer 10 predominates in the equilibrium
mixture 9Ð 10.


For the tautomerization equilibria [3 (quinonoid)Ð 4
(lactone)] of fluorescein and eosin, a linear correlation
between the �Gtaut and EN


T values is revealed, although
with modest correlation coefficients, for ca 40 mixed and
anhydrous solvents of varied nature. This allows to
estimate the ‘limiting’ �Gtaut values by extrapolation to
EN


T ! 0. The neutral forms H2R of sulfonephthaleins,
being unable to form internal esters (sultones) in DMSO,
easily convert into this colorless tautomer in DMF. In the
case of bromophenol blue and other bromo-substituted
sulfonephthaleins, the sultone is equilibrated with quino-
noid tautomer, whereas for neutral forms of the unsub-
stituted phenol red and the alkyl-substituted dye thymol
blue, the existence of the zwitterionic tautomer is also
possible. Hence the stepwise dissociation of phenol red in
DMF occurs in the sequence [17dÐ 18dÐ 19d (pre-
dominating)]Ð 20dÐ 21d whereas in the case of bro-
mophenol blue only the following equilibria are
described quantitatively: (18eÐ 19e)Ð 20eÐ 21e.


In organic media (DMF, 91 mass% aqueous ethanol),
the existence of lactones and sultones manifests itself in
an essential fall in the limiting current during the electro-
reduction process. In acidic, neutral and slightly alkaline
pa�H regions, two-electron irreversible waves are ob-
served, in accord with the up-to-date reduction scheme,
including the disproportionation processes. In highly
alkaline medium, two one-electron waves are registered
(EEC mechanism); the first wave is reversible. The
difference between the half-wave potentials,
E1


2
ðIÞ � E1


2
ðIIÞ, in organic media, especially in DMF,


increases in comparison with aqueous solutions, mainly
due to additional stabilization of the anion-radicals R:3�


in an aprotic solvent.


EXPERIMENTAL


The fluorescein and eosin samples used were purified by
column chromatography. The purity of these and other
xanthenes was checked by TLC and by means of excita-
tion spectra. The sample of N,N-diethylrhodol of high
purity kindly provided by Dr V. I. Alekseeva (NIOPiK,
Moscow). The purity of sulfonephthaleins (Minkhim-
prom, USSR) was examined using their absorption spec-
tra and pKa values in water. Bromphenol blue and thymol
blue were additionally recrystallized, and the content of
sulfur was checked by the Schöniger method. DMF was
purified with Al2O3 and distilled under vacuum with
benzene. The water content (average 0.025%) was
checked using Karl Fischer titration (potentiometric pro-
cedure). Acetonitrile, carefully purified and dried over
P4O10 directly before use, was a gift from Dr S. M.
Kiyko. Our experiments demonstrated that acidic admix-
tures which appear in CH3CN within a year after pur-
ification can be titrated with alkali, using fluorescein as
indicator. DMSO was purified by vacuum distillation
over NaOH, and then over zeolites of NaA type. Salicylic
and benzoic acids were purified by recrystallization.
Stock solutions of HCl were prepared by absorption of
gaseous hydrogen chloride by dried DMF, and then
standardized against CO2-free sodium hydroxide. Potas-
sium hydroxide, used to obtain alkaline media in DMF,
DMSO and acetonitrile, and H2SO4 were of analytical
grade. Bis(2-aminoethyl)amine, NH(C2H4NH2)2, and tri-
fluoroacetic acid were purified by distillation. The sam-
ples of 18-crown-6 and dicyclohexyl-18-crown-6 ether
(DCH-18-crown-6), cis-anti-cis (isomer B) (purity
>99%), were purchased from the Institute of Organic
Chemistry, Novosibirsk, and the Institute of General and
Inorganic Chemistry, Moscow, respectively. N(C2H5)4OH
solution was prepared according to the standard proce-
dure.27 The sample of N(C2H5)4ClO4 (analytical grade),
used as salt background in polarographic studies, was
purified by recrystallization from aqueous ethanol.


Electronic absorption spectra were measured with SP-
46 (of USSR origin) and Hitachi U 3210 instruments at
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20 C, immediately after preparation of the solutions, at
working concentrations of the dyes near to
10�5 mol dm�3; under conditions of lactone and sultone
formation the concentrations were higher. The IR spectra
were measured on a Specord IR-75 instrument (CaF2


cells, 0.005 cm) against solvent blanks; these experiments
were carried out in collaboration with Dr Yu. N. Surov
and Dr R. Salinas Mayorga.


For electrochemical studies, a PU-1 system (of USSR
origin) was used. The characteristics of the dropping
electrode were as follows: m¼ 4.2 mg s�1, � ¼ 3.2 s�1


at h¼ 70 cm. A saturated calomel electrode was used as
a reference electrode; the liquid junction with saturated
KCl contained 3% of agar-agar. Oxygen was removed by
passing an argon stream through the solutions studied.
All the polarographic measurements were carried out at
20� 2 C, except in the studies of temperature depen-
dences (in these experiments, the temperature was in-
creased up to 50 C). The i� E curves of dyes were
measured in 91 mass% aqueous ethanol and in DMF in
buffer solutions (salicylate, benzoate, diethylbarbiturate
buffers, and in aqueous ethanol in acetate buffers also).
LiOH in 91% C2H5OH and N(C2H5)4OH in DMF were
used as strong bases, added to the corresponding weak
acid. In order to avoid essential changes in the structure
of the double electrical layer along with variations in
pa�


Hþ , the concentrations of the cations in the buffer
mixtures were kept constant. The concentrations of
depolarizers, i.e. dyes, (8� 10�4–3� 10�3 mol dm�3)
were two orders of magnitude lower than those of buffer
components. To create acidic media, HCl and H2SO4


solutions were used. In the absence of buffer mixtures in
DMF, tetraethylammonium perchlorate served as the
background. Each polarographic curve was obtained 2–
3 times, with satisfactory reproducibility. Information
about the electrochemical behavior of the dyes was
obtained from the dependences i versus E, ilim versus c,
ilim versus h


1=2
Hg , log[i=ðid � iÞ� versus E, E1


2
versus pa�


Hþ


and log ilim versus 1=T .43 The E1
2


values were determined
with confidence interval � 0.01 V. For the analysis of
diffusion-limited waves, the Ilkovič equation was applied.


REFERENCES


1. Kukhtik VI. PhD Thesis, Kharkov, 1996.
2. (a) Choi MF, Hawkins P. Talanta 1995; 42: 483–492; 987–997;


(b) Choi MF, Hawkins P. Anal. Chim. Acta 1997; 344: 105–110;
(c) Choi MF, Hawkins P. Sens. Actuators B 1997; 38–39: 390–
394.


3. Preininger C, Mohr GJ, Klimant I, Wolfbeis OS. Anal. Chim. Acta
1996; 334: 113–123.


4. (a) Kibblewhite J, Drummond CJ, Grieser F, Thistlethwaite PJ. J.
Phys. Chem. 1989; 93: 7464–7473; (b) Fuh M-RS, Burgess LW,
Hirschfeld T, Christian GD, Wang F. Analyst. 1987; 112: 1159–
1163.


5. Yan Y, Myrick ML. Anal. Chim. Acta 2001; 441: 87–93.
6. Yakovleva J, Davidsson R, Lobanova A, Bentsson M, Eremin S,


Laurell T, Emneus J. Anal. Chem. 2002; 74: 2994–3004.
7. Compton RG, Winkler J, Riley DJ, Bearpark SD. J. Phys. Chem.


1994; 98: 6818–6825.


8. (a) Liu Y, Chen Y, Liu SX, Guan XD, Wada T, Inoue Y. Org. Lett.
2001; 3: 1657–1660; (b) Yuan DQ, Koga K, Kourogi Y, Fujita K.
Tetrahedron Lett. 2001; 42: 6727–6729; (c) Zhang YJ, Cao WX,
Xu J. Chin. J. Chem. 2002; 20: 322–326.


9. (a) Choi MF, Hawkins P. Anal. Chem. 1995; 67: 3897–3902; (b)
Choi MF, Hawkins P. J. Chem. Soc., Faraday Trans. 1995; 91:
881–885; (c) Choi MF, Hawkins P. Spectrosc. Lett. 1994; 27:
1049–1063.


10. Magde D, Rogas GE, Seybold PG. Photochem. Photobiol. 1999;
70: 737–744.


11. (a) Mchedlov-Petrossyan NO, Vasetskaya LV. Zh. Obshch. Khim.
1989; 59: 691–703; (b) Mchedlov-Petrossyan NO, Arias Kordova
E, Schapovalov SA, Rappoport IV, Egorova SI. Z. Chem. 1990; 30:
442–443; (c) Mchedlov-Petrossyan NO, Alekseeva VI, Gretsov
YuV, Kukhtik VI. Zh. Obshch. Khim 1991. 61: 217–225; (d)
Mchedlov-Petrossyan NO, Salinas Mayorga R, Surov YuN. Zh.
Obshch. Khim. 1991; 61: 225–233; (e) Mchedlov-Petrossyan NO,
Rubtsov MI, Lukatskaya LL. Dyes Pigm. 1992; 18: 179–198; (f)
Mchedlov-Petrossyan NO, Salinas Mayorga R. J. Chem. Soc.,
Faraday Trans. 1992; 88: 3025–3032; (g) Mchedlov-Petrossyan
NO, Tychina ON, Berezhnaya TA, Alekseeva VI, Savvina LP. Dyes
Pigm. 1999; 43: 33–46; (h) Samoylov DV, Mchedlov-Petrossyan
NO, Martynova VP, Eltsov AV. Zh. Obshch. Khim. 2000; 70: 1343–
1357; Chem. Abstr. 2001; 135: 327880g; (i) Mchedlov-Petrossyan
NO. Zh. Obshch. Khim. 2003; 73: 288–295.


12. (a) Mchedlov-Petrossyan NO. Zh. Fiz. Khim. 1985; 59: 3000–
3004; (b) Mchedlov-Petrossyan NO. Kharkov Univ. Bull. Chem.
1991; (359): 18–32; (c) Mchedlov-Petrossyan NO, Fedorov LA,
Sokolovski SA, Surov YuN, Salinas Mayorga R. Izv. Akad. Nauk
SSSR, Ser. Khim. 1992; 512–521.


13. (a) Mchedlov-Petrossyan NO, Vasetskaya LV, Koval EV, Lyub-
chenko IN. Dokl. Akad. Nauk USSR 1985; 284: 394–398; (b)
Mchedlov-Petrossyan NO, Lyubchenko IN. Zh. Obshch. Khim.
1987; 57: 1371–1378; (c) Mchedlov-Petrossyan NO, Surov YuN,
Trofimov VA, Tsivadze AYu. Teor. Eksp. Khim. 1990; 26: 688–698.


14. (a) Reichardt C. Solvents and Solvent Effects in Organic Chem-
istry (2nd edn). VCH: Weinheim, 1988; (b) Reichardt C. Chem.
Rev. 1994; 94: 2319–2358.


15. (a) Bates RG. Determination of pH (Russian translation).
Khimiya: Leningrad, 1972; (b) Aleksandrov VV. Acidity of
Non-aqueous Solutions. Vyshcha Shkola: Kharkov, 1981.


16. Bykova LN, Petrov SI. Usp. Khim. 1972; 41: 2065–2086; Russ.
Chem. Rev. 1972; 41: 975–990.


17. (a) Kolthoff IM, Chantooni MK. J. Phys. Chem. 1972; 76: 2024–
2034; (b) Chantooni MK, Kolthoff IM. J. Phys. Chem. 1973; 77:
527–533.


18. (a) Evstratova KI, Kochergina AA, Kupina NA, Beloserskaya VV.
Elektrokhimiya 1976; 12: 677–682; (b) Evstratova KI. Zh. Anal.
Khim. 1980; 35: 1682–1691; (c) Evstratova KI. Doctoral Dis-
sertation, Leningrad, 1981.


19. Kalidas C, Hefter G, Marcus Y. Chem. Rev. 2000; 100: 819–852.
20. Bykova LN, Petrov SI. Zh. Vses. Khim. Ova. 1984; 29: 541–547.
21. Frolov VYu, Babashov MA, Kudryavtsev SG. Zh. Fiz. Khim.


1992; 66: 2970–2974.
22. Mollin J, Pavelek Z, Navratilova J, Recmanova A. Collect. Czech.


Chem. Commun. 1985; 50: 2670–2678.
23. Kolthoff IM, Chantooni MK, Bhowmik S. Anal. Chem. 1967; 39:


315–320.
24. Alexander R, Parker AJ, Sharp JH, Waghorne WE. J. Am. Chem.


Soc. 1972; 94: 1148–1158.
25. Martin MM. Chem. Phys. Lett. 1975; 35: 105–111.
26. Hirano K. Bull. Chem. Soc. Jpn. 1983; 56: 850–854.
27. Gyenes I. Titration in Non-aqueous Media (Russian translation).


Mir: Moscow, 1971.
28. Shakhverdov TA. Opt. Spektrosk. 1975; 39: 786–789.
29. Hirano K. J. Chem. Soc. Jpn. Chem. Ind. Chem. 1974; 1823–1828.
30. Fompeydie D, Levillain P. Bull. Soc.chim. Fr. 1980; 459–465.
31. Bigelow RW. J. Phys. Chem. 1977; 81: 88–89.
32. Hinckley DA, Seybold PG, Borris DP. Spectrochim. Acta Part A


1986; 42: 747–754.
33. Vereshchagin AN. Inductive Effect. Nauka: Moscow, 1987.
34. Mchedlov-Petrossyan NO. Doctoral Dissertation, Kharkov, 1992.
35. Kolthoff IM, Bhowmik S, Chantooni MK. Proc. Natl. Acad. Sci.


USA 1966; 56: 1370–1376.
36. Breant M, Auroux A, Lavergne M. Anal. Chim. Acta. 1976; 83:


49–57.


396 N. O. MCHEDLOV-PETROSSYAN, V. I. KUKHTIK AND V. D. BEZUGLIY


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 380–397







37. Kolthoff IM, Chantooni MK, Bhowmik S. J. Am. Chem. Soc.
1968; 90: 23–28.


38. (a) Murakhovskaya AS. Zh. Anal. Khim. 1986; 41: 629–638; (b)
Murakhovskaya AS, Stepanyants AU. Zh. Fiz. Khim. 1989; 63:
3131–3135.


39. Freedman HH. In Carbonium Ions, vol. 4, Olah GA, Schleyer PR
(eds). Wiley–Interscience: New York, 1973; Chapter 28, 1501–
1578.


40. Mchedlov-Petrossyan NO, Surov YuN, Egorova SI, Salinas
Mayorga R, Arias Cordova E. Dokl. Akad. Nauk SSSR 1991;
317: 152–157.


41. Kislina IS, Sysoeva SG, Temkin ON. Izv. Akad. Nauk, Ser. Khim.
1996; 1025–1027.


42. (a) De AL, Atta AK. J. Chem. Soc., Perkin Trans. 2 1986; 1367–
1370; (b) De AL, Atta AK. Can. J. Chem. 1986; 64: 1521–1526.


43. (a) Mayranovski SG, Stradin YaP, Bezugliy VD. Polarography in
Organic Chemistry. Khimiya: Leningrad, 1975; (b) Agasyan PK,
Zhdanov SI (eds). Voltammetry of Organic and Inorganic Sub-
stances. Nauka: Moscow, 1985; (c) Bezugliy VD, Faizullayev O.
In Titrimetric Methods of Analysis of Non-aqueous Solutions,
Bezugliy VD (ed). Khimiya: Moscow, 1986; 193–249.


44. (a) Nagase Y, Ohno T, Goto T. J. Pharm. Soc. Jpn. 1953; 73:
1033–1039; (b) Gollmick FA, Berg H. Ber. Bunsenges. phys.
Chem. 1965; 68: 713–715; (c) Issa RM, Abdel-Hamid FM,
Hasanein AA. Electrochim. Acta 1969; 14: 561–567; (d) Banner-
jee NR, Vig SK. Indian J. Chem. 1971; 9: 444–448; (e) Issa IM,


Samahay AA, Issa RM, Ghoneim MM. Electrochim. Acta 1972;
17: 1195–1202; (f) Issa IM, Issa RM, Ghoneim MM, Temerk YM.
Electrochim. Acta. 1973; 18: 265–270; (g) Bannerjee NR, Negi
AS. Indian J. Chem. 1973; 11: 672–677; (h) Eltsov AV, Smirnova
NP, Bobrovnikov MN, Stratonnikova EA. Zh. Obshch. Khim.
1988; 58: 635–641; (i) Bagchi RN, Bond AM, Scholz F, Stösser
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epoc ABSTRACT: Thermolysis of N-tetramethylpiperidinyl triphenylacetate (7, Ph3CCO2T, T¼ 2,2,6,6-tetramethylpiper-
idinyl) in benzene at 146 �C leads to the formation of triphenylmethane (Ph3CH, 80%), tetramethylpiperidine (TH,
91%), and tetraphenylmethane (Ph4C, 9%). First-order rate constants for the decomposition at 132.8 and 150.0 �C
were 2.20� 10�6 and 2.88� 10�5 s�1, respectively. In benzene-d6 solvent the triphenylmethane was formed as
Ph3CD to the extent of 20%, as determined by 1H NMR and mass spectrometry. The results are interpreted as showing
that Ph3CCO2T undergoes thermolysis by concerted two-bond scission with formation of Ph3C*, tetramethylpiper-
idinyl radicals and CO2. The formation of Ph4C occurs by addition of Ph3C* to benzene, followed by hydrogen atom
abstraction from the resulting adduct. Calculations using DFT methods at the B3LYP/6–311þþG** level were used
to elucidate the bond fission of HCO2T (2), and indicate that cleavage to HCO2


* and T* is favored by 7.8 kcal mol�1


relative to cleavage to HC(*)——O and TO*, in agreement with the experimental results. Copyright # 2003 John Wiley
& Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc
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INTRODUCTION


The thermal stability of adducts of tetramethylpiperidi-
nyloxyl (TEMPO, TO*) and related aminoxyl radicals
plays a prominent role in the trapping of free radicals1


and in living free radical polymerization.2 As part of our
studies of the reactions of ketenes with aminoxyl radi-
cals,3 we have generated a number of esters derived from
the addition of TEMPO as illustrated for the case of
phenylketene, which forms the bis(TEMPO) adduct 1
[Eqn (1)]. The chemistry of such TEMPO adducts is of
great interest,1,3a,b,4,5 but little is known about the reac-
tivity of acyl derivatives, and therefore we have under-
taken computational and experimental studies of their
properties, beginning with a study of esters RCO2T
(T¼N-2,2,6,6-tetramethylpiperidinyl).


ð1Þ


The TEMPO ester t-BuCO2T (2) was reported to distill
at 150 �C without apparent decomposition,4a and Studer
and co-workers1b have reported that PhCH2CO2T (3)
reacted at 150 �C in tert-butylbenzene in the presence of
O2 with a rate constant for formation of TEMPO radicals
as measured by ESR estimated as 1.1� 10�9 s�1 at
120 �C for fission of the NO—C bond.1b This rate
constant was a factor of 107 lower than that calculated
from a correlation1d of logkd for dissociation of TEMPO-
derived alkoxyamines ROT (R¼ a hydrocarbon) forming
R* and TO* versus the bond dissociation energies for
R—H.1b The difference was attributed to a much greater
strength for the C—O bond in 3 due to interaction with
the C——O group, so that the correlation with formation of
alkyl radicals would not be expected.1b Elucidation of the
mechanism involved in this process appeared desirable,
and we have therefore undertaken computational studies
of model systems and experimental studies of a TEMPO
ester expected to generate readily identifiable radicals as
a first step in this area.


RESULTS


Computations of the decomposition of the model sys-
tems HCO2NH2 and HCO2T with either C—O or
N—O cleavage were carried out using DFT methods at
the B3LYP/6–311þþG**//B3LYP/6–311þþG** using
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Gaussian 98.6 The calculated energies and entropies are
given in Table 1, values of �E, �E298, �H, �G and �S
for these processes are given in Table 2 and the computed
values of �H are shown in Eqns 2 and 3. For all the
comparisons (Table 2) there is a clear prediction that N—
O bond cleavage is favored, by amounts ranging from 7.2
to 8.9 kcal mol�1 (1 kcal¼ 4.184 kJ).


ð2Þ


ð3Þ


Esters of TEMPO bear a structural resemblance to
esters RCO3Bu-t of tert-butyl peroxide, which are widely
used as free radical initiators and have a well-studied
chemistry.7 These species undergo thermal decomposi-
tion with cleavage of the O—O bond over a range of
temperatures depending on the structure of R, and in the
more reactive cases concerted R—C bond cleavage also
occurs with formation of R*, tert-BuO* and CO2.7 One of
the most reactive such peroxy esters is tert-butyl triphe-
nylperacetate (4), which forms triphenylmethyl (5), tert-
butoxy radical (t-BuO*) and CO2 in a concerted process
with a rate constant of 1.7� 10�4 at 25 �C [Eqn (4)].7a


Because of the evidence of low reactivity of TEMPO
esters,1b,4a the analogous TEMPO ester derived from
triphenylacetic acid was chosen for study.


ð4Þ


Experimentally, 2,2,6,6-tetramethylpiperidinol (TOH)
was prepared by ascorbic acid (6) reduction of TEMPO
[Eqn (5)].4b The tetramethylpiperidinyl ester 7 was pre-
pared by the reaction of the acyl chloride with 2,2,6,6-
tetramethylpiperidinol as in Eqn (6).4


ð5Þ


ð6Þ


The products of thermolysis of 7 in degassed benzene at
146 �C (Scheme 1) were isolated and identified by compar-
ison with authentic materials as triphenylmethane (8,
84� 4%), tetraphenylmethane (9, 8� 3%) and tetra-
methylpiperidine (10, TH, 91� 3%). Reaction in ben-
zene-d6 gave 8 (75� 4%), containing 20% Ph3CD as
determined by 1H NMR and mass spectrometry, 9
(7� 3%) and 10 (93� 3%) (Scheme 1). Product yields
were determined by vapor-phase chromatography (VPC)
calibrated with authentic samples. In samples which
had been incompletely degassed, the diphenyl ether
PhOCPh2CPh2OPh (12) of benzpinacol was isolated, and
this product could be isolated in high yield when oxygen
was added to the reaction mixture prior to thermolysis.


Table 1. Energies (hartree) for dissociation of HCO2NH2 and HCO2T (B3LYP/6–31þþG**//B3LYP/6–31þþG**)


Structure E ZPVEb E þZPVE S (cal mol�1 K�1)


HCO2NH2 �245.123975 0.049343 �245.074632 68.106
HC(*)O �113.891332 0.012964 �113.878368 53.585
HCO2


* �189.142904 0.019575 �189.123329 59.992
H2NO* �131.138719 0.025982 �131.112737 58.795
H2N* �55.900417 0.018898 �55.881519 46.520
HCO2Ta �597.834837 0.282024 �597.552813 112.678
TO*a �483.855969 0.260681 �483.595288 104.698
T* a �408.617140 0.255041 �408.362099 100.801


a T¼ 2,2,6,6-tetramethylpiperidinyl.
b Zero point vibrational energy.


Table 2. Energy changes for dissociation of HCO2NH2 and HCO2T (B3LYP/6–31þþG** //B3LYP/6–31þþG**), with relative
energies in parentheses


Reaction �E �E298 �H �G �S
(kcal mol�1) (kcal mol�1) (kcal mol�1) (kcal mol�1) (cal mol�1 K�1)


HCO2NH2!HC(*)OþH2NO* 52.4 (8.6) 53.5 (8.9) 54.1 (8.9) 40.9 (7.2) 44.3
HCO2NH2!HCO2


* þH2N* 43.8 (0.0) 44.6 (0.0) 45.2 (0.0) 33.7 (0.0) 38.4
HCO2T!HC(*)OþTO* 49.7 (7.4) 45.2 (7.8) 45.8 (7.8) 32.2 (8.5) 45.6
HCO2T!HCO2


* þT* 42.3 (0.0) 37.4 (0.0) 38.0 (0.0) 23.7 (0.0) 48.1
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The kinetics of reaction of 7 in benzene were measured
by an ampoule technique, with IR measurement of
the decrease of the carbonyl peak of the ester with
time. The data were best fit with a first-order dependence
on [Ph3CCO2T] and gave rate constants at 132.8 and
150.0 �C of (2.20� 0.15)� 10�6 and (2.88� 0.80)�
10�5 s�1, respectively. Owing to the experimental diffi-
culties of measuring reaction rates at these temperatures,
reliable rate constants over a wider range of temperature
could not be obtained, and the data are of insufficient
precision to warrant calculation of activation parameters.
The products of the reaction of 7 in toluene were
determined as 1,1,1,2-tetraphenylethane (74%) and
tetramethylpiperidine (78%) [Eqn (7)]. The identification
of the isolated 1,1,1,2-tetraphenylethane was confirmed
by comparison of the spectral properties with those
reported.8b


ð7Þ


DISCUSSION


The products and first-order kinetic behavior of 7 are
consistent with a unimolecular reaction forming CO2 and
the free radicals Ph3C* and T* (Scheme 1). Preferential
reaction of 7 with cleavage of the O—N bond, rather than
the C—O bond, is also as predicted by the calculated
preference (Table 2) of 6.5–7.8 kcal mol�1 for the model
system in Eqn (3). The formation of Ph3CH (8) and
tetramethylpiperidine (TH, 10) would occur by hydrogen
abstraction reactions, while tetraphenylmethane (9,
Ph4C) could be formed by addition of triphenylmethyl
radical to benzene forming the radical 11, which loses a
hydrogen atom to Ph3C* or to tetramethylpiperidinyl
radical (T*). The experiment in benzene-d6 forming
20% Ph3CD confirms the role of intermediate 11, but
the incomplete deuteration found and the high yield of
TH (10) show that there are other sources of H atoms
available, possibly the piperidine rings or the head-to-tail
dimer of Ph3C*.


The rate constant of 7 at 150 �C of 2.88� 10�5 s�1


exceeds that of 1.1� 10�9 s�1 reported1b for
PhCH2CO2T (3) by a factor of 2.6� 104, and this large
rate enhancement is strong evidence that the reaction of 7


occurs with concerted breaking of the N—O and Ph3C—
C bonds leading to the persistent radical Ph3C*. This rate
enhancement may be compared with that of 2.7� 103 at
25 �C for the perester Ph3CCO3Bu-t compared with
PhCH2CO3Bu-t, both of which are interpreted as reacting
with concerted cleavage of the C—CO and O—O
bonds.7


The rate constant of 7 at 132 �C of 2.20� 10�6 s�1 may
be compared with the extrapolated rate constant of
102 s�1 for Ph3CCO3Bu-t, indicating that 7 is less reac-
tive by a factor of 108. This large difference shows the
influence of the greater bond dissociation energy for an
N—O compared with an O—O bond.


The reaction of 7 in toluene occurs by the same first
step as in Scheme 1, and then the tetramethylpiperidinyl
radical abstracts hydrogen from toluene forming tetra-
methylpiperidine and a benzyl radical. Combination of
the triphenylmethyl and benzyl radicals forms tetraphe-
nylethane [Eqn (8)].


ð8Þ


The ether 12 in the presence of O2 results from the
reaction of Ph3C* with O2 followed by formation of the
peroxide 13 and Wieland rearrangement8a by cleavage of
the peroxidic O—O bond with formation of oxyl radicals
14 which undergo phenyl migration from C to O and then
combination (Scheme 2). This process is known to occur
at these temperatures.8a Authentic samples of 12 and 13
were prepared to confirm the identifications.


As noted above, the reaction of PhCH2CO2T (3) at
150 �C occurs with the formation of TEMPO,1b but this
experiment was carried out in the presence of O2, which
could react with initially formed tetramethylpiperidinyl
radicals T* forming TEMPO. This reactivity of 3 and
those of related esters of TEMPOH are under further
investigation.


In summary, DFT calculations predict that homolysis
of N-formyloxy-2,2,6,6-tetramethylpiperidine (HCO2T)
favors cleavage of the N—O bond forming HCO2


* and T*.
In agreement with this prediction, experimental studies of
Ph3CCO2T (7) show that this reacts by concerted thermal
decomposition at 132–150 �C forming Ph3C*, CO2 and T*,
with a rate constant at 150 �C that is 2.6� 104 times
greater than that of PhCH2CO2T (3).


COMPUTATIONAL STUDIES


Computations were carried out at the B3LYP/6–
311þþG**//B3LYP/6–311þþG** level using Gaussian


Scheme 1. Thermal decomposition of 7


Scheme 2. Reaction of triphenylmethyl oxygen
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986 with a computer cluster from Velocet Communica-
tions (Toronto, Canada). The calculated energies and
entropies are given in Table 1 and the energy changes
in Table 2.


EXPERIMENTAL


Gas chromatography. GC analysis was carried out using a


flame ionization detector and a Simplicity 5 column (poly-


5% diphenyl-95% dimethylsiloxane). Authentic samples


were used to calibrate the response for quantitative product


analysis.


Preparation of 1-hydroxy-2,2,6,6-tetramethylpiperidine


(TOH).4 A suspension of TEMPO (1 g, 6.4 mmol) in a


solution of sodium ascorbate (2.1 g, 10.6 mmol) prepared


from 1.87 g of ascorbic acid and 0.42 g of NaOH in water


(18 ml) was stirred vigorously until completely decolorized


with the appearance of a white precipitate (ca 5 min). The


resulting suspension was extracted with diethyl ether and


the ether extracts were washed with water and brine, dried


over anhydrous sodium sulfate and evaporated under re-


duced pressure to provide TOH (0.94 g, 94%). 1H NMR


(400 MHz, CDCl3), � 1.20 (s, 12), 1.55 (s, 6). 13C NMR


(100 MHz, CDCl3), � 12.1, 34.5, 53.7. IR (pentane),


3590 cm�1. EIMS, m/z 157, 156, 142, 109, 83, 69, 55. 1H


NMR (500 MHz, CDCl3, �60 �C), � 1.10 (s, 6), 1.18 (s, 6),


1.40 (m, 4), 1.56 (m, 2), 2.26 (s, 1). 13C NMR (500 MHz,


CDCl3, �60 �C), � 16.8, 18.9, 32.2, 39.1, 58.7.


N-triphenylacetoxy-2,2,6,6-tetramethylpiperidine (7 ). Tri-


phenylacetyl chloride (520 mg, 1.7 mmol) prepared from the


reaction of triphenylacetic acid (0.5 g, 1.7 mmol) and oxalyl


chloride (0.36 ml, 4.25 mmol) with 2 drops of DMF was


added to a stirred solution of 1-hydroxy-2,2,6,6-tetramethyl-


piperidine (270 mg, 1.7 mmol) and n-BuLi (1 ml, 1.6 mmol)


in 50 ml of CH2Cl2. The reaction mixture was stirred for


20 min and 40 ml of 10% HCl were added. The organic layer


was washed with 3� 20 ml of brine, dried over MgSO4, and


concentrated. Column chromatography (silica gel with


CH2Cl2) gave 7 as white crystals, m.p. 139–142 �C
(470 mg, 1.2 mmol, 65%). 1H NMR (100 MHz, CDCl3), �
0.86 (s, 6, 2CH3), 0.98 (s, 6, 2CH3), 1.1–1.7 (m, 6, 3 CH2),


7.23–7.34 (m, 15, 3Ph). 13C NMR (100 MHz, CDCl3), �
17.4, 21.4, 32.3, 39.9, 60.8, 65.7, 127.0, 127.7, 130.8, 142.7.


IR (CDCl3), 1749 cm�1; (toluene), 1754 cm�1. EIMS, m/z


427 (Mþ ), 271 (Mþ�TO), 243 (PhCþ ), 165, 97, 82, 69,


56. HREIMS, m/z calc. for C29H34NO2, 428.25899; found,


428.25896.


Products of N-triphenylacetoxy-2,2,6,6-tetramethylpiperi-


dine (7) thermolysis in benzene. A solution of 7 (20 mg,


0.046 mmol) in 1 ml of benzene in a flame-dried ampoule


was degassed by either 15 min of bubbling in N2 or by four


freeze–thaw cycles. Duplicate runs were carried out with


each degassing method, with the same results. The am-


poules were heated for 26 h (for C6H6) or 48 h (for C6D6)


and the products analyzed by gas chromatography. The runs


in C6H6 gave Ph3CH (82� 3%), tetramethylpiperidine


(92� 3%) and Ph4C (9� 3%), and runs in C6D6 gave


Ph3CH(D) (76� 4%, containing 20% D by MS), tetra-


methylpiperidine (93� 3%) and Ph4C (7� 3%). The com-


position of Ph3CD was confirmed by HREIMS: m=z calc.


for C13H15D, 245.13095; found, 245.13148.


Products of N-triphenylacetoxy-2,2,6,6-tetramethylpiperi-


dine (7) thermolysis in toluene. A solution of 7 (20 mg,


0.046 mmol) in 1 ml of toluene in a flame-dried ampoule


was degassed by four freeze–thaw cycles and heated for 40 h


at 146 �C. The products were analyzed by gas chromato-


graphy as tetramethylpiperidine (78� 4%) and Ph3CCH2Ph.


The latter product was isolated in 74% yield and identified


by comparison of its spectral properties with those repor-


ted.8b 1H NMR (400 MHz, CDCl3), � 3.96 (s, 2, CH2), 6.64


(d, 2, J¼ 7.1 Hz, o-H), 7.0–7.1 (m, 4, m- and p-H), 7.16–7.36


(m, 15, 3Ph). 13C NMR (100 MHz, CDCl3), � 46.5, 58.7,


58.7, 126.1, 127.5, 127.8, 128.2, 130.0, 131.4, 142.7, 146.8.


EIMS, m=z 333 (Mþ �H), 243 (Ph3Cþ ), 165, 91. HREIMS,


m=z calc. for C26H21, 333.16438; found, 333.16433.


Kinetics of N-triphenylacetoxy-2,2,6,6-tetramethylpiperi-


dine (7 ) thermolysis. Aliquots (0.2 ml) of a solution of 7
(50 mg in 5 ml of benzene) were sealed in 20 ampoules,


which were divided into two batches that were heated in an


oil-bath. Ampoules were withdrawn at intervals and the


residual substrate was determined from the change in the


integrated IR signal at 1754 cm�1, which was fit to first-


order kinetics. Duplicate runs gave first-order rate constants


of (2.20� 0.20)� 10�6 s�1 at 132.8 �C and (2.88� 0.80)�
10�5 s�1 at 150.0 �C.


Tetraphenylmethane. Phenylazotriphenylmethane (0.70 g,


2.0 mmol) in 10 ml of benzene was refluxed for 2 h, giving


a dark red solution which changed to yellow on cooling. The


solvent was evaporated and the residue chromatographed


(silica gel, CH2Cl2) to give tetraphenylmethane (0.11 g,


10%).8c 1H NMR (400 MHz, CDCl3), � 7.28 (s, 20, 4Ph).
13C NMR (400 MHz, CDCl3), � 127.5, 128.2, 128.5, 130.3,


132.7, 147.1. EIMS, m=z 320 (Mþ ), 243 (Ph3Cþ ), 165,


105. HREIMS, m=z calc. for C25H20, 320.15595; found,


320.15650.


Trityl peroxide.8a,d–f Zinc dust (0.5 g, 7.5 mmol) and triphe-


nylmethyl chloride (1 g, 3.6 mmol) in 20 ml of cyclohexane


were stirred for 30 min open to the atmosphere. Filtration


gave solid trityl peroxide (71%), which was recrystallized


from toluene. 1H NMR (400 MHz, CDCl3), � 7.24–7.32 (m,


30, 6 Ph). 13C NMR (100 MHz, CDCl3), � 128.2, 128.3,


128.4, 130.2, 145.7. EIMS, m=z 259 (Ph3COþ, 100), 243


(Ph3Cþ, 90), 165, 105, 77; lit.8e 259 (100), 243 (73). Upon


heating melting begins at 110 �C, and 1H NMR shows


partial rearrangement at this point, which is complete on


heating to 190 �C.
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Thermolysis of trityl peroxide: formation of 1,2-diphenoxy-


1,1,2,2-tetraphenylethane.8a Trityl peroxide (100 mg, 0.019


mmol) in 5 ml of benzene was degassed under nitrogen for


15 min and heated for 6 h at 150 �C. The solvent was


evaporated and the product 12 identified by the spectral


properties. 1H NMR (400 MHz, CDCl3), � 7.21–7.33 (m, 20,


4 Ph), 7.49–7.54 (m, 4, m-H), 7.60–7.62 (m 2, p-H), 7.82 (d,


4, J¼ 8.5 Hz, o-H). 13C NMR (100 MHz, CDCl3), � 127.4,


127.8, 127.9, 128.1, 128.4, 129.8, 130.2, 132.5, 145.3.


EIMS, m=z 260 [Ph2C(OPh)Hþ , 46], 243 (Ph3Cþ , 44),


183, 165, 154, 105, 77.


Supplementary material


Rate plots for 7 and a table of computed thermodynamic
properties are available at the epoc website at http://
www.wiley.com/epoc.
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ABSTRACT: The synthesis and photochromic reaction of 1,2-diphenylperfluorocyclopentenes are reported. Upon
UV irradiation, hexane solutions of 1,2-diphenylperfluorocyclopentenes afforded red solution of dihydrophenan-
threnes, which gradually give the initial 1,2-diphenylperfluorocyclopentenes at room temperature thermally or under
irradiation with visible light. The activation energies for the thermal isomerization of the dihydrophenanthrenes are
estimated. Copyright  2003 John Wiley & Sons, Ltd.
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Photochromism is defined as the reversible transforma-
tion of a single chemical species being induced in one or
both directions by electromagnetic radiation between two
states having a distinguishable absorption change.1


Photochromic compounds are classified into two cate-
gories, thermally reversible and thermally irreversible.
Dithienylethenes and fulgides have been reported as
thermally irreversible photochromic compounds,
whereas most of the other photochromic compounds are
thermally reversible.2


Stilbenes are well-known photochromic compounds
and the photochromic reaction is both photochemically
and thermally reversible.3 In the presence of air, the
colored form 4a,4b-dihydrophenanthrene is easily oxi-
dized to form phenanthrene.4 On the other hand, 2,2�,6,6�-
tetra-substituents, e.g. methyl groups, can prevent the
following oxidation and the photochromic reaction is
reversible even in the presence of air.5,6 The use of a
cycloalkene instead of a bridge olefin can inhibit cis–
trans isomerization and the quantum yield for photo-
cyclization to form dihydrophenanthrene can be in-
creased.5,6 Recent diarylethene compounds have a
cyclopentene ring for bridging two aromatic rings.7 The
perfluorocyclopentene ring has become popular8–11 since
the perfluorocyclopentene ring was used in dithienyl-
ethenes first time.12 There are many reports on diarylper-
fluorocyclopentenes with heteroaromatic rings as both


thermally irreversible and reversible photochromic
compounds, but in the case of a benzene ring as an aryl
substituent, only one diphenylperfluorocyclopentene (5)
has been reported.13


Recently, we reported the synthesis and photochromic
properties of [2.n]metacyclophan-1-enes which are
composed of two benzene rings with bridges.14,15 The
lifetime of the colored form is dependent on the chain
length (n); when n is small (n = 2), the half-life is 53 days
at 273 K, and when n = 3, it is 25 min. We are interested
in the lifetime of the colored form of the n = 0 compound
(stilbenes).


In this paper, we describe the synthesis and photo-
chromic properties of 1,2-diphenylperfluorocyclopen-
tenes and the thermal isomerization of the colored form
(methyldiphenylperfluorocyclopentenes).


&'(&" �&!�)*


The light source was a 500 W super-high-pressure
mercury lamp and monochromic light was obtained by
passing it through a monochromator (Jobin Yvon).


��������� 	
 �����������������������������������
����������������������	�	����	������� ��	�� A solu-
tion of 8.7 g of 2-bromo-4-tert-butyltoluene (3)
(40 mmol) in 50 ml of dry THF was added dropwise to
27 ml of 1.6 M n-butyllithium in hexane (43.2 mmol)
at � 74°C under Ar. The solution was stirred at the same
temperature for 1 h and to the mixture 2.8 ml of
octafluorocyclopentene was added four times. The
mixture was stirred for 2 h at the same temperature and
then allowed to stand at room temperature. Water was
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added to the mixture and the organic phase was
separated, washed with brine and dried (MgSO4). The
solvent was evaporated in vacuo and the residue was


subjected to silica gel column chromatography with
hexane as eluent. Recrystallization of the first eluent
afforded 5.0 g of 1a (10.7 mmol) in 53% yield. 1a:
colorless prisms, m.p. 86.0–87.0°C; 1H NMR (CDCl3,
300 MHz, 25°C), � 1.25 (s, 18H), 2.07 (s, 6H), 7.02 (d,
2H, J = 8 Hz), 7.19 (d, 2H, J = 2 Hz), 7.20 (dd, 2H, J = 8,
2 Hz); MS, m/z 468 (M�). Anal. Calcd for C27H30F6: C,
69.22; H, 6.45. Found: C, 69.01; H, 6.43%.


��������� 	
 �������������������������������������
��������������	�	����	������� ���� Compound 2 was
obtained from 4 in 4.7% yield in a similar manner to that
described above. 2a: colorless prisms, m.p. 116.0–
120.0°C; 1H NMR (CDCl3, 300 MHz, 25°C) � 2.15 (s,
18H), 6.80 (s, 4H); MS, m/z 412 (M�). Anal. Calcd for
C23H22F6: C, 66.98; H, 5.38. Found: C, 67.23; H, 5.55%.
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Diphenylperfluorocyclopentenes 1 and 2 were synthe-
sized from the corresponding bromobenzene derivatives
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3 and 4 as shown in Scheme 1. Lithiation of 3 and 4 was
carried out in low temperature and addition of octaflu-
orocyclopentene afforded the corresponding diphenyl-
perfluorocyclopentenes. The yield of the hexamethyl
derivative 2 was low since the lithiated intermediate had
poor reactivity owing to the steric hindrance of the
methyl groups of the lithiated intermediate of 4.


The obtained diphenylperfluorocyclopentenes 1 and 2
undergo photochromic reaction. A colorless solution of
1a and 2a in hexane turned red upon irradiation with
254 nm light. Upon UV irradiation new absorption
maxima were observed at 312 and 518 nm in the case
of 1 (Fig. 1) and at 347 and 527 nm in the case of 2 (Fig.
2). The red color is due to the formation of the closed ring
form dihydrophenanthrenes 1b and 2b. The absorbance
of 1b at 518 nm was 0.19 ([1] = 5.0 � 10�5 mol dm�3) in
the photostationary state at 254 nm (PSS254) and that of
2b at 527 nm was 0.072 ([2] = 5.0 � 10�5 mol dm�3) at
293 K, as shown in Figs 1 and 2. The formation of
dihydrophenanthrenes 1b and 2b was confirmed by the
1H NMR spectra. UV-irradiated CDCl3 solutions of 1 and
2 at 25°C showed new signals: � 1.08 (s, 18H), 1.60 (s,
6H), 6.06 (d, 2H, J = 11 Hz), 6.15 (d, 2H, J = 11 Hz) 6.22
(s, 2H) for 1b and � 1.74 (s, 6H), 2.02 (s, 6H), 2.15 (s,
6H), 5.86 (s, 4H) for 2b.


The red solution obtained was decolorized by visible


irradiation at wavelengths �460 nm to give the original
spectrum. The red color of the solutions of 1b and 2b
gradually disappeared at ambient temperature. Hence the
dihydrophenanthrenes 1b and 2b return to the diphenyl-
perfluorocyclopentenes 1a and 2a both photochemically
and thermally.


It is well known that stilbenes having hydrogen atoms
as inner substituents are easily oxidized by oxygen in air
to yield the phenanthrene derivatives followed by
photocyclization. In the case of 1 the dihydrophenan-
threne formed from the conformation 1a–c could be
oxidized to yield the corresponding phenathrene (Scheme
2). However, 1 is stable even when irradiated with UV
light in the presence of air with high fatigue resistance.
This effect shows that the photocyclization of 1a
proceeds from 1a–A and not 1a–B or 1a–C. The other
conformations such as 1a–B and 1a–C could not form
because of the steric hindrance between the tert-butyl
groups and the opposite benzene rings. Therefore, further
oxidation from the dihydrophenanthrenes was prevented.
This indicates that tert-butyl groups at 5,5�-positions are
useful for avoiding the further irreversible oxidation step.


The rates for the thermal decolorization reaction of 1b
and 2b in hexane at various temperatures are shown in
Figs 3 and 4. The experiments were carried out by use of
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a water-bath in the dark. With the absorbance decrease of
1b or 2b at their �max (518 or 527 nm) at time t (At) and
the photoinduced initial absorbance (A0), first-order
decay of At/A0 was observed for both 1b and 2b.


Figure 5 shows Arrhenius plots for the decoloration
reactions of 1b and 2b. From these plots, the activation
energies for thermal isomerization of 1b and 2b to form
1a and 2a are estimated as 17.1 and 15.7 kcal mol�1


(1 kcal = 4.184 kJ), respectively, and the pre-exponential
factors are 1.8 � 109 and 2.9 � 108 s�1, respectively. At
273 K, the rates of decoloration of 1b and 2b are
4.1 � 10�5 and 7.6 � 10�5 s�1 and their half-lives at
298 K are 17 and 13 min, respectively. The half-lives of
the similar stilbene derivatives are given in Table 1.


The activation energies for the thermal ring-opening
reactions of the dihydrophenanthrenes with cyclopentene
ring (1b, 2b, 5 and 7) are in the range 15–17 kcal mol�1


and the half-lives are 13–23 min at 298 K. On the other
hand, those of the dihydrophenanthrenes in the absence
of cyclopentene (6 and 8) vary widely. The structures of
both isomers and the geometry change in the ring-
opening reaction of the dihydrophenanthrenes with the
cyclopentene ring are similar, hence the activation
energies and half-lives of these derivatives are also
similar.


%�!%*$� �!�


Two types of diphenylperfluorocyclopentene derivatives
were synthesized and both of them undergo photochro-
mic reactions to give the corresponding dihydrophenan-


threnes upon UV irradiation. Dihydrophenanthrenes
return to the initial compound both photochemically
and thermally. The activation energies for thermal
isomerization reaction were estimated as 15–
17 kcal mol�1.
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Compond Ea (kcal mol�1) Half-life (min) at 298 K


1b 17.1 17
2b 15.7 13
513 – 15
65 22.5 1980
75 15.5 23
816 – 1.5 (303 K)
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ABSTRACT: The kinetics of the hydrogen scrambling reaction in the cyclopentenyl cation 1 were studied. The pure
4-deutero derivative of 1 was prepared using superacid conditions and the activation energy �G‡ for the
rearrangement of this label to the C-1(3) position of 1 was determined using low-temperature 2H NMR spectroscopy.
In addition, the sequential rearrangement of the deuterium label from C-4(5) → C-1(3) → C-2 was noted in a
qualitative fashion. Based on a statistical analysis, the activation free energy �G‡ for a single hydrogen (deuterium)
migration leading to the 4-cyclopentenyl cation intermediate was determined to be 18.3 kcal mol�1 (�20.8°C), in
good agreement with the less direct determination provided by an earlier NMR line-broadening and spin-saturation
transfer experiment. Copyright  2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc
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The superacid generation of the allylic cyclopentenyl
cation 1 was first reported in 1972.1,2 A number of alkyl-
substituted cyclopentenyl cations had been characterized
even earlier,3,4 and one of these, the trans-1,2,3,4,5-
pentamethyl derivative,5 has had its x-ray structure
determined.6


Cation 1 was originally of interest for several reasons,
including the possibility that a 1,2-hydride shift (5,1 or
4,3 in 1) could yield a bishomocyclopropenyl cation 2, of
which several direct analogs in the bicyclo[2.2.1]heptane
skeleton series had been found to be unusually stable,8


e.g. 3. However, direct attempts1 to observe cation 2
resulted only in the formation of 1. Nevertheless, cation 2
might still serve as a favorable low-energy intermediate


which might be generated as a result of rapid reversible
hydride shifts in 1, as shown in Scheme 1, and indeed
Saunders and Berger2 reported 1H NMR line-broadening
and spin saturation transfer experiments which were
interpreted in terms of the scrambling process shown in
Scheme 1. The measured activation barrier (Ea) was
18.0 � 0.9 kcal mol�1 (1 kcal = 4.184 kJ).


The maximum temperature reached in these line-
broadening experiments was 112°C, yielding half-widths
only about twice those obtained at 42°C. In contrast,
Olah et al.1 reported no line broadening at 105°C, but in
any case it would be generally conceded that superacid
NMR studies at temperatures above 100°C are experi-
mentally challenging.


Carneiro and Schleyer (personal communication) have
recently carried out ab initio MO calculations on a wide
range of C5H7


� species, including various transition states.
For the Scheme 1 isomerization reaction (hydrogen
scrambling), their calculations at the MP2/6–311�G**
and B3LYP/6–311�G** levels yield activation barriers,
Ea, of 23.0 and 23.9 kcal mol�1, respectively, although
the mechanistic details differ somewhat in the two cases.
Interestingly, cation 2 is a minimum at both levels, but is
not directly connected with the hydrogen scrambling
reaction profile. More relevant to the present study, their
calculated barriers were ca 5 kcal mol�1 higher than the
reported experimental energy barrier determined by
Saunders and Berger.2 We were therefore encouraged to
try to obtain additional experimental evidence concerning
the Scheme 1 process. Given the enormous advances in
NMR spectroscopy since the original work (1971), the
most straightforward and unambiguous procedure for
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verifying the Scheme 1 reactions appeared to be a
deuterium labelling experiment, employing 2H NMR
spectroscopy for the kinetic measurement.


�& %'� ("$ $! �%  !#"


Addition of DCl to cyclopentadiene9 yielded a mixture
containing at least three of the four possible isotopomers
4a–d, showing that competitive 1,2- and 1,4-addition of
DCl was occurring. Related results have previously been
reported by Nordlander et al. for the addition of DCl to
trans-1,3-pentadiene10 and by Hammond and Warkentin
for DBr addition to 1,3-cyclohexadiene.11 The charac-
terization of the isotopomers 4a–d, reported in the
Experimental section, is of some general mechanistic
interest. For example, most of the 1,4-addition of D and
Cl appears to result from a cis addition. However, the
primary concern for us in the present study was that the
deuterium label should be confined to the C-4 and C-5
positions of 4, as indeed found. The percentage D label in
4 is expected to be high (�95%), but this incorporation is
an unimportant quantity since only the labeled species is
being studied.


��$������
�
��������� 
�����


This cation was prepared by the careful addition of the
above chloride to a solution of SbF5 in SO2ClF solvent,
precooled to �116°C. The low-temperature (�60°C) 2H
NMR spectrum of this cation showed only one resonance,


a doublet at � 4.0, J = 4 Hz, assignable to cation 1 with a
D atom at C-4 (C-5). This doublet is almost certainly due
to geminal C–H(D) coupling, since a 4 Hz 2H–1H
coupling constant translates into a 26 Hz 1H–1H coupling
constant, a value much larger than the normal vicinal
coupling constant in five-membered rings. For control
purposes, the 1H and 13C NMR spectra of the all-
hydrogen ion were also obtained: 1H NMR, � 3.92 (4H),
8.31 (t, 4 Hz, 1H), 10.9 (b, 2H); 13C NMR, � 51.0 (CH2),
150.5 (CH), 241.1 (CH). These 1H NMR shifts are in
reasonable agreement with the literature1,2 considering
the different referencing techniques used.


)�����
 ������������


From trial runs, a temperature of �20.8°C was found to
give a rearrangement rate which could be conveniently
followed. Some data were also obtained at slightly lower
and higher temperatures. In Fig. 1, a series of spectra are
shown, the first one corresponding to a low temperature
(�60°C), showing that the cation can be prepared
without incurring any isotope rearrangement. The
remaining spectra show 10 min progressions at
�20.8°C. These have been plotted such that the C-4
deuterium peak has a constant size, which means that the
total 2H integral is slowly increasing (the small peak at ca
� 10 is due to traces of an ‘acid 2H signal’ formed in the
preparation and the apparent increase in size shown in
Fig. 1 is because of this overall integral increase).


One can see from Fig. 1 that the 2H signal at � 10.9
(2H-1–2H-3) appears first, followed later by the 2H-2
signal (� 8.3). Eventually, at the exchange equilibrium
(not shown), the three 2H peaks have the expected areas
of ca 2:1:4 (equilibrium isotope effects appear to be
minimal).


For the reaction A
k1


�
k�1


B
k2


�
k�2


C, where A, B and C refer to


the cyclopentenyl cation with deuterium atom at C-4(C-
5), C-1(C-3) and C-2, one can obtain a value for rate
constant k1 by plotting ln(Be�Bt) vs t (where Be = the
equilibrium area of the 1-2H cation peak) and considering
only the A and B species, taking a tangential line near
zero time, giving k1 = (1.3 � 0.2) � 10�4 s�1. In order to
compare this value with that for a single hydride
migration step, designated k1�, one has to consider various
statistical factors since most of these single hydride shifts


 
���� *


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 564–568


GENERATION OF A D-LABELLED CYCLOPENTENYL CATION 565







would not result in a rearrangement of the deuterium
atom. If one assumes that the classical 4-cyclopentenyl
cation 5 is a true intermediate in the rearrangement
reaction (true for the B3LYP calculation), then one can
show (see Appendix) that the actual success rate for a C-
4(5)-2H atom transferring to C-1(3) is between 2/9 (0.22)
and 3/16 (0.19), i.e. k = (0.19–0.22)k1�, with the limiting
assumptions in these two cases being 1H hydride shift
�2H shift, and 1H hydride shift = 2H shift, ignoring any
secondary isotope effects (which are expected to be
smaller in magnitude). Although these appear to be
extreme assumptions for the shift process, there is not
much real difference in the end result, and an arbitrary
factor of 0.2 was decided upon, giving k1� = k1/0.2 =
(6.5 � 1) � 10�4 s�1 at �20.8°C, �G‡ = 18.3 � 0.1 kcal
mol�1.


��������� ���� ���  �������+������ ������


Using both NMR line-broadening and spin-saturation
transfer techniques, Saunders and Berger2 estimated Ea to
be 18.0 � 0.9 kcal mol�1 (logA = 12.2 � 0.6) for the
hydrogen scrambling in 1. From transition-state theory,
(�S°)‡ can be estimated as �2.7 � 0.2 e.u., giving
�G‡ = 18.4 � 1 kcal mol�1. The statistical factor in the
all hydrogen cation is somewhat larger than for our
situation, but this factor has only a very marginal effect
when comparing the respective �G‡ values. Within both
experimental error limits, our values for �G‡ are iden-
tical. Nevertheless, as illustrated in Fig. 1, our experiment
is clearly a more direct and ‘foolproof’ measure of
hydrogen scrambling in the cyclopentenyl cation.


&,�&�!-&"�('


NMR spectra were obtained using a Bruker AMX-300
instrument. 2H NMR spectra were run unlocked. The
cation 2H spectra were referenced relative to internal
CD2Cl2, and the same spectrum frequency was used for
the spectra shown in Fig. 1 (no CD2Cl2). Temperatures
were calibrated (CH3OH) before and after each series of
runs. MO calculations utilized the Gaussian 98 suite of
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programs,12 and the optimized coordinates of 3 and
calculated NMR chemical shifts are included as supple-
mentary material, available at the epoc website at http://
www.wiley.com/epoc.
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Deuterium chloride (generated from 98% D2SO4 and
sodium chloride) was slowly bubbled through cyclopen-
tadiene, the latter kept at �40°C during the reaction,9 and
the weight of the reaction flask was monitored to ensure
nearly complete reaction. The round-bottomed flask
containing the product was immediately switched to a
small distillation assembly, and the title product was
collected as a liquid, b.p. ca 25°C/10 mmHg, in a dry-ice
cooled receiver. The product was thermally labile and
was stored at dry-ice temperature. A detailed NMR
analysis (1H, 2H, 13C) was carried out; the 2H spectrum
shows no peaks at position 1, 2 or 3, but has three peaks at
� 2.3, 2.5 and 2.8, area ca 2:1:2, corresponding to at least
three of the four possible isotopomers involving positions
4 and 5 (structures 4a–d).


In the 13C {1H} NMR spectrum, there are two high-
field carbon singlets at � 35.7 and 32.4 ppm together with
associated 1:1:1 triplets which are ca 0.3 ppm to the high-
field side of the singlet carbon peaks (the singlet peak at �
32.4 is larger than that at � 35.7). NMR chemical shift
calculations on the optimized structure of 4 (C1
symmetry GIAO/B3LYP/6–311G**//B3LYP/6–31G*)
yield values of 39.95 ppm for C-4 and 36.45 for C-5,
suggesting strongly that � 35.7 is C-4 and � 32.4 is C-5.
The inclusion of 1:1:1 triplets of approximately equal
size with both C-4 and C-5 carbons suggests that the two
major isotopomers are regioisomers rather than isomeric
at a single carbon. Furthermore, the NMR calculations
(1H) suggest that the lowest field 1H(2H) peak (observed,
� 2.8; calculated, 2.83) corresponds to the H-5 hydrogen
(deuterium) cis to the C-3 chlorine atom (4d), i.e. one of
the major isotopomers is formed from same-face 1,4-
addition of the D and Cl to cyclopentadiene. The other
large 2H peak (ca 2.2 ppm) must be from an H-4 position
deuterium (1,2-addition), but the position of this relative
to the chlorine atom is unassignable (from the NMR
calculations H-4 cis and trans are very similar, 2.23 and
2.22). The 2H peak at � 2.5 is probably H-5 trans. These


assignments are also consistent with the 300 MHz NMR
spectrum of all-hydrogen 4.


)�����
�


Data for the initial ‘concentrations’ of B were obtained as
[area of peak B/combined area of A � B]. Plots of lnB vs
t were made, resulting in a curved line from which a
tangential slope near t = 0 was obtained.


(
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ABSTRACT: The gas-phase kinetics of diallyl sulfide pyrolysis were studied experimentally and theoretically in a
static system over the temperature range 433–463 K and a total pressure of 80 Torr in a glass vessel with the free
radical inhibitor cyclohexene. The experimental results show that this reaction is homogeneous, unimolecular and
follows a first-order rate law. Theoretical studies at the B3LYP/6–31G* computational level indicate that the
elimination reaction proceeds through a six-centered cyclic transition state and the reaction mechanism is concerted
and non-synchronous. Copyright  2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc


KEYWORDS: diallyl sulfide; unimolecular reaction; thermal decomposition; non-synchronous, concerted reaction;
radical mechanism; homogeneity
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The formal reverse of an ene reaction, intramolecular
transfer of a �-hydrogen atom to an unsaturated center via
a six-electron cyclic transition state (TS), can occur
thermally (Scheme 1). Although the concerted nature of
this process has received experimental support,1–3 some
suggestions to the effect that the reaction has a free-
radical intermediate have been advanced.4–9 Reactive �-
bonds for retro-ene fragmentation include olefinic,1–3


acetylenic,7 allenic,10 cyclopropyl,11 carbon-hetero12–14


and hetero–hetero15 bonds. Since the thermolysis of allyl
ethers has been shown to lead to the formation of
carbonyl compounds,16–18 together with an olefin, it
seemed probable that a similar reaction should be
available to allyl sulfides. Allyl sulfide is present in
garlic oil and posseses anticarcinogenic properties.19,20


The flash vaccum thermolysis (FVT) of alkenyl sulfides,
namely allyl sulfide derivatives, has been widely used to
synthesize a variety of thiocarbonyl compounds, includ-
ing thioaldehydes. In pioneering work, de Mayo and co-


workers21 investigated the retro-ene reaction of allyl
sulfide under FVT conditions. The thiocarbonyls ob-
tained were characterized by mass and low-temperature
infrared spectrometry (Scheme 2).


A complementary study with the aim of elucidating the
molecular mechanism associated with this thermal
decomposition process is of importance in order to have
a precise idea of the reaction pathway. This work
involved theoretical and experimental studies, and here
we report on combined experimental and theoretical
kinetics. We are interested in investigating the hetero-
atom (S) effect on the rate of thermal decomposition and
in characterizing the potential energy surface (PES) to
elucidate the nature of the molecular mechanism of the
reaction.


 ��!��"����"# �$�%��&


Theoretical studies were performed with the Gaussian 98
suite of programs22 with the ab initio method as
implemented in the computational package. Since Lee
et al.23 previously reported that the B3LYP hybrid
functional24,25 gives structures and vibrational frequen-
cies that are in good agreement with coupled-cluster
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theory, optimized geometries and frequencies for the
reactant, products and the TS were calculated using
density functional theory (DFT), the B3LYP method and
the 6–31G* basis set.26 The intrinsic reaction coordinate
(IRC) method27 was applied in order to check and obtain
the profiles connecting the TS to the two associated
minima of the proposed mechanism, using the B3LYP
method.


Vibrational frequencies were determined for the points
along the reaction path and to provide an estimation of
the zero point energy (ZPE). These calculations verified
the nature of the stationary points as minima with real
frequencies and the TS with one imaginary frequency.
Thermodynamic properties were evaluated from DFT
data for enthalpy, entropy and Gibbs free energy at
298 K. Activation parameters were also determined in the
temperature range of the pyrolysis reaction. Bond orders
were calculated with the natural bond orbital method
(NBO).28,29 The atoms in molecule method (AIM)30 was
used to characterize the electron density in the stationary
points of the reaction.


�$&�#�& "�� ��& �&&���
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The unimolecular elimination of allyl sulfide was
examined in the temperature range 433–463 K and at a
total pressure of 80 Torr (1 Torr = 133.3 Pa). The stoi-
chiometry of the reaction is in accordance with Scheme 2.
The small departure from the theoretical stoichiometry
was due to a small extent of polymerization of the
product thioacrolein. The products were identified by
comparing their retention times with those known for
propene and thioacrolein. The rate coefficients in the
temperature range 433–463 K are given in Table 1.


The homogeneity of this pyrolytic elimination was
examined by using a vessel with surface-to-volume ratios
of 1.5 and 3.0 times greater than that of the unpacked
vessel. No important differences in the rate coefficients
were observed (Table 2). Several kinetic runs at 463 K
with different ratios of cyclohexene as a free radical
inhibitor to allyl sulfide were carryied out. The pyrolysis
experiment results show the absence of free-radical chain
decomposition (Table 3).


A least-squares fit of the rate coefficients in the form of


the Arrhenius equation produced the relationship


k �s�1� � �4�0 � 0�12� � 1010 exp��29�34


� 0�23 kcal mol�1 �RT ��1�


(1 kcal = 4.184 kJ). The corresponding plot is shown in
Fig. 1. Values of the activation parameters for several
allyl compounds are listed in Table 4. Allyl sulfide
showes the lowest activation energy and the highest rate
of decomposition. This indicates that hydrogen atoms on
the �-carbon of the allyl group have a more acidic
character than those in allylamines and allyl ethers. This
may be due to higher polarizability of the S atom than N
and O atoms. The negative activation entropy for the
compounds (Table 4) suggests a similar TS geometry,
that is proposed as a six-centered cyclic structure. As
shown in Table 4, the activation entropy decreased from
allyl ether to allyl sulfide, probably owing to a
progressively smaller internal rotation barrier in the
ground state.


��*�� (� $���!	�%�� ���� �	�
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T (K) 104k (s�1) � (%)


433 0.538 3.4
443 1.553 1.5
453 3.005 2.6
463 5.054 3.7
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T (K) S/V (cm�1) 104k (s�1) Difference (%)


453 1.5 3.217 7.05
453 3.0 2.891 3.79
463 1.5 4.854 3.96
463 3.0 5.261 4.09


��*�� +� '��� �	�
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 ����	������ ��
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Pinhibitor/Preactant 104k (s�1) Difference (%)


1.26 5.173 2.35
2.50 4.903 2.90


,	-��� (� ��	� 	
 ��- �� �.../� 
	� ����� �)�&%� ���	����


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 153–157


154 M. R. GHOLAMI AND M. IZADYAR







�������	��� �������


Theoretical studies of these types of chemical reactions
suggest that the elimination occurs through a cyclic
process. The TS is described by a six-centered ring with
the H1—C2 bond formation and C4—S5 bond cleavage
(see Scheme 2), yielding propene and thioacrolein.


The geometric parameters for the reactant and the TS
are given in Table 5 (see Scheme 3). During the pyrolysis
process, when the reactant is converted to the TS; the
C2—C3, C4—S5 and H1—C6 distances increase,
whereas the C3—C4, C6—S5 and H1—C2 distances
decrease. The reaction path for the pyrolysis is evaluated
as IRC. The B3LYP/6–31G* results are shown in Fig. 2.
This figure shows energy as a function of the reaction
coordinate, C—H, and represents the minimum energy
path that connects the reactant to the products passing
through the saddle point.


An analysis of NBO charges in the TS shows a positive
charge developing on H1 (	0.38) and fairly high
negative charges on C3 (�0.53) and C2 (�0.50), while
C4 and C6 support charges more positive with respect to
the reactant. From an electronic point of view, the
relative positive charges on C6 and C4 move to S5 and


C3 on the TS, respectively. These results show the C4—
S5 bond cleavage and C6—S5 bond formation (Table 6).


The thermochemical data for the reaction, �H, �S and


��*�� .� ,���� ���������� 
	� �	�� ����� �	��	)�%�


Reactant
Ea


(kcal mol�1)
Log


A
��S≠


(cal mol�1 K�1) Ref.


C6H10Oa 42.30 11.9 8.9 18
C6H10Na 37.10 11.0 11.5 31
C6H10S 29.34 10.6 12.85 This work


a Calculated at 375°C.


��*�� /� ����)����% ��	����� ���������� � ��� ��� �����
�� ��� ��01�/�2��34 �����


Parametera Reactant TS


H1—C2 3.97 2.02
C3—C2 1.33 1.42
C4—C3 1.51 1.46
S5—C4 1.83 2.41
C6—S5 1.85 1.64
C7—C6 1.50 1.44
C8—C7 1.33 1.35
C3—C2—H1 60.04 34.55
C4—C3—C2 127.24 135.90
S5—C4—C3 117.49 120.15
C6—S5—C4 100.26 121.71
C7—C6—S5 109.65 120.55
C8—H9—C6 124.27 118.92
C4—C3—C2—H1 �48.85 �76.64
S5—C4—C3—C2 10.68 44.97
C6—S5—C4—C3 72.15 52.76
C7—C6—S5—C4 164.58 �181.90
C8—C7—C6—S5 114.63 122.45


a Distances in Å, angles in degrees; for numbering of atoms, see Scheme 3.
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�G, are reported in Table 7. As can be seen, the
decomposition of allyl sulfide is an endothermic process,
the �H value being positive. The overall process is
spontaneous; the �G value is negative. The entropy of the
products is higher than those of the reactants and through
the elimination reaction the entropy is increased
(�S � 0).


The theoretical and experimental activation par-
ameters �S≠, Ea and logA are given in Table 8. These
values show discrepancies; e.g., as the theoretical �S≠ is
nearly double the experimental value, it confirms the
proposed six-centered cyclic TS. However, the theore-
tical and experimental Ea values show good agreement.


The calculated frequency at the B3LYP/6–31G* level
for the TS is 1081i cm�1, indicating that this point is
associated with the light atom movement. For the
investigation of the non-synchronous character of the TS,
an analysis of the bond order evaluation is needed.32–34


An atoms in molecule analysis was used to calculate


the bond orders of the reactant and products. For the TS,
the commonly used Pauling bond order,35 np, is defined
as


np � n0 exp �R0 � R��0�3� � �1�
where n0 is the bond order of the fully formed bond of
length R0 and R is the length of a bond with bond order
np.


It is more approprate to use the Gajewski, Davidson
and Shiner equation (J. J. Gajewski, personal commu-
nication; based upon work with E. R. Davidson and V. J.
Shiner):


np � n0 exp �R0 � R��0�6� � �2�
where, since the Pauling bond order using a factor of 0.3
does not give reasonable values of the bond orders for
very long bonds, for the region of bond orders smaller
than 1, the factor of 0.3 is changed to 0.6.36


A better description of the extent of bond formation
and bond cleavage is shown in Table 9. One can see a
moderate increase in np (H1—C2) from the reactant to
the TS and a large decrease in np (C4—S5). An analysis
of the geometric parameter values also shows a non-
synchronous character for the TS: the H1—C2 bond
distance is 2.02 Å, whereas the C4—S5 distance is longer
(2.41 Å). This indicates that the C4—S5 bond cleavage is
faster than H1—C2 bond formation. Again, an analysis of
the synchronicity values37 in Table 9 indicates that when
the C4—S5 bond rupture proceeds by nearly 65%, the
H1—C2 bond formation is only 22%. The synchronicity
value (syn%) of 0.725 shows that the allyl sulfide
pyrolysis reaction pathway can be described as concerted
but nearly moderate non-synchronous.


$0!$���$��"#


���������	 Allyl sulfide was synthesized according to the
literature,38 purified and collected at 68–70°C and a
pressure of 1 Torr. A purity of better than 99% of the allyl
sulfide was confirmed by gas–liquid chromatography
(GLC) (OV-1, 80–100 mesh). Cyclohexene was synthe-
sized according to the literature.39 n-Octane was obtained
from Merck.



�������	 The pyrolysis experiments were performed in a


��*�� 1� ������ %���*)�	� 	� ��	��


Atom Reactant TS


H1 	0.25 	0.38
C2 �0.43 �0.50
C3 �0.24 �0.53
C4 �0.63 �0.49
S5 	0.21 	0.12
C6 �0.61 �0.37
C7 �0.24 �0.28
C8 �0.41 �0.41


��*�� 2� ����)����% �����	%����� ����������


Parameter Value


�H (kcal mol�1) 8.21
�S (cal mol�1 K�1) 37.49
�G (kcal mol�1) �9.15


��*�� 3� ����)����% ��% ����������� -���� ����������


Ea (kcal mol�1) Log A ��S≠ (cal mol�1 K�1)


Calc. 29.11 9.5 22.53
Exp. 29.34 10.6 12.85


��*�� 4� �	�% 	�%�� ��% ���������� 	
 ����)��	� 56� 78 ���	)�� ��� ������� ��	����


H1—C2 C2—C3 C3—C4 C4—S5 S5—C6 C6—H1


Reactant — 1.92 1.05 1.10 1.10 0.96
TS 0.21 1.49 1.31 0.38 1.87 0.16
Products 0.97 1.07 1.94 — 2.03 —
Ev (%) 22 51 13 65 83 83
Syn (%) 72.5
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static system with a glass reaction vessel and in the
presence of the free radical inhibitor cyclohexene. The
system was evacuted by a rotary and diffusion pump
(Leybold) down to 10�3 Torr. A 5 �l volume of the net
reactant in n-octane as internal standard was injected
directly into the reaction vessel, using a microsyringe
(Therumo, Model UMS-10). The temperature was
controlled maintained within � 0.3 K using a Beckman
thermometer. In each kinetic run, the reaction mixture
was injected into the GLC system equipped with a flame
ionization detector (Perkin-Elmer) with a gas-tight
syringe (PS Model A-2), using a 3 m column of OV-1
(80–100 mesh). The initial rate plot of ln(S0/S), where S0


and S are the initial and the subsequent reactant
concentration, respectively, against time, t, were satis-
factory over at least three half-lives in pyrolysis. Since
P0/P, the initial to final pressure ratio, is equal to the S0/S
ratio, the GC response factor was assumed. The first
kinetic runs were carried out with a relative standard
deviation of �4% at a given temperature.


&�������
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Two table of data (Z-matrix for allyl sulfide and the TS)
are available at the epoc website (http://www.wiley.com/
epoc).
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epoc ABSTRACT: The size of molecules, be it their volume, surface area or linear extent, is an important quantity in many
fields of chemistry. Molecules are often tacitly or explicitly treated as if they were spheres, so that a diameter can be
assigned to them. However, the molecules of many kinds of substances are rather cylindrical, being rod- or disk-
shaped, so that two linear dimensions are needed for their description. The collision diameters obtainable from
experimental data on gases and vapors or diameters obtained from the molar volume or the application of an
expression for the interaction potential in liquids, e.g. the Lennard–Jones potential, are explored as ways to yield
information on molecular sizes. The ratio of the van der Waals volume and surface area is related to a simple
expression derived solely from the composition of the molecules for various types of molecular shapes. These
approaches were applied to a database of 350 mainly liquid (but also some gaseous and solid) organic (and a few
inorganic) substances. Copyright # 2003 John Wiley & Sons, Ltd.
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INTRODUCTION


Some 17 years ago the late A. Y. Meyer published a
review dealing with the sizes of molecules,1 namely, with
their three-dimensional sizes—their volume occupying
properties—and also with their one-dimensional ex-
tents—their spherical diameters. The sizes of molecules
are applicable in many fields of study, such as the Gibbs
energy of solvation,2 adsorption phenomena,3 absorp-
tion in porous media,4 permeation through polymer
membranes,5 fractal dimensions,6 dielectric behavior of
solvents,7 evaluation of equations of state,8 molecular
recognition,9 diffusion rates,10,11 azeotropic properties of
mixtures12 and guest molecule encapsulation,13 among
many others.1 They are measures of the maximal proxi-
mity of the molecules in either a gaseous or a condensed
phase to each other and to solute particles in the latter.
Meyer sought reliable estimates of molecular diameters �
that should be situated between a maximal and a minimal
estimate.


The maximal estimate, �V , is readily obtained from the
molar volume, V, of the liquid or solid substance of which


the molecules are constituents:


�V ¼ ½ð6=�ÞV=NA�1=3 ð1Þ


where NA is Avogadro’s number and a spherical shape is
tacitly assigned to the molecules. It overestimates the
size, since the void space that is inevitably present in
condensed phases between the molecules is ascribed to
and apportioned among them,14 yielding the values of �V .
These values are also temperature dependent (through the
values of V, its use requiring the experimentally obtained
density), although the cube root in Eqn (1) assuages this
dependence somewhat.


The minimal estimate, �W ¼ ½ð6=�ÞVvdW=NA�1=3
, is


obtained from the van der Waals volumes, VvdW. These,
in turn are obtained from the van der Waals radii of the
constituting atoms with account being taken of the over-
lap of the atomic spheres due to mutual bonding.15,16 The
values of �W are underestimates, since depressions in
the surfaces of the molecules are inaccessible to other
molecules, hence their distances apart must be larger than
�W. Obtaining the value of �W requires a computational
program (several such programs are commercially avail-
able or can be downloaded from the Internet) and
involves an ambiguity in cases where the molecules
may have several conformations. The trend nowadays is
to rely on packaged quantum-mechanical computational
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programs to provide information on molecular sizes.
Such programs even optimize the conformation, pertain-
ing to isolated molecules, however. The derived molecu-
lar surface area and volume of isolated molecules may or
may not be directly related to the corresponding values
for the materials in condensed phases.


In both maximal and minimal estimates one parameter,
the diameter, describes the size, it being assumed that the
molecules are spherical. Some molecules, called globu-
lar, are indeed well approximated by spheres. Examples
of globular molecules are tetrachloromethane (CCl4),
sulfur hexafluoride (SF6), neopentane [2,2-dimethylpro-
pane, (CH3)4C] and tert-butanol [(CH3)3COH]. However,
most relatively small molecules are better described by
cylinders: squat ones for oblate (disk-shaped) and elon-
gated ones for prolate (rod-shaped) molecules. Such
molecules can be more closely packed in liquids with
their major dimensions (diameters for disks, lengths for
rods) parallel, as they are in the extreme cases of liquid
crystals, but subject to thermal disorder and also to dipole
interactions and hydrogen bonding.


Molecules with relatively long chains are folded to
some extent in the liquid state and may then be described
by a prolate ellipsoid of rotation for their most common
conformation. There are, however, molecules that cannot
be well described by ellipsoids of rotation if they are
significantly bent, e.g. some conformations of dipropyla-
mine [(C3H7)2NH] or diethyl ether [(C2H5)2O]. However,
in some other conformations of the alkyl chains of such
molecules the overall elongated shape is retained and in
the liquid state these may be dominant so as to ensure the
closest packing.


The cavities in which molecules are located in liquids
have been said to have diameters that are 120% those of
�W, as is widely accepted,17 but this concept of a cavity
still ascribes sphericity (or globularity) to the molecules.
(Klamt et al.,17 however, did calculate molecular cavities
that were not spherical but having a volume correspond-
ing to a spherical cavity.) Ellipsoids of rotation, either
oblate or prolate, requiring two diameters, those of the
major and minor axes, may be better descriptions of the
sizes of the cavities in which molecules can rotate in
liquids.


Meyer1 suggested a compromise between the minimal
and maximal estimates of the sizes described above.
According to this compromise, the van der Waals radii
of the atoms (at the surface of the molecule) are ex-
panded. In particular, the radii of hydrogen atoms are
expanded from the non-bonded van der Waals value of
0.120 nm to 0.170 nm. This expedient recognizes the
actual shapes of the molecules but increased their appar-
ent globularity, so that the notion of a (single) molecular
radius was preserved. This approach was applied to the
calculation of the modified �W


0 of 20 alkanes and 20
haloalkanes. Similarly, rolling a sphere with an appro-
priately chosen diameter over the surface of a molecule,
necessarily avoiding crevices in the surface, defines a


molecular volume that depends, however, on the diameter
of the sphere.1


It is attempted in this paper to explore other estimates
of the sizes of molecules and by means of data on 350
compounds to emphasize the differences between prolate
and oblate molecules. The former include chain-like
molecules and the latter, of course, include aromatic,
alicyclic and heterocyclic molecules. The data pertain
mainly to substances that are liquid at room temperature,
although a few solid and gaseous substances are included.
Compounds with up to 10 carbon atoms (but also alkanes
up to hexadecane) with the most important functional
groups are considered, in addition to a few inorganic
compounds. The data are derived mainly from the DIPPR
compilation18 and those used include the van der Waals
volume, the van der Waals surface area, the molar
volume, the isobaric expansivity and the molar enthalpy
of vaporization. The temperature-dependent values were
those at 298.15 K, where available, or else those closest to
room temperature. In the cases of compounds that are
gases at room temperature, values of these three proper-
ties extrapolated to 298.15 K were employed when avail-
able, but if not, values characteristic of gaseous
compounds slightly below their normal boiling-points
were used. Values for compounds that are solid at room
temperature were chosen at as low a temperature above
their melting-points as possible.


CATEGORIES OF MOLECULES: ROD-SHAPED,
DISK SHAPED AND GLOBULAR


Consider a rod-shaped cylinder of radius r nm and length
l nm. Its volume is v ¼ �r2l nm3 and its surface area is
a¼ 2�r(lþ r) nm2 [Fig. 1(a)]. As the length l becomes
longer, the ratio v/a tends to a limit:


limðl ! 1Þv=a ¼ r=2 ð2Þ


The ratio v/a of rod-shaped molecules is given by the
ratio of the listed18 molar van der Waals volume, VvdW,
and surface area, AvdW, each being NA times the cor-
responding molecular quantities. Empirically, for chain-
like molecules the ratio VvdW=AvdW tends towards a limit,
yielding


r ¼ 2 limðl ! 1ÞVvdW=AvdW ¼ 0:147 nm ð3Þ


Figure 1. Schematic diagrams of (a) rod-shaped and (b)
disk-shaped cylindrical molecules
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This is the case for n-alkanes, 1-alkenes, 1-alkynes, alkyl
chlorides and bromides, 1-alkanols, 1-alkanoic acids and
their esters, ethers and ketones (irrespective of the posi-
tions of the —O— or —C(O)— groups), nitriles and
amines, as well as bifunctional compounds, such as �,!-
alkanediols, amides, and 2-substituted ethanols, among
others (Fig. 2). These chain-like molecules approximat-
ing elongated cylinders should all have the same radius r.
Hence the length of the rod-shaped molecule is propor-
tional to its van der Waals volume:


l ¼ VvsW=NA�r
2 ¼ 0:0246ðVvdW=cm3 mol�1Þ nm ð4Þ


In order to be considered a rod-shaped cylindrical (pro-
late) molecule, its length l should exceed its diameter,
� ¼ 2r. This condition is fulfilled according to Eqns (3)
and (4) if VvdW > 120 cm3 mol�1. For chain-like mole-
cules with smaller VvdW values, a more globular than a
rod-like cylindrical shape is inferred.


Consider now a squat, disk-shaped molecule, of which
the thickness t ¼ v=�r2 must also be compatible with the
surface area a ¼ 2�rðr þ tÞ [Fig. 1(b)]. An iterative
calculation using data for such molecules yields the value
t¼ 0.452 nm. The radius of a disk-shaped molecule is
then proportional to the square root of the van der Waals
volume:


r ¼ 0:0342ðVvdW=cm3 mol�1Þ1=2
nm ð5Þ


The prototype for such rigid disk-shaped molecules is
benzene, for which v=a ¼ VvdW=AvdW ¼ 0:0807 nm. The
diameter of this disk then emerges from Eqn (5) as
� ¼ 2r¼ 0.476 nm that is somewhat larger than its thick-


ness. In order for a molecule to be considered disk-
shaped, its diameter � should indeed be larger than its
thickness t, and this requires a van der Waals volume
VvdW > 44 cm3 mol�1. It turns out that three- and four-
membered cyclic molecules (e.g. cyclopropane, cyclo-
butane and �-propiolactone) do not fulfil this requirement
and should be considered to be globular. Only cyclic
compounds with five-membered or larger rings can be
considered to be disk-shaped, with the thickness inferred
above and a diameter given by Eqn (5).


Globular molecules are approximately spherical and
are characterized by a radius


r ¼ 0:5½ð6=�ÞVvdW=NA�1=3 ð6Þ


Van der Waals volumes and areas have been calculated
and reported for a very large number of molecules.18 The
ratios of these quantities have a linear dimension and can
be translated into molecular diameters for globular (sphe-
rical) molecules:


�W ¼ 6VvdW=AvdW ð7Þ


Examination of the values of VvdW=AvdW of the 350
substances considered in the present study showed that
for oblate (disk-shaped) compounds (aromatic, alicyclic
or heterocyclic), VvdW=AvdW(oblate)� 0.0735 nm in
substantially all cases. On the other hand, for prolate
(elongated) compounds,VvdW=AvdW(prolate)� 0.0735 nm
except for some alkyl halides with molar masses
>170 g mol�1 (e.g. 1,1,2,2-tetrachloroethane, bromoform
and butyl iodide) and very long chain alkanes (tetrade-
cane and above). For the latter VvdW=AvdW(prolate) is
slightly larger than 0.0735 nm but does not exceed
0.0745 nm. The value VvdW=AvdW ¼ 0.0735 nm can be
used as a criterion for distinguishing prolate from oblate
molecules.


COLLISION DIAMETERS


Substances in the gaseous (vapor) state can be character-
ized by their collision diameters (Fig. 3). These are
inferred from diverse experimental data, but unfortu-
nately the values are in not very good agreement with
each other. One simple way to obtain these diameters is
from the exclusion volumes b in the van der Waals
equation of state,19 that are four times the volumes of


Figure 2. The diameters �V/A [¼ �W of Eqn (7)] of prolate
molecules derived from van der Waals volumes and areas as
a function of the McGowan diameters �X: *, alkanols; ~,
carboxylic acids and esters; !, ethers and ketones; &,
hydrocarbons; and ^, nitriles and amines


Figure 3. Schematic diagram of the collision of two sphe-
rical particles (atoms, molecules)
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the molecules. Then, assuming the molecules to be
spherical, the diameters are


�b ¼ ð3b=2�NAÞ1=3 ð8Þ


These diameters have been used in the estimation of the
permeation of gases through polymer films.5


More commonly used are collision diameter values
obtained from the second virial coefficient B2 that is
obtained from the equation of state, i.e. the P–V–T
properties of the substance. The compressibility factor
Z¼PV/RT yields B2 as the limit:


B2ðTÞ ¼ limðV�1 ! 0Þ VðZ � 1Þ ð9Þ


It is related to the two-body interaction potential energy
u(r) that is a function of the distance apart r of the centers
of the molecules (or atoms of monatomic substances). It


is customary to employ for u(r) either the hard sphere
expression, uhs(r)¼1 for r<� and uhs(r)¼ 0 for r��,
or the Lennard–Jones expression:


uLJðrÞ ¼ 4" ð�=rÞ12 � ð�=rÞ6
h i


ð10Þ


According to this expression, the mutual interaction
energy vanishes when the molecules are at a distance �
apart and increases steeply (infinitely for uhs) for shorter
distances. It becomes attractive (i.e. negative) for uLJ


(though not for uhs) at r>�, reaching a minimum at
r0 ¼ 21=6�, the equilibrium distance, at which uLJ(r0)¼ ",
the depth of the potential well, beyond which it becomes
less negative, approaching zero asymptotically. The re-
lationship between the experimental quantity B2(T) and
the collision diameter � via u(r) is far from direct.20 Some
values obtained from B2 are shown in Table 1. The
parameters " and � of the Lennard–Jones expression


Table 1. Collision diameters of permanent gases or substances in the vapor state to fit the Lennard–Jones expression (10) and
experimental data from various sources


Substance �LJ
�


nm10 �LJ
�


nm11 �LJ
�


nm35 �LJ
�


nm34(B2) �LJ
�


nm34(�)


Helium 0.330 0.257 0.263
Neon 0.252 0.275 0.279
Argon 0.333 0.343 0.350 0.340 0.347
Krypton 0.364 0.383 0.360 0.368
Xenon 0.397 0.410 0.396 0.406
Hydrogen 0.316 0.287
Nitrogen 0.353 0.375 0.370 0.375
Oxygen 0.358 0.346
Carbon monoxide 0.358 0.376 0.359
Carbon dioxide 0.359 0.345 0.433 0.449 0.390
Carbon disulfide 0.421 0.425 0.444 0.444
Water 0.302
Ammonia 0.274
Methane 0.365 0.364 0.378 0.370
Ethylene 0.400 0.397 0.452 0.407
Ethane 0.418 0.413 0.395 0.438
Propane 0.464 0.564 0.506
n-Pentane 0.530 0.577
Neopentane 0.745
n-Hexane 0.566 0.557 0.592 0.591
Cyclohexane 0.535 0.548 0.614 0.609
Benzene 0.503 0.505 0.563 0.692 0.527
Toluene 0.537 0.532 0.593
Ethylbenzene 0.568
Mesitylene 0.618
Naphthalene 0.587
Chloromethane 0.403
Dichloromethane 0.439 0.475 0.476
Chloroform 0.478 0.543 0.543
Tetrafluoromethane 0.446 0.588 0.470
Tetrachloromethane 0.514 0.523 0.588
Tetramethylsilane 0.561
Sulfur hexafluoride 0.460 0.472 0.551 0.546
Methanol 0.359–0.367
Ethanol 0.437–0.446
Diethyl ether 0.544 0.554
Acetone 0.468 0.467 0.467
Ethyl acetate 0.520 0.517 0.516
Pyridine 0.486
Acetonitrile 0.433 0.410
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are not independent for a given u(r) and, furthermore,
other valid expressions for u(r), such as the Kihara core-
and-periphery potential, yield other values of these para-
meters, so that the collision diameters obtained according
to this route are not unique.


Gas viscosities are another route to the collision
diameters. The mean free path lfp between collisions of
molecules in the gas at low pressures is given by


lfp ¼ 1
��


21=2��2�
�


ð11Þ


where � ¼ NA=V is the number density of the substance
at the given temperature and pressure. The mean free path
is related to the attenuation of the number of molecules
n(x) along a distance x in a molecular beam through
collisions. The viscosity of a gas of hard sphere mole-
cules is given by:


� ¼ ð5=16Þð�mkBTÞ1=2
�
��2 ð12Þ


Its diffusion coefficient is


D ¼ ð6=5Þ�� ¼ ð3=8Þð�mkBTÞ1=2�=��2 ð13Þ


and the coefficient of thermal conductivity is


� ¼ ð5=2Þ�cV=m ¼ ð25=32Þð�mkBTÞ1=2
cV=�m�


2 ð14Þ


where m is the molecular mass and cV is the heat capacity
at constant volume per molecule. All the expressions of
these transport properties depend on the cross-sectional
area of the molecules, i.e. on �2. However, to obtain the
collision diameter of real gases and vapors from experi-
mental values of l, �, D and �, it is necessary to invoke a
realistic interaction potential energy rather than the hard
sphere one.


It is common usage to employ a perturbation method,
according to which the reference property is the hard
sphere quantity whereas the Lennard–Jones potential
[Eqn (10)] or some other empirical function is used as
a perturbation. For instance, the compressibility factor for
hard spheres, Zhs¼ f(y,T ), is a function of the packing
fraction y¼��d3=6 of the molecules, where d is an
effective diameter, expressed in units of the hard sphere
diameter �hs (i.e. dhs¼ 1). For the perturbation method,
the Verlet–Weiss expression21 for d is well suited:


dVW ¼ ð0:3837T þ 1:068Þ=ð0:4293T þ 1Þ ð15Þ


which is only a mild function of the temperature: it
changes from 0.9069 at 100 K to 0.9035 at 1000 K. The
hard sphere diameter, �hs, itself must be obtained from
other sources. Good accuracy was achieved for the
equation of state with a relatively simple function,
Zhs¼ f(y,T ).8


The self-diffusion coefficient can be obtained from
Eqn (13) for the hard sphere analog and the Lennard–


Jones potential [Eqn (10)], as a perturbation. The non-
sphericity of the molecules is taken into account by
means of an acentric factor !. The diameter of the
molecules, required for the application of the Lennard–
Jones expression, is obtained empirically10,11 from the
critical volume VC of the substance:


�LJ ¼ 0:7889V
1=3
C � 0:5058ðRTC=PCÞ1=3 ð16Þ


where the approximation can be used if the critical
temperature, TC, and pressure, PC, but not the volume,
VC, are known. These values and the appropriate expres-
sions have been used successfully for the fitting of the
diffusion of a large number of substances.


An extensive list of thus calculated �LJ values for gases
and vapors, obtained mainly from gas viscosity, �, and the
second virial coefficient, B2, is shown in Table 1. Note,
however, the appreciable differences between the
values, including those given by the same authors in
two papers.10,11


Diffraction data (x-ray or neutron) of liquids provide
values of the pair correlation function g(r), from which
the equilibrium interatomic distance (for monatomic
liquids) is obtained as the value of r to the first maximum
in this function,22,23 i.e. r0 ¼ 21=6�. For molecules the
first maximum corresponds to an intramolecular distance
of mutually bonded atoms and much less clear infor-
mation is obtained from farther peaks. The values are
dependent on the temperature and density. For instance,
for argon r0=nm¼ 0.346þ 2.6� 10�3(T=K)–4� 10�4


(�=nm�3). At the reduced temperature T=TC¼ 0.56 and
densities �� 30 nm�3, the values of r0 are 0.318, 0.379,
0.402 and 0.443 for neon, argon, krypton and xenon,
respectively. Values were also reported for nitrogen,
oxygen, chlorine, water, methane and tetrachloro-
methane.22,23 It should be noted that the value of r0=21/6


obtained for liquid chlorine from x-ray diffraction,
0.374 nm, is considerably shorter than � that is obtained
from � or B2 in the gas phase, 0.427 nm. No clear
information concerning the sizes of non-globular mole-
cules is obtained from diffraction measurements.


SIZE VALUES BASED ON MOLAR VOLUMES


Substances that are not appreciably volatile at the tem-
perature of interest (generally, room temperature) or
polyatomic (so that diffraction does not lead to reliable
intermolecular values) require different approaches for
the determination of their molecular sizes. Workers to
whom sources18,24 of van der Waals volumes, VvdW,
required for the use of Eqns (4)–(6) are not accessible
may resort to other means to obtain the linear dimensions
of molecules. The most obvious drawback of the use of
the molar volumes of liquids for the estimation of the
molecular sizes is the already mentioned fact that the void
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space inherent in the liquid is ascribed to the molecules,
so that �V is an overestimate of the diameter even of
globular molecules. Several methods have been proposed
to overcome this difficulty.


One way to deal with the empty space is to invoke
the packing factor, kp, of close-packed hard spheres
representing the molecules in the liquid. The actual
volume occupied by close-packed hard spheres is
1=kp¼ 1=1.725¼ 0.5797 of the total volume. This value
is obtained by computation for hexagonal close packing
or empirically by placing ball bearings of a uniform size
in a cylinder and filling up with water from a burette
to the top layer. Translated into a diameter this
approach yields �0


V ¼ k
�1=3
p �V ¼ 0:834�V or �V


0=nm¼
0.1223 (V=cm3 mol�1)1/3.


Another approach starts from the scaled particle theory
(SPT) as expressed by Pierotti25 that relates thermody-
namic quantities to the diameters of molecules of liquids.
For instance, inert gas solubilities in liquids were thus
related by Pierotti, who equated the hard sphere dia-
meters of solute gas and solvent, required for the calcula-
tion of the cavity term, with the Lennard–Jones diameters
�, required for the calculation of the interaction term. The
arithmetic mean of the sum of the diameters of the
(assumed spherical) molecules of the solute and solvent
were taken to calculate the radius of the cavity and the
distance apart of neighboring molecules interacting ac-
cording to the u(r)LJ potentials. Wilhelm and Battino26


followed this practice and Blum and Fawcett7 used the
values of �LJ of polar solvents derived by these authors26


to estimate the relative permittivity of the solvents. They7


also applied a stickiness parameter and intricate expres-
sions to account for non-sphericity and polarizability as
well as other electrostatic features in their calculations.


Inert gas solubilities were also used by Kim,27 who
showed that the derived diameters, �K, are linearly
correlated with �V for 50 liquids (hydrocarbons and
halocarbons). The �K values are significantly smaller
than the �V values (cf. the �V


0 values above) and hence
more likely to describe the actual sizes of the molecules.
Kim’s expression27 can be rewritten in terms of the molar
volumes of the solvents (presumably those at 298.15 K):


�K=nm ¼ 0:1363ðV=cm3 mol�1Þ1=3 � 0:085 ð17Þ


These empirical diameters, �K, although derived from the
molar volumes, should be devoid of the empty spaces
between the molecules and should describe the diameters
of the molecules pictured as hard spheres. The average
uncertainty involved by the use of Eqn (17) was esti-
mated27 as 1.6%. Values of � obtained from gas solubi-
lities according to various authors, traceable to the
concepts of Pierotti,25 are compared in Table 2.


These approaches, leading to �V
0 and �K, consider the


molecules as close-packed hard spheres for all liquids.
They specify a linear dependence of the molecular
diameter on the cube root of the molar volume with


constant coefficients and do not recognize differences in
the shapes of the molecules. However, the SPT permits
the calculation of the packing factor kp or equivalently the
packing fraction y ¼ k


�1=3
p from thermodynamic quanti-


ties other than inert gas solubilities, leading to a specific
dependence of the diameter on the molar volume for each
substance. The enthalpy of vaporization, �VH, is related,
according to Pierotti,25 to the packing fraction and the
isobaric expansivity, �P, as follows:


�VH ¼ RTð1 þ �PTYÞ ð18Þ


where


Y ¼ ð1 þ 2yÞ=ð1 � yÞ3 ð19Þ


y being, as before, the packing fraction. If the value of �P


is not available, it can be approximated by 0.001 K�1 for
the present purpose. A numerical calculation according to
Marcus28 showed that within 0.2% Eqn (19) can be
transformed into


y ¼ �0:0520 logðY2Þ þ 0:4418 logðYÞ � 0:0469 ð20Þ


In this manner the packing fraction of the molecules in a
liquid is no longer a constant but depends empirically on
the thermal properties of the liquid. The derived diameter
is then


�T=nm ¼ 0:1469ðyVÞ1=3 ð21Þ


Again, a single parameter describes the size of the
molecules, as if they were spherical, although they are
packed to a different extent for different liquids. Values of
�T have been reported24 for some 250 solvents.


In all these approaches, experimental (and tempera-
ture-dependent) values of certain properties of the sub-
stances are required. It would be useful if the molecular
size could be estimated solely from the molecular for-
mula of the substance, as, more laboriously, obtaining �W


does. This can be achieved by using the intrinsic volumes
according to McGowan.29 The volume is calculated
additively from values ascribed to the constituent atoms:


VX=cm3 mol�1 ¼ �iNiVXi � NbVXb ð22Þ


where Ni and Nb are respectively the numbers of atoms of
kind i and the number of bonds in the molecule, VXi is the
molar volume ascribed to an atom of kind i (see Table 3)
and VXb¼ 6.56 cm3 mol�1 is the molar decrement per
bond. No account is taken of the structure of the molecule
(whether linear, branched or cyclic) or of the bond order
(single, double or triple). Consequently, the same intrin-
sic volumes, VX, are assigned to positional isomers
belonging to different classes of organic compounds
[such as 1-C4H9OH and (C2H5)2O], structural isomers
[such as 1-C4H9OH and (CH3)3COH] and geometric
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isomers (such as cis-CHCl——CHCl and trans-CHCl——
CHCl). Values of VX for 250 solvents have been
reported.24 The corresponding intrinsic diameter is
then


�X ¼ ½ð6=�ÞVX=NA�1=3 ð23Þ


Table 2. Diameters � ascribed to molecules in liquid solvents obtained from gas solubilities and the SPT expressions of Pierotti25


by various workers


Solvent �26 �8 �25 �36 �27(�K)


n-Hexane 0.592 0.594 0.597 0.608
n-Heptane 0.625 0.627 0.635
n-Octane 0.654 0.655 0.658 0.661
3-Methylheptane 0.652 0.654 0.659
2,3-Dimethylhexane 0.650 0.627 0.635
2,4-Dimethylhexane 0.652 0.655 0.661
2,2,4-Trimethylpentane 0.652 0.653 0.664
n-Nonane 0.683 0.685 0.684
n-Decane 0.708 0.711 0.707
n-Dodecane 0.758 0.756 0.749
n-Tetradecane 0.800 0.800 0.787
Cyclohexane 0.563 0.565 0.563 0.566
Methylcyclohexane 0.599 0.600 0.603
Benzene 0.526 0.526 0.525 0.525
Toluene 0.564 0.565 0.565 0.562
m-Xylene 0.597 0.594
Water 0.277 0.274 0.275 0.273
Methanol 0.369 0.371 0.371 0.371 0.384
Ethanol 0.434 0.436 0.436 0.434 0.445
1-Propanol 0.498
2-Butyl-1-propanol 0.529 0.532
Cyclohexanol 0.575 0.560
Acetone 0.476 0.476 0.479 0.475 0.488
Propylene carbonate 0.536 0.515
Perfluoroheptane 0.704 0.711
Perfluoromethylcyclohexane 0.668 0.678 0.707
Hexafluorobenzene 0.565 0.580
Perfluorotri-n-butylamine 0.854 0.883
Tetrachloromethane 0.537 0.538 0.537 0.542
1,1,2,2-tetrachloroethane 0.559 0.560
1,1,2-trichloro-1,2,2-trifluotoethane 0.559 0.587
Fluorobenzene 0.530 0.531 0.530 0.536
Chlorobenzene 0.561 0.560 0.552
Bromobenzene 0.572 0.571 0.558
Iodobenzene 0.592 0.591 0.572
Hydrazine 0.362 0.363 0.348
Methylhydrazine 0.433 0.427
1,1-Dimethylhydrazine 0.485 0.494
Nitromethane 0.431 0.431 0.431 0.430
Nitrobenzene 0.574 0.574 0.571 0.554
Acetonitrile 0.427 0.427
Propanonitrile 0.477
Butanonitrile 0.532
Benzonitrile 0.574
Formamide 0.345 0.381
N-Methylformamide 0.452 0.447
N,N-Dimethylformamide 0.517 0.496
N-Methylacetamide 0.496 0.497
N,N-Dimethylacetamide 0.548 0.533
Hexamethylphosphoric triamide 0.698 0.679
N-Methylpyrrolidin-2-one 0.569 0.541
N,N,N0,N0-Tetramethylurea 0.544
Carbon disulfide 0.453 0.451
Dimethyl sulfoxide 0.491 0.491 0.491 0.481


Table 3. Values of the atomic volume increments VXi/
cm3mol�1 according to McGowan29,30


C 16.35 H 8.71 O 12.43 N 14.39
F 10.48 Cl 20.95 Br 26.21 I 34.53
B 18.32 Si 26.83 P 24.87 S 22.91
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It was shown by Abraham and McGowan30 that the
values of VX and VvdW, i.e. the van der Waals volume,
are linearly related for 209 solid and mainly liquid
compounds according to:


VvdW=cm3 mol�1 ¼ ð0:597 � 0:003Þ
þ ð0:6823 � 0:0023ÞVX


ð24Þ


with a correlation coefficient of 0.9988 and a standard
deviation of 1.24 cm3 mol�1.


The molecular sizes estimated according to Eqns (17),
(21) and (23), although improvements on �V in the sense
that they do not include the void space in a liquid in the
sizes of the molecules still consider the molecules as
spheres. Since �X is easiest to calculate, needing only the
formula of the molecule, and is temperature independent,
it is used in the following as an independent variable in
correlations, in spite of the drawback of its insensitivity to
the structure and configuration of the molecule. Good
linear correlations exist for �K and �T with �X, as might
be expected:


�K=nm ¼ ð�0:070 � 0:010Þ þ ð1:160 � 0:020Þ�X


ð25Þ


�T=nm ¼ ð�0:076 � 0:009Þ þ ð1:184 � 0:017Þ�X


ð26Þ


with standard errors of 0.0023 nm when all the 350
compounds studied are included. The correlations remain
essentially the same but with lower deviations of the
coefficients and the fits and higher correlation coefficients
when highly branched compounds are excluded.


CORRELATIONS OF VAN DER WAALS
VOLUME AND AREA RATIOS


For organic compounds with alkyl chains and a func-
tional group at the end of the chain and for bifunctional
compounds with an alkyl chain, the values of VvdW=AvdW


increase with increasing �X asymptotically to the limit of
0.0735 nm as mentioned above. For the range
0:32 � �X=nm � 0:72 to which the data pertain, the
dependence


VvdW=AvdW ¼ ð0:0137 � 0:0020Þ
þ ð0:1677 � 0:0077Þ�X


� ð0:1195 � 0:0072Þ�2
X nm ð27Þ


holds for n-alkanes, 1-alkenes, 1-alkynes and n-alkyl
chain-like compounds and also moderately branched
chains and bifunctional compounds (see Fig. 2). This
correlation has a standard error of the fit of 0.0008 and a
correlation coefficient of 0.9765 for 135 items. It is


robust, in the sense that the addition of the 30 bifunctional
compounds to the 105 monofunctional ones hardly chan-
ged the coefficients but decreased their probable errors.
The fact that VvdW=AvdW does not exceed 0.0735 nm for
these compounds can be attributed to the constant
contribution of the increments of VvdW and of AvdW per
—CH2— group with lengthening chains. The lengths of
such molecules can be calculated from Eqn (4) and the
surface areas AvdW from Eqn (27). If VvdW values are
not available then these are estimated with the help of
Eqn (24).


For globular molecules, as mentioned, a single dia-
meter is an adequate description of the molecular size.
The following linear relationship was established for 27
compounds listed in Table 4 that are considered to be
more or less globular:


VvdW=AvdW ¼ ð0:0365 � 0:0045Þ
þ ð0:0653 � 0:092Þ�X nm ð28Þ


but with considerable scatter, so that the standard error of
the fit is 0.0037 nm. Expressions (25) for �K and (26) for
�T are valid for this subset of the data, as they are for the
prolate molecules with extensive alkyl chains.


Table 4. Van der Waals volume to surface area ratios
VvdW=AvdW of fairly globular molecules and their MacGowan
diameters �X


Compounda VvdW=AvdW=nm �X=nm


Ammonia (g) 0.0563 0.341
Boron trifluoride (g) 0.0703b 0.386
Tetrafluoromethane (g) 0.0593 0.394
Chlorotrifluoromethane (g) 0.0637 0.433
Tetrafluorosilane (g) 0.0687 0.433
Sulfur hexafluoride (g) 0.0572b 0.446
Carbon disulfide 0.0657 0.454
Dichloromethane 0.0697 0.455
Dichlorodifluoromethane (g) 0.0670 0.466
Dimethyl sulfide (g) 0.0687 0.473
Thionyl chloride 0.0682 0.479
Dibromomethane 0.0713 0.486
Trichloromethane (chloroform) 0.0722 0.490
2-Methylpropane (isobutane) (g) 0.0690 0.504
Phosphoryl chloride 0.0693 0.521
Tetrachloromethane 0.0718 0.521
1,1,1-Trichloroethane 0.0708 0.525
Diiodomethane 0.0792b 0.527
Tribromomethane (bromoform) 0.0733 0.529
2-Chloropropane 0.0692 0.531
2,2-Dimethylpropane (neopentane) (g) 0.0683 0.537
2-Methylbutane (isopentane) 0.0700 0.537
2-Bromopropane 0.0703 0.543
Tetrachlorosilane 0.0777b 0.544
Tetramethylsilane 0.0725 0.560
2-Iodopropane 0.0722 0.560
3-Ethylpentane 0.0715 0.594


a Gaseous at room temperature.
b Outliers of the linear correlation in Eqn (28).
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For oblate compounds as a set, where invariably as
mentioned VvdW=AvdW (oblate) � 0.0735 nm, there exists
no simple correlation with �X, analogous to Eqn (27).
The subset of benzene derivatives, however, shows clear
dependences, with �K and �T conforming to Eqns (25)
and (26), but


VvdW=AvdW ¼ ð0:0892 � 0:0022Þ
� ð0:0167 � 0:0065Þ�X nm ð29Þ


The negative sign of the coefficient of �X and its large
probable error should be noted. The former feature arises
from the loss of the simple disk-like shape of the mole-
cules whenever larger substituents, increasing �X, are
added to the benzene nucleus. The latter feature and the
not very good correlation coefficient arise from the very
short range of the dependent variable: 0:0778 � ðVvdW=
AvdWÞ=nm � 0:0838. Bromobenzene (VvdW=AvdW ¼
0.0820 nm) and iodobenzene (VvdW=AvdW ¼ 0.0838 nm),
included in the correlation of Eqn (29), are slightly above
the line. When a second ring is added to benzene (in
tetralin, 1-methylnaphthalene, biphenyl, cyclohexylben-
zene, benzophenone, diphenyl ether and dibenzyl ether),
still higher values of VvdW=AvdW are obtained, and these
substances are not included in the correlation. Simple
aromatic molecules would be stacked as parallel disks in
the liquid (permitting efficient �–� interactions) if ther-
mal motion did not disrupt this optimal structure.


Non-aromatic ring molecules, including alicyclic hy-
drocarbons, heterocycles and such molecules as cyclo-
pentanone, �-butyrolactone, ethylene carbonate and
pyrrolidin-2-one, are also considered oblate. They con-
form to the rule that VvdW=AvdW (oblate) � 0.0735 nm
and their �K and �T values conform to Eqns (25) and (26),
respectively. The values of VvdW=AvdW do increase with
�X, in contract to the benzene derivatives, but only
moderately so:


VvdW=AvdW ¼ ð0:062 � 0:005Þ
þ ð0:0287 � 0:008Þ�X nm ð30Þ


The scatter is considerable, as seen in the probable errors
of the coefficients, and there are several outliers that are
not included in the correlation. For three of these,
pyrimidine, pyridine and 2-methylpyridine, either or
both VvdW and AvdW may be erroneous, since for the
former the ratio is much too high and for the latter two
much too low. Other outliers are furan, oxazole, pyrazole,
thiophene and tetrahydrothiophene, which have appreci-
ably larger VvdW=AvdW values than expected from
Eqn (30).


Substances that are gaseous at room temperature have
small molecules and �X values in the range
0:28 � �X=nm � 0:52. The corresponding VvdW=AvdW


values conform to Eqn (27) and also to Eqn (28) (for
�X � 0.35 nm), derived from substances that are liquids


and have globular molecules. Boron trifluoride and sulfur
hexafluoride are outliers, the former with too high and the
latter with too low VvdW=AvdW, and either or both of their
VvdW and AvdW values may be erroneous. The cyclic
cyclopropane has the expected larger VvdW=AvdW value
than predicted from Eqn (27) but cyclooctafluorobutane
does conform.


Halocarbons appear to present a special case, in the
sense that iodoalkanes have larger values of VvdW=AvdW


than chloroalkanes for a given �X, whereas fluoroalkanes
and bromoalkanes conform to the curve determined by
the chloroalkanes:


VvdW=AvdW ¼ �0:005 þ 0:258�X � 0:218�2
X nm ð31Þ


This curve, although with appreciable scatter, is higher
than that established in Eqn (27) for chain-like non-
halogen-substituted alkanes. Halogen atoms provide lar-
ger van der Waals volumes or smaller van der Waals
surface areas than other atoms and the iodine atom
provides these deviating features more than the other
halogen atoms. Globular halocarbons, as a subset, have
larger values of VvdW=AvdW than Eqn (31) predicts and
mostly lie on the curve representing the iodoalkane
values (Fig. 4). On the other hand, the �K and �T lines
have lower slopes (by ca 15%) than Eqns (25) and (26)
require. Hense haloalkanes as a subset need special
consideration when their sizes are to be estimated.


CONCLUSIONS


For many purposes the molecular volumes, vvdW ¼
VvdW=NA can be and have been used for the correlation
of properties of organic substances. For non-associating


Figure 4. Haloalkane sizes: & �K, ! �T and VvdW=
AvdW¼ (5=3) �V/A plotted in order to avoid crowding: ^, V/
A(fluorides); *, V/A(chlorides); ~, V/A(bromides); &, V/A(io-
dides); and * V/A of globular halocarbons
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and not very polar organic liquids (hydrocarbons and
halocarbons) the solubilities, partition coefficients, vapor
pressures, enthalpies of vaporization and boiling-points
have been shown16 to be linear functions of their mole-
cular volumes, vvdW.


However, for other purposes the linear size (one-
dimensional extent) of the molecules is relevant. Whether
one parameter, the diameter for assumed spherical mo-
lecules, or two parameters, diameters and thickness or
length of cylindrical molecules or the major and minor
axes of ellipsoids of rotation, are to be used must be
decided for each application.


The best data available18,24,31 have been used for
obtaining the various estimates of the size (the linear
extent) of the 350 molecules considered here. These
primary data included the van der Waals surface areas
and volumes, the molar volume, the molar enthalpy of
vaporization and the isobaric expansivity (the latter three
at 298.15 K where available). It is expected that in the
cases of compounds that are gases or solids at room
temperature �K and �T would not agree well with �X.


Appendix A (Supplementary material) lists the van der
Waals size ratios VvdW=AvdW multiplied by 6 as if all the
compounds were globular (i.e., molecular �V=A values
are listed), in order to make them commensurate with the
diameters listed: �X, �K and �T. In very few cases these
ratios are so completely out of line (�V/A >0.441¼ 6�
0.0735 nm for non-cyclic or <0.441 nm for cyclic com-
pounds) that it is suspected that either their reported18


van der Waals surface areas or volumes (or both) are
incorrect.


One of the quantities �X, �K, �T and �W (for globular
molecules) or l (for rod-shaped molecules) or 2r (for
disk-shaped molecules) might have been recommended
as approximating best the sizes (diameters, linear dimen-
sions) of the molecules. However, this is not advisable in
general. Apart from globular molecules (Table 4), at least
two quantities are required to express the sizes: the
diameter and the length or thickness of cylindrical mole-
cules or the major and the minor axes if the molecules can
be represented as ellipsoids of revolution. These can be
estimated for prolate and oblate molecules from VvdW as
described above, given the diameter �¼ 2r¼ 0.293 nm of
the former and the thickness t¼ 0.452 nm of the latter and
Eqns (3) and (5), respectively.


The �X values can be used as first approximations of
the sizes of the molecules, but it should be remembered
that these values are insensitive to the structure and yield
the same values for molecules with diverse structures or
positions of the atoms in them. Many such cases can be
easily seen in Appendix A. If such pitfalls are to be
avoided, the values of �K, requiring only the molar
volumes, or of �T, requiring in addition the molar
enthalpies of vaporization and the isobaric expansivities,
should be used. Equations (25) and (26) show these
estimates to be not too different from �X but more
sensitive to the individual structures of the molecules.


As seen in Appendix A, they are as a rule up to 10%
larger than �X, except for the smallest molecules, which,
being gaseous, have uncertain �K and �T values at room
temperature.


For some applications the surface fraction that a func-
tional group occupies in a molecule is required. For
instance, applications of the UNIQUAC or UNIFAC
methods32,33 for the estimation of the chemical potentials
of components in a liquid mixture need this information.
Estimation of hydrophobic contact areas also requires
this quantity. The surface fractions are often calculated
from additive listed values, but can be obtained from the
surface area of the functional groups available from
Bondi,15 divided by the van der Waals surface areas
AvdW of the molecules. When these AvdW values are not
available from compilations, they can be calculated from
the appropriate one among Eqns (27)–(31) that yield the
ratio VvdW=AvdW and then with the aid of Eqn (24) the
desired area AvdW is obtained.


The following cautionary remark is needed as a con-
clusion. Even if the sizes of molecules constituting the
solvent in a solution are known, and assuming them to be
independent of the composition of the solution, it is by no
means certain that the distances of nearest approach to a
solute particle (atom, molecule or ion) are thereby given.
Molecules may turn towards a solute particle a particular
part of their surface so as to permit hydrogen bonding or
donor–acceptor interactions, or to facilitate ion–dipole or
dipole–multipole interactions, subject to the constraints
imposed by self-interactions of the solvent molecules and
thermal agitation. Therefore, the sizes described in this
paper can serve as a guide, but each case ought to be
studied on its own merits.


Supplementary material


Appendix A, a table giving the data set of molecular
sizes, is available at the epoc website at http://www.wiley.
com/epoc.
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ABSTRACT: The reaction of lithium derivatives of aromatic heterocycles with carbon monoxide was studied under
several reaction conditions: 2-furyllithium afforded only one product, the tetrahydro-2-furaldehyde (25% yield). On
the other hand, 2-thienyllithium and 5-methyl-2-furyllithium gave two and five products, respectively. Although in
relatively low yields, formation of highly functionalized compounds takes place in a fast process under mild
conditions. For 1,4-dihydroxy-1,4-bis(5-methyl-2-furanyl)butane-2,3-dione, reaction conditions were achieved to
obtain this difficult to prepare derivative in 50% yield. To the best of our knowledge, this is the first report on the
reaction of lithiated aromatic heterocycles with CO: evidence is given on the involvement of proton transfers in the
reactions of 2-furyllithium and 2-thienyllithium, while the reaction of 5-methyl-2-furyllithium seems to proceed
through an electron transfer as the first step. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: mechanism; carbonylation; organolithium; heterocycles; radicals; electron transfer
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The chemistry of five-membered heterocyclic rings is a
field of active research.1 Some furan derivatives have
achieved considerable technical importance, since it has
been found that the furan ring, in both its native and
reduced forms, occurs in a variety of commercially
important2 pharmaceuticals and flavor and fragrance
compounds; they can also serve as pivotal intermediates
in synthetic strategy by virtue of their specific chemistry
and latent functionality.3 Thiophene has found wide-
spread use in the synthesis of biologically active species,
which contain this nucleus either as the central ring or as
part of a central fused ring system.1,4


Renewed interest in natural product synthesis and for
in synthesis of heterocyclic compounds requires reliable
methods for the preparation of these starting materials.
The usual procedures have the drawback of causing some
resinification and degradation of the heterocyclic rings,
and some substituted furans and thiophenes have been
obtained only by indirect means.5,6 This justifies the


continued, considerable effort in the development of
novel approaches to this class of compounds: we have
recently demonstrated the utility of organolithium7 and
organostannane8 reagents for the preparation of allyl-
furans and -thiophenes.


The reaction of organolithium compounds with carbon
monoxide has found wide application in organic syn-
thesis,9,10 and the reaction is interesting also from
mechanistic viewpoints. The synthetic usefulness of the
carbonylation of organolithium compounds11 has been
demonstrated. In addition, we have recently charac-
terized important intermediates in the reaction between
lithium dialkylamides and substituted formamides,
affording evidence for the structures of the lithium
carbamoyl intermediates and the mechanisms of their
further reactions.12


It was then of interest to examine the feasibility of the
reaction of lithiated derivatives of heteroaromatic
compounds with CO. The reaction was examined under
several conditions and evidence for the possible mech-
anisms of carbonylation of 2-furyllithium, 5-methyl-2-
furyllithium and 2-thienyllithium was sought. To our
knowledge, this is the first report about the mechanism of
reactions involving carbanions derived from aromatic
heterocycles.
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The lithium derivatives of furans were prepared by direct
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metalation of furan (1a) and of 2-methylfuran (1b) with
n-butyllithium (see Experimental section) [Eqn. (1)].


�1�


�������� �
 &'
����������� (&�) ���� $!


The carbonylation of 2-furyllithium, carried out in THF
at �78°C, afforded only one product, the tetrahydro-2-
furaldehyde (3) [Eqn. (2)] in low yield (20%). The
structure of 3 was confirmed by independent synthesis
(see Experimental section).


�2�


Usually, the furan nucleus is very reactive and the
reaction conditions must be carefully controlled in order
to avoid polymerization and ring-opening reactions. The
temperature of the reaction was the first variable studied
but a not significant effect on the product yield was found
in the range �78 to 40°C. This result suggests that the
activation energy for this reaction would be not very
high. On the other hand, on increasing the temperature,
more decomposition of the reagent and formation of
polymeric products were observed. Then, the lithium
reagent concentration was varied between 0.1 and 0.3 M


and no observable effect was detected.
The presence of 3 indicates that in the reaction mixture


there exists a source of hydrogen; therefore, it was crucial
to analyze the solvent effect; some results are shown in
Table 1. In hexane and diethyl ether no CO absorption


was observed; a higher yield of 3 in pure solvents was
obtained when the reaction was carried out in THF;
addition of HMPT produced a slight increase in the yield
of 3. The fact that 3 is not formed when the reaction was
carried out in hexane or diethyl ether suggests that a
proton donor such as THF is needed for the reaction to
occur. In fact, some amount of THF in hexane was
sufficient to obtain small yields of 3. This could be
attributed to a direct THF–lithium interaction, which
favors the proton transfer; this type of interaction has
been observed in other reactions of organolithium
compounds in THF.13


Lack of formation of any other product in the reaction
suggests that the reaction of 2a with CO, under all
conditions employed, could involve only one mechanistic
pathway. (The mechanism is discussed below).


�������� �
 &'�������������� (*) ���� $!


Compound 4 was prepared by metal–halogen exchange
between 2-iodothiophene and n-butyllithium. The car-
bonylation of 4, carried out in THF at �78°C, afforded
two main products, 2,5-dihydro-2-thiophencarboxalde-
hyde (5) and 2-oxo-2-(2-thienyl)acetaldehyde (6), to-
gether with small amounts of bithiophene (7) [Eqn. (3)].


�3�


The structure of 5 was confirmed by independent
synthesis (see Experimental section). Variations in the
temperature had no significant effects on product
distribution.


Table 2 shows the results of the solvent effect: for the
reaction carried out in hexane or diethyl ether, 6 was the
only product obtained. Upon addition of THF, 5 was also
formed, suggesting that proton transfer from THF occurs.
On the other hand, the percentages of 5 and 6 were
maximum in pure THF.


 ���� &� )�����	� 	* '+�,��������,��� -*. /��, �� �� 0°�1
�	����� �**�����


Solvent VCO (ml)


Yield (%)


5 6 7


Hexane 6 – 12 –
Hexane–THF (1:1) 7 – 15 –
Hexane–THF (1:10) 10 5 20 2
Diethyl ether 10 – 25 2
THF 24 17 35 3
THF–HMPT (10:1) 25 20 35 –


a [4] = 2 � 10�3 mol; tabs = 70 min.


 ���� +� )�����	� 	* '+*�������,���� -&�. /��, ��1 �	�����
�**����


Solvent T (°C) VCO (ml)


Yield (%)


1a 3


Hexane �78 – 100 –
0 – 100 –


Hexane–THF (1:1) �78 2.0 94 6
0 2.2 92 5


Hexane–THF (1:10) �78 3.0 89 9
0 3.5 90 6


Diethyl ether �78 – 100 –
0 – 100 –


THF �78 6.0 78 20
0 9.0 80 20


THF–HMPT (10:1) �78 6.5 75 23
0 9.3 78 22


THF–HMPT (1:1) �78 7.2 75 25
0 10.0 75 25


a [2a] = 2 � 10�3 mol; t = 40 min.
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In THF at �78°C, two main products were formed, 5-
methyltetrahydro-2-furaldehyde (8) and 1,4-dihydroxy-
1,4-bis(5-methyl-2-furanyl)butane-2,3-dione (9), to-
gether with small amounts of (5-methyl-tetrahydro-2-
furanyl)-(5-methyl-2-furanyl)methanol (10), 2-hydroxy-
2-(5-methyl-2-furanyl)acetaldehyde (11) and bis(5-
methyl-2-furanyl)methanol (12) [Eqn. (4)].


�4�


Table 3 shows the effect of temperature on the reaction
rate and product distribution of the carbonylation carried
out in THF. It can be observed that the reaction proceeds
slightly faster at 0°C and the CO absorption was higher
than at �78°C. The yield of 9 increased at 0°C, whereas
8 and 10–12 were obtained in poor yields. Attempts to


increase the yield of 9 by increasing the temperature were
unsuccessful. At higher temperatures the CO absorption
was lower, the organolithium reagent was not totally
recovered and polymeric products were obtained.


The structure of 5-methyl-tetrahydro-2-furaldehyde
(8) was confirmed by independent reduction of 5-
methyl-2-furaldehyde with H2/Pd (C). Table 4 shows
the results of the carbonylation of 2b at 0°C in several
pure and binary solvents. In all cases the main product
was 9; the reduction products 8 and 10 were not observed
in pure hexane or diethyl ether. The maximum CO
absorption and the highest yields were obtained in pure
THF, indicating that proton transfer from THF occurs.


�

��� �
 ������ ����	


Earlier work by our group had shown that the car-
bonylation of aryllithium compounds occurs through the
intermediacy of paramagnetic species.11a,14 In order to
gather information concerning radical involvement in the
reaction of 2b with CO, the reaction was carried out in the
presence of a suitable radical trap (Table 5). Quinones
and hydroquinones can produce stable radicals by one-
electron uptake or donation15 and they were previously
used to test the involvement of radicals in the carbonyla-
tion of lithium amides;16 therefore, they were considered
suitable to test the presence of radicals in the carbonyla-
tion of 2b.


 ���� ,� )�����	� 	* 2+���,��+'+*�������,��� -&�.� /��, �� �� 34� �� �,� �������� 	* ��
���� ��,�!��	��


Inhibitor T (°C) [Trap]:[2b] tT (min) VCO (ml)


Yield (%)


8 9 10 11 12


None �78 – 50 12 15 35 5 5 3
0 – 40 16 12 50 5 2 2


p-Hydroquinoneb �78 1:10 25 4.0 12 15 4 – –
0 1:10 25 4.0 10 10 3 – –


Quinhydroneb �78 1:10 25 3.9 13 15 3 – –
0 1:10 25 4.0 10 10 3 – –


Iodineb �78 1:10 25 4.0 12 15 4 – –
0 1:10 25 4.0 10 10 3 – –


a [2b] = 1.3 � 10�3mol.
b [1b] = 73%.


 ���� -� )�����	� 	* 2+���,��+'+*�������,���� -&�. /��, �� ��
34�1 �**��� 	* �����������


T (°C) VCO (ml)


Yield (%)


8 9 10 11 12


�78b 12 15 35 5 5 3
0c 16 12 50 5 2 2


25c 12 10 35 5 – –
40d 10 10 15 – – –


a [2b] = 2 � 10�3 mol.
b tabs = 50 min, 1b, 35%.
c tabs = 40 min, 1b, 28%.
d tabs = 40 min, 1b, 45%.


 ���� *� )�����	� 	* 2+���,��+'+*�������,��� -&�. /��, �� ��
0°�1 �	����� �**�����


Solvent VCO (ml)


Yield (%)


8 9 10 11 12


Hexane 6 – 20 – 2 –
Hexane–THF (1:1) 9 4 25 – 2 –
Diethyl ether 10 – 35 – 2 2
THF 16 12 50 5 2 2


a [2b] = 2 � 10�3 mol; t = 40 min.
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The reaction was examined in THF at �78 and 0°C in
the presence of radical scavengers, namely p-hydroqui-
none (13), quinhydrone (14), and iodine (15). As shown
in Table 5, a considerable decrease in the CO absorption
in the presence of 13–15 occurs, and 73% of the reagent
was recovered as 1b. It is important to note the drastic
lowering of the yield of 9 and the complete absence of 11
and 12, whereas 8 and 10 were obtained in similar yields
which were found when the reaction was carried out in
the absence of inhibitors. On the other hand, in the
presence of iodine in a ratio of 1:1 (not shown), total
inhibition of carbonylation was observed. These observa-
tions indicate that the reaction of 2b with CO partially
involves a radical pathway and that 13–15 must have
trapped the radical precursors of 9, 11 and 12. The fact
that the yields of 8 and 10 were similar under both
conditions suggests that the pathway leading to these
compounds does not involve radical intermediates.


.����	� �������	� 
�� ��� �������� �

&'
����������� (&�) ���� $!


Interestingly, no reaction products with the intact furan
aromatic ring were found. This, together with the absence
of radical reaction intermediates, suggests that a mech-
anism different from that previously reported for the
carbonylation of aryllithiums could be involved. Furan is
an excellent diene and the [4 � 2] cycloaddition to
dienophiles was one of the earliest described examples of
the Diels–Alder reaction;1,17 e.g. furans undergo cyclo-
addition with simple dienophiles such as ethylene, singlet
oxygen and acrylate.18 Therefore, addition of CO to 2a
giving the intermediate 16 is proposed as the first step in
Scheme 1. The subsequent proton transfer from the
solvent gives the intermediate 17; formation of 2,5-di-
hydrofuran derivatives has been observed in reactions of
diverse electrophilic reagents with furans.19 Another
proton transfer should give the intermediate 18, which on


hydrolysis would produce tetrahydro-2-furaldehyde (3).
The fact that 3 is not obtained when the reaction is carried
out in hexane or diethyl ether suggests that proton
transfer from THF would occur.


To test the hypothesis that THF should be the hydrogen
source, the reaction between 2a and CO was carried out
in THF-d8. The determination of the deuterium content in
3 revealed approximately 80% deuterium incorporation
(see the Experimental section). This result is consistent
with the proposed mechanism.


.����	� �������	� 
�� ��� �������� �

&'�������������� (*) ���� $!


The absence of effects in the presence of radical traps
indicates that the reaction does not occur by an electron
transfer mechanism. The reaction should rather lead to
the formation of 5 by a pathway similar to that suggested
for the formation of 3 (Scheme 2), i.e. addition of CO to
the dienic system would give the reduced product; in this
case, probably owing to the lower electronegativity of
sulfur, only partial reduction of the aromatic ring occurs,
giving a thienyl intermediate, 19, similar to 17. Also in
this case, the reaction was carried out in THF-d8, and
almost complete deuteration was observed (see Experi-
mental section).


On the other hand, the higher aromaticity of thiophene
vs furan4,19 would allow an alternative route for
carbonylation, similar to that of aryllithiums, affording
the formation of product 6 with the intact thiophene ring
[see Eqn. (3)]. As outlined in Scheme 3, CO insertion in
the C—Li bond would give first the acyllithium
intermediate 20, which by reaction with another molecule
of CO forms the intermediate 21, precursor of the doubly
carbonylated product. Similar double carbonylation has
been observed in the reaction between lithium amides
and CO giving dialkylglyoxylamides and tetraalkyl-
tartronamides in excellent yields.11b


������ &������ +
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The results obtained in the carbonylation of 2b indicate a
complex reaction scheme through, at least, two different
routes: radical and polar pathways. The observed
decrease in the CO absorption when the reaction was
carried out in the presence of radical inhibitors suggests
the partial involvement of electron transfer in the first
step. Organolithium compounds have been shown to be
good one-electron donors to carbonyl compounds20 and
CO is a known electron-deficient compound and an
effective one-electron oxidant toward a variety of
aromatic radical ions.21 A plausible pathway involving
radical ions is outlined in Scheme 4. As shown, an
electron transfer from 5-methyl-2-furyllithium (2b) to
CO generates the radical cation–radical anion pair 22.
The radical pair 22 can then react within the cage
affording the acyllithium intermediate 23. A similar


electron transfer mechanism was previously proved to
occur in the reaction of phenyllithium with CO to give an
acyllithium intermediate.14


The different reactivity pattern exhibited by 2b
compared with 2a should be due to the methyl group in
the �-position that prevents the 2,5-addition of CO, favors
the electron transfer to CO and stabilizes the radical
cation 22. Radical cations of aromatic five-membered
heterocycles could be prepared previously by choosing a
suitable system22 and, recently, the radical cations of
furans, thiophenes and pyrroles and their oligomers were
easily detected by EPR when the adjacent positions to the
heteroatom were occupied by alkyl substituents.23


The intermediate 23 can take up another molecule of
CO to give 24, which can act as an electron acceptor from
another molecule of 2b forming a new radical cation–
radical anion pair, 25. Our previous ab initio calculations
on carbamoyllithiums24 and experimental evidence with
arylacyl- and carbamoyllithiums14 indicate that these
intermediates exhibit a strong oxycarbene character. The
radical anion in 25 can partially escape the cage being the
precursor of 11. A resonance structure of 25 is written as
a radical anion; coupling of two molecules would form
26, precursor of 9.


In order to gather more evidence about the mechanism
of the reaction, the carbonylation of 2b was carried out in
THF at 0°C and acetic anhydride was added prior to
work-up. Only one main compound, 29, was obtained,
which was characterized as the tetraacetyl derivative 1,2-
bis-2-(5-methylfuryl)-1,2,3,4-tetraacetylbutene (29). The
isolation and characterization of 29 confirmed the
structure of the intermediate 26 and shed new light on
the mechanism of the reaction of 2b with CO.


On the other hand, the acyllithium intermediate 23 can
react with 2b yielding intermediate 27, which gives 12 on
hydrolysis.


Compound 8 could be formed by the same pathway
that was suggested for the formation of 3 from 2a with no
radical involvement, as indicated by its regular formation
in the presence of radical traps. When the reaction was
carried out in THF-d8, 76% deuterium incorporation was
observed (see Experimental section), confirming that the
proton transfer occurs from THF. Further reaction with
2b gives 28, precursor of 10 (Scheme 4).


Very little has been published about the mechanism of
the reaction of furyl- and thienyllithium and to the best
of our knowledge this is the first report on the reaction of
CO with heteroaryllithium compounds.


������ -


������ *
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All reactions involving organolithium reagents were
carried out by using standard techniques for the
manipulation of air- and water-sensitive compounds.25


GLC analyses were carried out on a Hewlett-Packard
Model 5890 Series II Plus gas chromatograph using an
HP-5 column with temperature programming from 60 to
250°C. NMR spectra were recorded on a Bruker 200
spectrometer. Mass spectra were recorded on a BG Trio-2
spectrometer. The percentage deuterium incorporation in
products, when applicable, was calculated on the basis of
mass spectrometric (MS) data.


���1���	 �� ���2���	


0�������	� Distilled THF, diethyl ether and hexane were
refluxed over sodium benzophenone ketyl until a dark
blue solution was obtained and then distilled immediately
before use under dry oxygen-free nitrogen. n-Butyl-
lithium was prepared as described previously.26 The
concentration of BuLi was determined by the double
titration method described previously.12 All glassware,
syringes and needles were dried in a vacuum oven and
cooled in a desiccator. Furan and 2-methylfuran were left
over sodium strings for 4–5 h, then refluxed and distilled
over sodium and stored in sealed ampoules under
nitrogen, which were opened immediately prior to use.


������� 
����	� Cooled (0°C) n-BuLi (10 ml, 1 M in
hexane) was syringed into a non-air stopper-capped tube
under a nitrogen atmosphere, and the corresponding furan
(15 mmol) was added; it was kept at �18°C. 2-Furyl-
lithium precipitated after 72 h and 5-methyl-2-furyl-
lithium precipitated after 15 days.


&' �������������� Cooled (0°C) n-BuLi (10 ml, 1 M in
hexane) was syringed into a non-air stopper-capped tube
under a nitrogen atmosphere and 2-iodothiophene
(10 mmol) was added; the lithium reagent precipitated
instantly.


The organolithium compounds were characterized by
13C NMR spectroscopy; the lithiation causes a clear shift
(5–10 ppm) of the signal of the lithiated carbon and of C�
relative to the starting material.


2a: 13C NMR (Cl3CD), � 155.2 (C-1), 126.7 (C-2),
111.5 (C-3), 145.4 (C-4).


2b: 13C NMR (Cl3CD), � 157.5 (C-1), 125.9 (C-2),
110.2 (C-3), 154.3 (C-4), 13.8 (C-5).


�������� �
 �������� ���1���1�	 �
 ��������
�����������	 ���� $!


������� ��������� A vial containing a PTFE-coated
stirring bar was heated in a vacuum oven at 130–150°C


for at least 30 min and then cooled in a dried nitrogen
atmosphere. The vial was capped with a non-air stopper,
it was alternately evacuated and filled with dry nitrogen
several times, then put into an ice-bath with vigorous
magnetic stirring. A lithium reagent solution (0.5 M) in
THF was added by cannula and the stirred solution was
exposed to carbon monoxide at ca 1013 mbar. Carbon
monoxide was generated from 98% formic acid and
concentrated sulphuric acid at 100–110°C. The gas was
routinely passed through a column of potassium hydro-
xide before entering the system. The total amount of gas
was measured by means of a burette attached to the CO
generator provided with a mercury levelling bulb. Once
the reaction was completed, 10% HCl in THF was added
and the dried (MgSO4) organic phase was quantitatively
analyzed by GC and GC–MS. 2,5-Dihydro-2-thiophene-
carboxaldehyde (5), 2-oxo-2-(2-thienyl)acetaldehyde (6),
5-methyltetrahydro-2-furaldehyde (8) and 1,4-dihydroxi-
1,4-bis(5-methyl-2-furanyl)butane-2,3-dione (9), ob-
tained by carbonylation of respective reagents, were
isolated by neutral aluminum oxide chromatography
using hexane–ethyl acetate mixtures as eluents.


�� ��� ���	���� �
 ������ ���������	� The reactions
were carried out in a flask containing weighed amounts of
the inhibitor. The desired volume of the lithium reactant
solution was added by syringe and the CO absorption was
carried out similarly to the general procedure. The rate of
reaction was measured by monitoring the rate of CO
absorption. Once the reaction was complete, 10% HCl
was added. The dried (MgSO4) organic layer was
analyzed by GC.


 ��������'&'
�������� (-)� This compound was
independently synthesized by hydrogenation of 2-
furaldehyde (10 mmol in 20 ml of CH2Cl2) with H2 (2
atm) in the presence of 10% Pd(C). The reaction mixture
was stirred for 5 h at room temperature. The catalyst was
separated by filtration and the solvent removed by
distillation at reduced pressure. MS: m/z (relative
intensity,%), 100 (10.5), 99 (8.2), 71 (100), 43 (88.2).
1H NMR (Cl3CD): � 9.10 (s, 1H), 3.65 (m, 2H), 3.18 (m,
1H), 2.55 (m, 2H), 2.0 (m, 2H). 13C NMR (Cl3CD): �
198.6, 82.2, 67.2, 26.8, 24.9.


When the reaction of 2a with CO was carried out in
THF-d8, tetrahydro-2-furaldehyde-d5 (3-d5) was ob-
served. MS: m/z (relative intensity,%), 105 (8.4), 103
(5.3), 100 (2.1), 75 (100), 71 (22.2), 45 (65.0), 43 (17.5).


&3,'"�����'&'��������������������� (,)� This
compound was independently synthesized by hydrogena-
tion of 2-thiophenecarboxaldehyde (10 mmol in 20 ml of
CH2Cl2) with H2 (2 atm) in the presence of 10% Pd(C).
The reaction mixture was stirred for 2 h at room
temperature. The catalyst was separated by filtration
and the solvent removed by distillation at reduced
pressure. Compound 5 was isolated by neutral aluminum
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oxide chromatography from the reaction mixture. MS:
m/z (relative intensity,%), 114 (8.61); 113 (2.0), 85
(45.5), 84 (10.6), 71 (32.2), 57 (45.5), 43 (100). 1H NMR
(Cl3CD): � 9.20 (s, 1H), 5.80 (m, 1H), 5.34 (m, 1H), 4.62
(d, 1H, J = 3.5 Hz), 3.50 (m, 2H). 13C NMR (Cl3CD): �
200.0, 130.2, 124.1, 66.5, 30.5.


When the reaction of 4 with CO was carried out in
THF-d8, 2,5-dihydro-2-thiophenecarboxaldehyde-d3 (5-
d3) was observed. MS: m/z (relative intensity,%), 117
(6.6), 115 (1.5), 114 (2.0), 113 (0.1), 87 (37.2), 85 (0.5),
72 (20.2), 71 (2.3), 58 (37.1), 57 (9.0), 44 (100), 43
(81.0).


&'!��'&'(&'�������)���������� (4)� This compound
(oil) was characterized by analogy with dialkylglyoxyl-
amides,11b and was isolated from the reaction mixture by
neutral aluminum oxide chromatography. MS: m/z
(relative intensity,%), 140 (31.4), 139 (1.4), 111 (7.2),
97 (100). 1H NMR (Cl3CD): � 9.60 (s, 1H), 7.90 (dd, 1H,
J = 4.0, 1.6 Hz), 7.60 (dd, 1H, J = 5.1, 1.6 Hz), 6.87 (dd,
1H, J = 5.1, 4.0 Hz). 13C NMR (Cl3CD): � 190.6, 181.0,
145.5, 134.4, 132.7, 128.2.


,'0��������������'&'
�������� (5)� This com-
pound was independently synthesized by hydrogenation
of 5-methyl-2-furaldehyde (10 mmol in 20 ml of CH2Cl2)
with H2 (2 atm) in the presence of 10% Pd(C). The
reaction mixture was stirred for 5 h at room temperature.
The catalyst was separated by filtration and the solvent
removed by distillation at reduced pressure. MS: m/z
(relative intensity,%), 114 (6.0), 113 (1.3), 99 (1.5), 85
(10.2), 71 (20.1), 57 (46.5), 43 (100). 1H NMR (Cl3CD):
� 9.08 (s, 1H), 3.73 (m, 1H), 3.22 (m, 1H), 2.55 (m, 2H),
2.2 (m, 2H), 1.37 (d, 3H, J = 5.2 Hz). 13C NMR (Cl3CD):
� 195.6, 80.5, 73.8, 32.6, 25.1, 21.6.


When the reaction of 2b with CO was carried out in
THF-d8, 5-methyltetrahydro-2-furaldehyde-d5 (8-d5) was
observed. MS: m/z (relative intensity,%), 119 (4.5), 117
(0.8), 114 (1.2), 104 (1.8), 99 (0.5), 89 (7.8), 85 (2.2), 74
(15.6), 71 (5.0), 59 (30.0), 57 (11.5), 44 (100), 43 (76.4).


+3*'"�������'+3*'��	(,'������'&'
������)������'
&3-'���� (6)� Compound 9 (oil) was isolated by neutral
aluminum oxide chromatography from the reaction
mixture. MS: m/z (relative intensity,%): 278 (2.0), 235
(2.2), 217 (2.4), 183 (5.0), 109 (16.3), 91 (88.5), 71
(60.6), 55 (95.0), 43 (100). 1H NMR (Cl3CD): � 6.40 (d,
1H, J = 3.8 Hz), 5.3 (s, 1H), 5.25 (dd, 1H, J = 3.8,
1.1 Hz), 4.05 (s, 1H), 2.2 (d, 3H, J = 1.1 Hz). 13C NMR
(Cl3CD): � 197.0, 156.2, 151.1, 107.2, 85.6, 73.2, 14.0.


+3&'7�	'&'(,'������
����)'+3&3-3*'�����������������
(&6)� The reaction of 1b with CO was carried similarly to
the general procedure. Once the reaction was complete,
acetic anhydride was added. The dried (MgSO4) organic
layer was analyzed by GC and the reaction mixture was
separated by neutral aluminum oxide chromatography.


The main fraction corresponded to 29; white solid
recrystallized from ethanol, m.p. 117°C. MS: m/z
(relative intensity,%), 446 (10.0), 328 (2.0), 223 (5.2),
210 (2.3), 71 (34.5), 55 (76.0), 43 (100). 1H NMR
(Cl3CD): � 6.25 (d, 1H, J = 3.5 Hz), 5.90 (dd, 1H, J = 3.5,
0.9 Hz), 2.15 (d, 3H, J = 0.9 Hz). 13C NMR (Cl3CD): �
170.0, 165.2, 154.5, 148.7, 143.2, 136.0, 117.6, 98.5,
20.1, 13.6.


$!�$�#��!��


This paper reports experimental details about the
carbonylation of lithium derivatives of aromatic hetero-
cycles. The reaction of 2-furyllithium with CO in THF
afforded only one product, 2-tetrahydrofuraldehyde,
which was formed by CO absorption and subsequent
proton transfer from the solvent. 5-Methyl-2-furyllithium
was more reactive and five products were formed by
reaction with CO. Evidence is given that some of them
derive from radical intermediates. The different reactiv-
ity patterns of the two lithium reagents show that the
presence of a methyl group in the �-position of the furan
ring results in a good one-electron donor reacting by an
electron transfer mechanism. In contrast, the reaction of
2-thienyllithium led to the formation of 2-dihydrothio-
phenecarboxaldehyde and a double-carbonylated pro-
duct, with no evidence of radical intermediates. This
work sheds some light on the mechanism of an interesting
set of reactions, reported for the first time.
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ABSTRACT: Assignments of the proton and carbon NMR signals for 2-(benzotriazol-1-yl)tetrahydrofurans 1–6 are
based on 1H–1H COSY, NOESY, 1H–13C heteronuclear HETCOR, 1H–13C heteronuclear long-range HETCOR-LR
and nuclear Overhauser enhancement experiments, and supported by selective spin decoupling experiments. The
electronic and steric effects of the 2-benzotriazolyl substituent on the 1H and 13C NMR chemical shifts are evaluated
and discussed. Conformational isomers cis and trans are distinguished by the magnitude of the J(H�2,H�3) coupling
constant, by one-bond 1J(C�2, H�2) coupling constants and by 13C chemical shifts of the C-2 anomeric carbon. The
benzotriazol-1-yl group prefers the pseudo-axial orientation in each of 1–6. The stereochemistry and conformation of
6 are rigorously demonstrated by an x-ray structure. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: tetrahydrofurans; conformation; 1H NMR; nuclear Overhauser effect; benzotriazolyl; anomeric effect
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The tetrahydrofuran ring is the core of various sugars,
which are known to play important roles as fundamental
structural units of nucleic acids. This ring system is
responsible in part for the structure, conformation and
dynamics of nucleic acids.


The conformational properties of tetrahydrofurans
have been extensively studied by both theoretical1 and
experimental methods.2a–e Frequently, interpretation of
the NMR spectra of tetrahydrofurans is complicated as a
time-averaged spectrum of all conformers is obtained
owing to pseudorotation: a single three-bond coupling
constant 3J(H�2,H�3) observed value may correspond to
several different pseudorotamers.3 The anomeric effect in
tetrahydrofurans4 and furanosides5 and its influence on
their conformational preferences have been reviewed.6


The NMR technique has also been applied to the
determination of the activation energy for pseudorotation
of a tetrahydrofuran ring and for calculation of the
relative energies of the potential puckered forms.7,8a


Extensive studies on pseudorotation and anomeric effects
in a series of furanosides in the solid state have been
carried out by Sundaralingam and co-workers.8b–d


2-Substituted tetrahydrofurans and particularly 2-
substituted furanoses have a similar stereoelectronic
interaction between an anomeric substituent and lone


pairs of the oxygen for both �- and �-anomers.9 However,
the 1J(C�2,H�2) and 3J(H�2,H�3) values depend signifi-
cantly on the orientation of a substituent at C-2 and can
therefore provide valuable information about the con-
formations of furanosides.2c,10


Stereochemical analysis of the interactions in nucleo-
sides between the lone pair (LP) of the furanose oxygen
and the aromatic nitrogen of the purine (N9) or
pyrimidine (N1) base in different conformations suggests
that the oxygen lone pair interactions should be
minimized in the O-exo (W type) conformations (owing
to the favorable anti disposition of the endocyclic oxygen
lone pair and the nitrogen atom), but have an energy
maximum in O-4 endo (E type) conformations.6


1H NMR studies on 2-halo- or 2,3-dihalo-5-aryltetra-
hydrofurans demonstrated that the aryl group favors the
pseudo-equatorial and the halogen group the pseudo-
axial position,2e while the conformation of the 2,5-diaryl
analogs depends strongly on the bulk of the substituents.8


For more sterically hindered tetrahydrofurans with an
additional substituent in the 5-position, the conformation
is determined by the relative configuration of the
substituents: with two cis polar groups in the 2- and 3-
positions, the anomeric group is always pseudo-axial.
However, trans-2,3-dihalo analogs can exist either in the
pure anomeric conformation (2ax, 3eq), pure anti-
anomeric conformation (2eq, 3ax), or as a mixture of
the two.4 The anomeric form is more stabilized by a
bromine or a chlorine substituent at the 3-position than by
a methoxy group.2d,4


13C NMR spectra of mono- and disubstituted tetra-
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hydrofurans11,12 and furanosides13,14 have also been
extensively analyzed. The anomeric effect has been
studied on an example of cis- and trans-2,5-dimethyl-
tetrahydrofurans.11 In the 13C NMR spectra of these
compounds, the anomeric C-2 signal of the cis isomer is
shifted downfield by 0.7 ppm compared with that of the
corresponding trans isomer, whereas for the C-3 and C-4
ring carbon atoms the opposite effect is observed.


The 1J(C�2,H�2) coupling constant values show a clear
dependence on the orientation of the substituent at C-2
and therefore provide information about the conforma-
tion of the anomeric structures. Thus, 1J(C�2,H�2) values
for methyl glycosides with the H-2 axial are lower (158–
162 Hz) than those for the analogs with the H-2
equatorial (169–172 Hz).13


Benzotriazole-substituted tetrahydrofurans and tetra-
hydropyrans and especially benzotriazolylfuranosides
have recently received much attention as modified
analogs of purine nucleosides from the points of view
of both their chemical reactivity to achieve access to
more elaborate derivatives and their biological activity.
Thus, a series of benzotriazolyltetrahydrofurans and
-tetrahydropyrans has been screened for antitumor and
anti-HIV activity.15a The significant influence of sub-
stituent conformation on the biological activities of five-
membered heterocycles15b and also on the reactivity (e.g.
the hydrolysis rate15c) is well known. Hence studying the
effect of an electron-withdrawing heteroaromatic benzo-
triazolyl substituent on the preferred conformation of a
furanoid ring is of practical importance.


Recently, we investigated the conformational behavior
of a number of 2-(benzotriazol-1-yl)-substituted tetra-
hydropyrans16 and found that in these compounds the
benzotriazol-1-yl (Bt-1) moiety occupies predominantly
the equatorial position. In contrast, in the current study
we have now discovered that in five-membered tetra-
hydrofuran analogs the opposite applies with the Bt-1
group being in quasi-axial orientation, independently of
the nature of the other tetrahydrofuran ring substituents.
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We present 1H and 13C NMR studies on 2-(benzotriazol-


1-yl)tetrahydrofurans 1–6 (Scheme 1), bearing a variety
of substituents in the 3- or 5-position, and discuss the
effect of the benzotriazolyl group on the conformation of
the tetrahydrofuran ring.


In the 1H NMR spectrum of 1, the H-2� anomeric
proton appears at � 6.51 as a doublet of doublets with
3J(H�2,H�3) values of 6.6 and 2.4 Hz, which is averaged
owing to pseudorotation of the tetrahydrofuran ring at
room temperature (Table 1). Similarly to the 2-(benzo-
triazol-1-yl)tetrahydropyrans,16 a nuclear Overhauser
effect (NOE) was observed between H-2 and H-7�,
suggesting the preference of a rotamer favored by the
exo-anomeric effect. The NOESY spectrum of 1 also
shows a cross-peak between the protons at � 6.51 (H-2�)
and � 7.65 (H-7�) due to their spatial proximity. In
contrast to tetrahydropyrans,16 the values of 3J(H�2,H�3)


(6.6 and 2.4 Hz) found for the anomeric proton in 1
suggest the preference of a conformer with this proton in
a pseudo-equatorial orientation (H-2�), while the benzo-
triazol-1-yl group is oriented pseudo-axial.


To confirm this conclusion, we studied the conforma-
tions of disubstituted tetrahydrofurans 2–6 using for
comparison the literature data on values of 3J(H�2,H�3) for
3-chlorotetrahydrofurans bearing substituents of varying
electronegativity at the 2-position.17,18


In the 1H NMR spectrum of 1, two distinct downfield
doublets integrating for one proton each at � 8.06
(3J = 8.2 Hz) and � 7.71 (3J = 8.2 Hz) were assigned to
H-4� and H-7� of the benzotriazolyl group, respectively.
The 2D HETCOR spectrum of 1 correlates these proton
signals with the corresponding carbon signals at � 127.4
(C-4�) and � 110.4 (C-7�). Significant long-range correla-
tions (J = 8.0 Hz) were observed between C-3a� (� 146.2)
and the H-7� and H-5� protons, and between C-7a� (�
132.8) and the H-4� and H-6� protons in the long-range
1H–13C heteronuclear HETCOR-LR spectrum of 1. The
corresponding signals (H-4� and H-7�) appear in the 1H
NMR spectrum as doublets of the triplets with coupling
constants of 8.2 Hz (ortho coupling constant) and 0.9 Hz
[4J(H�4�,H�6�) and 4J(H�5�,H�7�) coupling constants, re-
spectively]. Assignment for the signals for H-5� and H-6�
protons was made by 1H–1H COSY and supported by
selective spin decoupling.


The assignment of proton signals of the tetrahydrofur-
an moiety of 1 was also based on NOE, 1H–1H COSY and


,����� �


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 158–165


CONFORMATION OF 2-(BENZOTRIAZOL-1-YL)-SUBSTITUTED TETRAHYDROFURANS 159







supported by selective decoupling. The H-3 protons
displayed cross-peaks with H-2� in the 1H–1H COSY
spectrum. The H-3� (multiplet centered at � 2.53) signal
appears at higher field than that of the H-3� proton
(multiplet centered at about � 3.16) owing to the shielding
effect of the spatially proximate benzotriazole system
(Scheme 2).


The multiplet centered at � 4.08 was unambiguously
assigned to the H-5�� H-5� protons on the basis of the
downfield 1H NMR shifts characteristic for CH—O
fragments. In the 1H NMR spectra of 2 and 3, the H-2
resonance signals appear as doublets at � 6.62
(3J = 5.1 Hz) and � 6.49 (3J = 1.2 Hz), respectively. For
2, a pseudo-equatorial orientation for the substituent
at C-3 was deduced by selective decoupling from
H-2�, which produced a triplet for H-3 with


3J(H�3�,H�4�) = 7.8 Hz; this coupling constant value
demonstrates a pseudo-axial orientation of the H-3�
proton. Moreover, an NOE effect was observed between
the H-3� and H-5� protons (Scheme 3).


3J(H�2,H�3) (trans) coupling constants previously
reported for 2-substituted (R) 3-chlorotetrahydrofurans
are 1 Hz or less for the compounds with R = OCH3 and
SPh17,18 but increase to 2.0–2.5 Hz for the derivatives
with a C-2 substituent of medium electronegativity
(benzoyl, cyano, acyl). This indicated a trans configura-
tion for compounds 3 and 5 having 3J(H�2,H�3) coupling
constants of 1.2 and 2.6 Hz, respectively. Selective
decoupling experiments carried out for the H-2 proton
in 3 showed decreasing 3J(H�3,H�4) coupling constants of
5.9 and 2.1 Hz (compared with 7.8 Hz observed for 2).
Such a set of constants supports the pseudo-equatorial
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Proton


� (ppm) and J (Hz)


1 2b 3b 4b 5d 6


H-2� 6.51 6.62 6.49 6.58 6.56 6.73–6.76
(dd; 6.6, 2.4) (d; 5.1) (br d; 1.2) (d; 6.04) (d; 2.6) (m)


H-3� 3.11–3.20 4.79 – 3.01–3.14 – 3.32–3.34
(m) (dt; 7.8, 5.1) – (m) – (m)


H-3� 2.46–2.60 – 5.38 – 3.60–3.71 3.32–3.34
(m) – (dddd; 6.1, 2.1, 1.1, 0.5) – (m) (m)


H-4� 2.31–2.45 2.71–2.87 2.92–3.04 2.13–2.38 1.86–1.98 3.32–3.34
(m) (m) (m) (m) (m) (m)


H-4� 2.10–2.25 2.66–2.79 2.45 2.23–2.38 2.58–2.64 3.32–3.34
(m) (m) (dddd; 14.0, 6.9, 3.7, 2.2) (m) (m) (m)


H-5� 3.99–4.14 4.25 4.26 4.53 4.16 –
(m) (pq; 8.1) (dt; 14.2, 8.4) (dt; 7.8, 2.6) (dt; 7.8, 2.6)


H-5� 3.99–4.14 4.25 4.42 4.12–4.21 4.02 6.73–6.76
(m) (pq; 7.2) (pq; 8.2) (m) (pq; 7.8) (m)


a The multiplicity and values of coupling constants are given in parentheses: dd, doublet of doublets; dt, doublet of triplets; m, multiplet; pq, pseudo-quartet.
b The coupling constants for 2 and 3 obtained by using selective decoupling experiments are as follows: 2, 2J(H�4�,H�4�) = 12.8 Hz; 3J(H�3�,H�4�) = 2.1 Hz;
3J(H�3�,H�4�) = 7.8 Hz; 3J(H�4�,H�5�) = 7.0 Hz, 3J(H�4�,H�5�) = 10.9 Hz; 3, 3J(H�3�,H�4�) = 2.1 Hz; 3J(H�3�,H�4�) = 5.9 Hz; 2J(H�4�,H�4�) = 13.8 Hz;
3J(H�4�,H�5�) = 8.5 Hz, 3J(H�4�,H�5�) = 8.9 Hz; 2J(H�5�,H�5�) = 8.2 Hz.
c Additional signals: � 2.05 [dd, 1H, J = 8.8, 12.4 Hz, C(3)–CHAHBN]; 2.23 [dd, 1H, J = 6.2, 12.4 Hz, C(3)–CHAHBN]; 1.62–1.72 (m, 4H, –CH2–CH2,
pyrrolidine); 2.48–2.56 [m, 4H, N(CH2)2, pyrrolidine].
d Additional signals: �A C(3)–CHAHB: �A 2.91 [dd, 1H, J = 9.9, 12.1 Hz, C(3)–CHAHB]; �B 2.58 [dd, J = 6.6, 12.1 Hz, C(3)–CHAHB]; 2.55–2.64 [m, 4H, –
N(CH2)2–, pyrrolidine], 1.71–1.80 [m, 4H, –(CH2)2–, pyrrolidine].
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orientation of the H-3� proton in 3. This, combined with
the determined trans configuration, implies a pseudo-
axial orientation of both the benzotriazole residue and the
substituent at C-3 in 3 and 5 (see Scheme 3). However,
the results of the NOE experiments were ambiguous: the
signal enhancement observed for the H-3 proton on
irradiation of either the H-2 or the H-5 protons makes this
method inapplicable for the determination of the
substituent orientation in 3 and 5.


A benzotriazole substituent effect was observed on the
vicinal coupling constant 3J(H�H) for 1. On comparison of
2-phenyltetrahydrofuran with 1 (the electronegativity of
phenyl is known to be less than that of a benzotriazol-1-yl
moiety), the coupling constants 3J(H�2�,H�3�) and
3J(H�2�,H�3�) decrease from 7.0 and 7.5 Hz for the
former compound to 6.6 (cis) and 2.4 Hz (trans),
respectively, for 1. The polar substituents OMe, Cl at
the 2- and 3-positions of the tetrahydrofuran moiety
showed lower vicinal coupling constants 3J(H�2,H�3): for
cis ca 4.0 Hz and for trans �2 Hz.2e In the case of 3, the
3J(H�2�,H�3�) is 1.2 Hz when Bt-1 and Cl occupy pseudo-
axial positions. Introduction of an electronegative atom
such as Cl at C-3 of the tetrahydrofuran ring (2 and 3)
decreased the magnitudes of 3J(H�2�,H�3�) and
3J(H�3�,H�4�) and 3J(H�4�,H�3�) compared with 2-phe-
nyltetrahydrofuran, e.g. the magnitudes of the vicinal


coupling constant 3J(H�3�,H�4�) are 8.5 and 7.8 Hz for 2-
phenyltetrahydrofuran and 2, respectively.


The signal of the anomeric H-2 proton in 3 is slightly
shifted upfield by 0.13 ppm compared with that of 2; this
could be ascribed to the deshielding effect of the Cl
substituent in the latter. Similarly, the H-3� signal of 3 at
� 5.38 is significantly downfield compared with the H-3�
signal of 2 owing to the spatial influence of the
benzotriazole heteroaromatic system.


An analogous effect of the benzotriazolyl group is
observed for the 3-(pyrrolidin-1-ylmethyl) derivative 4:
the H-3 proton of 5 is deshielded by about 0.6 ppm. The
spatial proximity of the benzotriazole system to the
C(3)—CH2 methylene group in 4 (Scheme 4) results in a
significant upfield shift of these methylene protons (�
2.05 and 2.23 compared with � 2.58 and 2.91 for the
corresponding resonance signals of 5). A similar shield-
ing effect by aryl substituents at C-2 on cis methyl groups
at C-3 was previously reported for several 2-aryl-3-
methyltetrahydrofurans.8


The configurational and conformational assignments
for 5 and 6 were also made on the basis of NOE
difference spectra (Fig. 1). For 6 irradiation of the signals
centered at � 6.74 (H-2�� H-5�) gave a nuclear
Overhauser enhancement of the H-7� resonance signal
indicating the relative trans configuration of the benzo-
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triazolyl substituents. The chemical shifts of H-3�� H-
4� and H-3�� H-4� coincide (AA�BB�-type spectrum),
confirming the chemical equivalence of these pairs of
protons and thus the uniform effect of the benzotriazolyl
groups (Scheme 5).


Single-crystal x-ray crystallography of 6 (crystalline
compounds were not obtained for 1–5) confirmed the
trans relationship of two benzotriazole substituents (Fig.
2). In agreement with the NOE results (Scheme 5) for 6 in
solution, the solid-state structure shows that the two


benzotriazole substituents occupy axial positions.
Furthermore, they both exist with conformations about
the C—N bond which have the N—N bonds almost
eclipsed with the C—C bonds [N—N—C—C torsional
angles 17.4(2) and 27.2(2)° for the two Bt groups]. In
contrast to our recent study19 that provided convincing
crystallographic evidence for a vinylogous anomeric
effect in benzotriazole-substituted heterocycles, no
definitive evidence for anomeric bonding distortions
was found in the x-ray structure of 6. Specifically, the
C—N bond lengths [1.454(2) and 1.452(2) Å] were
typical for systems lacking an anomeric bond elongation,


5�&��� �� )�4 �������
� ���
��� �� 6 � ����#� 5�������� ������ ���6� ��� ��
���� (� ����*�� .�/ "������ ���
����7 .(/3.
/
)�4 �������
� ���
���


5�&��� �� �-84� ���9�
��� �� (�.(��2����2��%�%��/�������%
�������� .3/ ,����� 6


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 158–165


162 A. R. KATRITZKY ET AL.







and the C—O bonds of the ring [1.422(2) and 1.436(2) Å]
showed no evidence of bond shortening.


The 1H NMR spectra of 1–6 in CD2Cl2 solution show
no changes on decreasing the recording temperature,
except for line broadening at �94°C.


����������� � ��� ����������� 7��� ��� ��&���
���� � ��� �+����" ���� ���1���& ��������


The carbon chemical shifts observed in 13C NMR spectra


of mono- and disubstituted tetrahydrofurans 1–6 are
collected in Table 2. The chemical shift assignment of
carbon atoms was made on the basis of HETCOR spectra.
A representative example of the 1H–13C HETCOR
spectra is shown for 5 in Fig. 3.


Changes in chemical shifts compared with unsubsti-
tuted tetrahydrofuran20 (especially pronounced for the
C-2 atom) are induced both by a benzotriazol-1-yl group
and by a C-3 substituent. Introduction of the benzotria-
zolyl group into the 2-position shifts the C-2, C-3, C-4
and C-5 signals by �19.5, �5.0, �1.5, and �1.4 ppm,


-���� �� �#� ),- 
���
�� ����� .�� ���/ ��� ���%(��� 
�����0 
�������� :�1.�� �	� /� 	2; ��  %.(��2����2��%�%
��/���������������� �33


Compound 1J(C�2, H�2) (Hz)


Tetrahydrofuran carbons Benzotriazole carbons


C-2 C-3 C-4 C-5 C-4� C-5� C-6� C-7� C-3�a C-7�a


1 167.8 87.9 30.8 24.3 69.3 119.8 124.1 127.4 110.4 146.2 132.8
2 165.5 88.8 57.8 33.3 68.3 119.8 124.0 127.6 110.3 145.4 133.4
3 172.6 93.6 59.8 34.9 68.9 119.9 124.4 128.1 109.9 145.9 132.7
4a 164.5 88.3 44.2 28.4 69.8 119.5 123.8 126.9 110.1 145.1 133.2
5b 166.6 90.6 43.0 29.6 68.6 119.7 124.1 127.4 110.6 146.2 132.9
6 172.8 87.6 30.2 30.2 87.5 120.1 124.4 128.0 109.6 146.2 132.8


a Additional signals: �[C(3)–CH2N] = 54.0 ppm; �(NCH2CH2 of pyrrolidine) = 54.4 ppm; �(NCH2CH2 of pyrrolidine) = 23.3 ppm.
b Additional signals: �[C(3)–CH2N] = 58.6 ppm; �(NCH2CH2 of pyrrolidine) = 54.1 ppm; �(NCH2CH2 of pyrrolidine) = 23.3 ppm.


5�&��� �� 	48��- ���
���� �� 6 � ����#


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 158–165


CONFORMATION OF 2-(BENZOTRIAZOL-1-YL)-SUBSTITUTED TETRAHYDROFURANS 163







respectively, compared with those of unsubstituted
tetrahydrofuran. The effect of a second benzotriazolyl
group in the 5-position is the same.


From 1H coupled 13C NMR spectra, the 1J(C�2�H�2)


coupling constants (ca 164–173 Hz) (Table 2) were
obtained for 1–6. The magnitude of the 1J(C�2,H�2)


coupling constant observed for 1–6 is comparable to
those for a number of carbohydrates
[1J(C�2,H�2eq) = 168–172 Hz]13 and also 2,3-anhydro-O-
furanosides [1J(C�2,H�2) = 166–173 Hz],21 supporting our
conclusion on the pseudo-axial orientation of the Bt-1
group in 1–6 (Scheme 6).


�'��0.,%'�


The conformational behavior of a series of mono- and
dibenzotriazol-1-yl-substituted tetrahydrofurans was stu-
died, and electronic and steric effects of the benzotria-
zolyl groups were evaluated. The preferable quasi-axial
orientation of the 2-benzotriazolyl substituent, indepen-
dent of the nature of a substituent at the 3-position, was
demonstrated, in contrast to our previous findings with
tetrahydropyran analogs.


/8*/
%	/�-�0


2-(Benzotriazol-1-yl)tetrahydrofurans 1–6 were prepared
according to literature procedures.22


1H, 13C and two-dimensional NMR spectra (H–H-
COSY, NOESY, HETCOR, HETCOR-LR) and differ-
ence NOE experiments were recorded using a Varian
GEMINI-300 MHz instrument in 5 mm NMR tubes in
CDCl3 solution (Cambridge Isotope Laboratories) at
25°C. Chemical shifts (�) are expressed in parts per
million (ppm) from tetramethylsilane as an internal
standard. The thermometer was calibrated using metha-
nol and ethylene glycol standards for low and high


temperatures, respectively, and the deviations in the
recording temperature did not exceed � 0.5°C.


Two-dimensional homonuclear correlation 1H–1H-
COSY spectra were recorded with a 1024 � 1024 data
matrix and 256 time increments of each 16 scans, in
magnitude mode, and processed with zero-filling in F1


and unshifted sine-bell apodization function. For the
proton composite pulse decoupled (WALTZ-16) 13C
NMR experiments, the conditions were as follows:
spectral width 14000 Hz (220 ppm), number of data
points 65K, acquisition time 0.8 s, recycle delay 2 s and
flip angle 30°. The FIDs in 1H and 13C experiments were
apodized by an exponential windowing prior to Fourier
transformation (WFT) in order to improve the signal-to-
noise ratio in the NMR spectra.


Selective spin decoupling experiments were carried
out with spectral width 4.5 kHz, acquisition time 3.2 s,
number of data points 65K, pulse width 30° and number
of scans 4, using a 300 MHz Mercury NMR instrument
(Varian) with a linear amplifier. A decoupler power
(dpwr) of 25 dB was used for selective decoupling.


Two-dimensional nuclear Overhauser correlation
spectra (NOESY) were also recorded using a
1024 � 1024 data matrix and 256 time increments of
each 16 scans (mix time 1.5 s), in phase-sensitive mode,
and processed with a gauss apodization function. For the
HETCOR and HETCOR-LR spectra, the conditions were
as follows: spectral width ca 9900 Hz for 13C and ca
2900 Hz for 1H spectra, pulse width 90°, relaxation delay
1.0 s, number of increments 256 or 512, FT size
2048 � 1024 and acquisition time ca 5.25 h.


For the NOE difference experiments, the NMR sample
was prepared by dissolving ca 10 mg of a compound in
0.7 ml of CDCl3 in a 5 mm NMR tube. The tube was
purged with argon for 1 min to remove dissolved oxygen
before running NOE experiments.


8���� ���������&��1��� Data were collected with a
Siemens SMART CCD area detector, using graphite
monochromatized Mo K� radiation (� = 0.71073 Å). The


,����� 3
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structure was solved by direct methods using SHELXS23


and refined on F2, using all data, by full-matrix least-
squares procedures using SHELXL.24 Hydrogen atoms
were included in calculated positions, with isotropic
displacement parameters 1.2 times the isotropic equiva-
lent of their carrier carbons.


������� ���� 	
� 3� C16H14N6O, MW 306.33, monoclinic,
P21/c, a = 15.548(4), b = 6.320(1), c = 15.052(4) Å, � =
104.255(3)°, V = 1433.5(6) Å3, Z = 4, T = �105°C,
F(000) = 640, � (Mo K�) = 0.096 mm�1, Dcalcd =
1.419 g cm�3, 2�max = 53° (CCD area detector, 99%
completeness), wR(F2) = 0.0972 (all 2898 data),
R = 0.0379 (2451 data with I � 2�I).
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ABSTRACT: The reactions of 1-bromo-, 2-bromo-, 1,3-dibromo- and 1,4-dibromoadamantane with �CH2NO2


anions were studied in DMSO and in liquid ammonia. The photostimulated reaction of 1-haloadamantane (1-AdX,
X = Br, I) or 2-AdBr with �CH2NO2 anions gave good yields of the substitution product 1-AdCH2NO2 and
2-AdCH2NO2, respectively, in the presence of the enolate anions of acetone (entrainment conditions). On the other
hand, 1-adamantanol was the main product of the reaction performed in DMSO without irradiation, but not in liquid
ammonia. 1,3-Dibromo and 1,4-dibromoadamantane reacted with �CH2NO2 anions under irradiation in the presence
of the enolate anions of acetone. The first compound gave the disubstitution product 11, and the second the
monobromo-substitution products 15 and 16, together with the disubstitution product 17. Compounds 15 and 16 were
shown to be intermediates in the formation of 17. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: SRN1; haloadamantanes; nitromethane anion; electron transfer
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The reactivity of the bridgehead halides with different
nucleophiles depends on the strain energy, the nature of
the leaving group, the nucleophiles and the solvent.
Bridgehead halides have a high-energy barrier for a polar
mechanism owing to strain factors and some of these
halides have been found to react by the SRN1 mechan-
ism.1 The SRN1 mechanism is a chain process. The
initiation step [Eqn. (1)] is an electron transfer (ET) from
the nucleophile or from a suitable electron source to give
the radical and the halide ion by a dissociative ET.2 The
propagation steps consist in the coupling of the radical
with the nucleophile to give a radical anion [Eqn. (2)],
which by ET to the substrate [Eqn. (3)], forms the inter-
mediates necessary to continue the propagation cycle.


�1�


�2�


�3�


A reaction between a nucleophile and a substrate may
show low efficiency in the initiation, but be fairly reactive
at propagation. The addition of another nucleophile that
is more reactive at initiation increases the generation of
the reactive intermediates and allows the less reactive
nucleophile to start its own propagation (entrainment
reaction).1


In liquid ammonia solution, the photostimulated
reaction of 1-iodoadamantane (1-AdI) with several
carbanions such as those derived from acetone, N-
acetylmorpholine, acetylacetone or acetonitrile afforded
the reduction product adamantane (AdH) and the dimeric
product 1,1�-biadamantane (1-Ad)2


3 as the only products.
However, the reaction of 1-AdI with the anion from
N-acetylthiomorpholine has been successfully achieved
under irradiation or in the presence of FeBr2 in DMSO.4


In a detailed kinetic study, it has been shown that the
reaction of 1-AdI with N-thioacetylmorpholine anion
gave good yields of substitution products with as low as
0.6–1.6 mol% of FeBr2 in DMSO.5


In DMSO solution, the photostimulated reaction of
1-AdI with acetone enolate anions gave AdH (17%) and
1-adamantylacetone (20%). Higher yields of substitution
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Universidad Nacional de Córdoba, Ciudad Universitaria, Haya de
la Torre esq. Medina Allende, 5000 Córdoba, Argentina.
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product were obtained with acetophenone enolate anions,
which gave AdH in low yield, and 48% of 1-adamantyl-
acetophenone (or 65% in presence of 18-crown-6 ether)
under irradiation6,7 or 85% in the reaction induced by
FeBr2.8 The photostimulated reaction of 1-AdI with
anthrone anion also gave good yields (75%) of the
substitution product in DMSO.7


On the other hand, no reaction has been observed under
irradiation of 1-AdI with �CH2NO2 ion. However, this
anion gave the substitution product in the presence of
acetophenone (58%) or acetone enolate anions (87%) as
entrainment nucleophiles under irradiation6,7 or in the
presence of FeBr2


8 in DMSO. Even though the 1-Ad.
radicals are formed under photostimulation with acetone
enolate ion [Eqn. (1)], they do not couple with the
nucleophile to follow the SRN1 mechanism at least at a
rate to compete with other reactions (reduction or
dimerization). The �CH2NO2 ion is unable to initiate
the photostimulated SRN1 reaction, but it does propagate
the chain cycle very efficiently.7 The following relative
reactivity order has been determined for the reaction of
1-Ad. radical with the carbanions from anthrone (80)7


�CH3NO2 (32)7 � CH3COPh (11)7 � N-acetylthiomor-
pholine (3.3)4 � CH3COCH3 (1.0).7


We have investigated the reactions of 1-bromo-,
2-bromo-, 1,3-dibromo- and 1,4-dibromoadamantane
with �CH2NO2 anions in DMSO and in liquid ammonia
by the SRN1 mechanism. This approach provides a facile
preparation of adamantyl compounds bearing a nitro
group. Since a nitro group is readily transformed into a
number of other useful functional groups,9 this extends
the synthetic value of the reaction.


�!� "�� ��� ���� �����
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1-AdCl did not react with �CH2NO2 anions in liquid
ammonia in the dark. There is a sluggish reaction under
irradiation, even in the presence of acetone enolate
anions as entrainment reagent, but in DMSO 20% yield of
the substitution product was obtained (Table 1, expts 1
and 2). There was no dark reaction of 1-AdBr with
�CH2NO2 anions (in the presence of acetone enolate
anions), but it reacted under photostimulation in the
presence of acetone enolate anions to give the
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Expt Substrate Conditions X� (%)b AdCH2NO2 (%)c Other products (%)c


1 1-AdCl NH3, hv, 300 min 8 4d —
2 1-AdCl DMSO, hv, 360 min 27 20 AdH (9)
3 1-AdBr NH3, dark, 360 min �1 —d —
4 1-AdBr NH3, hv, 360 min 96 83e —
5 1-AdBrf NH3, hv, 360 min �5 2d —
6 1-AdBr NH3, hv, 360 min, p-DNBg 21 17 —
7 1-AdBrf DMSO, dark, 360 min 36 — 1-AdOH (35)
8 1-AdBr DMSO, hv, 360 min 82 50 1-AdOH (37)
9 1-AdBr DMSO, dark, 360 min 38 — 1-AdOH (35)


10 1-AdBrf DMSO, dark, 360 min, p-DNBg 58 — 1-AdOH (53)
11 1-AdBrf DMSO, hv, 360 min 67 — 1-AdOH (66)
12 1-AdBrf DMSO, dark, 360 min, t-BuOHh 69 — 1-AdOH (64)
13 1-AdBri DMSO, dark, 120 min �1 —d —
14 1-AdBri DMSO, hv, 360 min 98 —j —
15 1-AdI NH3, dark, 240 min �1 —d —
16 1-AdI NH3, hv, 240 min 77 70e AdH (10)
17 1-AdIf DMSO, dark, 360 min 53 — 1-AdOH (57)
18 1-AdI DMSO, hv, 360 min 93 87 1-AdOH �4
19 2-AdBr NH3, dark, 300 min �1 —d —
20 2-AdBr NH3, hv, 300 min 77 68 AdH (11)
21 2-AdBr DMSO, dark, 360 min �5 —d —
22 2-AdBr DMSO, hv, 360 min 68 62 AdH (6)


a Substrate concentration, 2.5 � 10�3
M; nitromethane anion, 3 � 10�2


M; acetone enolate anion, 2 � 10�2
M, unless indicated otherwise.


b Determined potentiometrically.
c Quantified by GC using the internal standard method, unless indicated otherwise.
d Most of the substrate was recovered.
e Isolated yield.
f Only the nitromethane anion was present.
g p-Dinitrobenzene (20 mol%) was added.
h tert-Butanol (5 ml) was added.
i Only the acetone enolate anion was present.
j


Adamantane (56%) was the only product found. Some adamantane is lost in the work-up.
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1-AdCH2NO2 in 83% isolated yield [Eqn. (4)].


�4�


As the �CH2NO2 anion reacts 32 times faster than
acetone enolate anion,7 no substitution products derived
from the latter were found (entrainment reactions). The
photostimulated reaction in presence of acetone enolate
anions was inhibited by p-dinitrobenzene, (p-DNB), a
well-known inhibitor of SRN1 reactions1 (Table 1, expts
3–6).


Similar entrainment has been described previously in
the reaction of 1-AdI7 and also 2-AdI10 with �CH2NO2


anions by the SRN1 mechanism in DMSO.
Another feature that emerged from the reaction of


1-AdBr with �CH2NO2 anions (with or without acetone
enolate anions) in DMSO, either in the dark or under
irradiation, is the formation of significant amounts of
1-adamantanol (1-AdOH) (360 min, 35–37% yield). This
‘solvolytic’ product was unexpected, owing to the low
reactivity of 1-AdBr in SN1 substitution reactions.


In order to determine if an ET was involved in the
formation of 1-AdOH, we performed the reaction of
1-AdBr and �CH2NO2 anions in the presence of p-DNB
to inhibit the radical reaction. In this case there was an
increase in the percentage of 1-AdOH (53% yield) and no
substitution by �CH2NO2 anions. This result shows that
1-AdOH is formed through a polar pathway.


One possibility is a bromophilic reaction to give
1-adamantyl anion, which is attacked by the oxygen of
the nucleophile to give an oxime, which then is
hydrolyzed to 1-AdOH in the work-up. When we carried
out the reaction of 1-AdBr and �CH2NO2 anions in the
presence of t-BuOH to trap any carbanion derived from
adamantane, 1-AdOH was formed in 64% yield, and no
AdH was found. Also, the yield of 1-AdOH increased
when the reaction of 1-AdBr and �CH2NO2 anions was
irradiated in the absence of acetone enolate anions (Table
1, expts 10–12). 1-AdBr did not react in the dark with
acetone enolate anions, nor was 1-AdOH formed,
whereas under irradiation the main product was AdH,
as has been reported previously3 (Table 1, expts 13 and
14).


Although the mechanism of formation of 1-AdOH is
still unknown, it seems to operate only with �CH2NO2


anions in the dark at room temperature in DMSO. The
fact that 1-AdBr did not react with acetonate anions in
DMSO, and that when it reacts with �CH2NO2 anions the
formation of 1-AdOH was not inhibited by p-DNB or by
t-BuOH, suggest that 1-AdOH is formed by a polar
bromophilic type mechanism within a solvent cage
reaction to furnish the observed product. More experi-
mental studies remain to be undertaken to elucidate this
novel substitution of 1-AdBr.


There was no reaction in the dark of 1-AdI with
�CH2NO2 anions (in the presence also of acetone enolate


anions) in liquid ammonia. Under the same experimental
conditions, but under photostimulation, 1-AdCH2NO2


was obtained in 70% isolated yield together with 10% of
AdH (Table 1, expts 15 and 16).


In DMSO, the dark reaction of 1-AdI with �CH2NO2


anions afforded 1-AdOH (57%) in the same fashion as
did 1-AdBr. In contrast, under irradiation, 1-AdCH2NO2


was formed (87% yield), along with small amounts of
1-AdOH. These results indicate that in the dark 1-AdI
reacted only by a polar mechanism with �CH2NO2


anions to furnish 1-AdOH, but under irradiation the SRN1
mechanism takes over the polar reaction to give mainly
the substitution product. On the other hand, 1-AdCl did
not give 1-AdOH in the reaction with �CH2NO2 anions in
DMSO.


Entrainment was also needed in order to substitute
2-AdBr in liquid ammonia and DMSO with �CH2NO2


anions to give the substitution product 2-AdCH2NO2 in
68 and 62% yields, respectively, together with a small
amount of AdH (6–11%). No dark reactions were
detected (Table 1, expts 19–22). Again, the 2-position
of the adamantane ring shows a lower reactivity in
Polar11 and free radical reactions compared with that of
the 1-position.12,13 It has been reported that 2-AdBr
reacts with Ph2P� ions under irradiation whereas 2-AdCl
does not. The latter reacts, however, with Me3Sn� ions to
give the substitution product in high yield.13 In competi-
tion experiments, 1-AdBr was shown to be 1.4 times
more reactive than 2-AdBr toward Ph2P� ions, whereas
1-AdCl is 12 times more reactive than 2-AdCl toward
Me3Sn� ions.13 Previously, the photostimulated reaction
of 2-AdI in DMSO with carbanionic nucleophiles to
afford substitution products by the SRN1 mechanism has
been described.10
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The SRN1 reactions of nucleophiles with substrates
bearing two leaving groups afford either the monosub-
stitution or disubstitution product depending on the
structure of the substrate, the nature of the nucleofugal
groups and their spatial separation, or the nucleophile.1


1-Iodo-2-chloroadamantane and 1-chloro-2-iodoada-
mantane are known to react with acetophenone enolate
anions under irradiation to afford the chloro monosub-
stitution product and small amounts of the disubstitution
product. The chloro monosubstitution products have been
shown to be intermediates in the formation of disubstitu-
tion compounds.10


A similar behavior has been found with 1,2-diiodoa-
damantane (1), which reacted with �CH2NO2 anions
under irradiation to give the monosubstitution product
with retention of iodine 2 (traces of iodine in the
2-position were found, indicating that the radical anion
fragment faster at the 1-position) and the disubstitution
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product 3 [Eqn. (5)]. In this reaction acetone enolate
anions were used as the entrainment reagent. At short
irradiation times, the main product is 2, but at longer
irradiation times, the disubstitution product 3 is the main
product, indicating that 2 is an intermediate to furnish
3.10


�5�


Different results were obtained in the photostimulated
reaction of 1,3-diiodoadamantane with nitromethane
anion in DMSO [Eqn. (6)]. In this case, the only product
obtained by the SRN1 mechanism, is the ring opened 4.14


�6�


The formation of 4 has been explained considering that
once the 3-iodoadamantyl radical is formed, it couples
with the nucleophile to give the radical anion inter-
mediate 5, which by an intermolecular ET to the substrate
forms the halomonosubstitution product 6. This com-
pound is deprotonated in the basic reaction conditions to
give the carbanion 7, which by a ring-opening reaction
renders 8, which is deprotonated to give the carbanion 9.
This carbanion transforms into the most stable isomer 4


after acidification of the reaction [Eqns (7) and (8)].


�7�


�8�


1,3-Dibromo- and 1-bromo-3-chloroadamantane did
not react with �CH2NO2 anions (�5%) under irradiation
(3 h) in DMSO.14 There is no reaction of 1,3-dibromo-
adamantane (10) with �CH2NO2 and acetone enolate
anions in DMSO in the dark, but under irradiation it
affords the disubstitution product 11, in yields that
depend on the experimental conditions. When the
substrate concentration is decreased from 10 � 10�3 to
2.5 � 10�3 M, the yield of 11 increases from 25 to 84%
[Eqn. (9)] (Table 2, expts 1–4).


�9�


In liquid ammonia, 10 did not react with �CH2NO2 and
acetone enolate anions, but under irradiation it afforded
the disubstitution compound 11 in high yields (80%)
(Table 2, expts 5–7).


����� #� &�
����� �' ������
�

��
��� )��( ���*��* 
�� 
������ ����
�� 
����� �� �"+�


Expt Substrate (M � 103) �CH2COCH3/�CH2NO2 (M � 103) Conditions (min) Br� (%)a Disubstitution product (%)


1 10, 2.5 20/30 Dark (360) �1 —b


2 10, 10 20/60 hv (360) 36 11, 25c


3 10, 5 20/30 hv (300) 73 11, 49c


4 10, 2.5 20/30 hv (360) 89 11, 84c


5d 10, 2.5 20/30 hv (300) 81 11, 80c


6d 10, 2.5 20/30 Dark (300) �5 —e


7 14,f 1.8 20/30 Dark (360) �5 —b


8 14,f 1.8 20/30 hv (360) 72 17, 47g


9d 14,f 1.8 20/30 hv (360) 82 17, 77h


a Determined potentiometrically considering two bromide ions per molecule of substrate.
b Substrate (97%) was quantified with 1-bromonaphthalene as reference.
c Quantified by GC using the internal standard method with Ph3As as reference.
d In liquid ammonia as solvent.
e Substrate (88%) was quantified with 1-bromonaphthalene as reference.
f A mixture of E- and Z-isomers was used.
g Quantified by GC with 1-bromonaphthalene as reference. 1-AdCH2NO2 (5%), 2-AdCH2NO2 (2%) and a mixture of (E)- and (Z)-4-bromo-1-
nitromethyladamantane (15) and 1-bromo-4-nitromethyladamantane (16) isomers (32%) were quantified.
h Isolated yield.
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To fact that the formation of 11 does not occur through
the intermediacy of the monosubstitution product
1-bromo-3-nitromethyladamantane is shown by a plot
of product formation vs time, which indicates that the
production of 11 and the decrease of 10 occur
simultaneously (Fig. 1).


Under irradiation, 10 receives an electron from the
acetone enolate ion and fragments to afford 3-bromo-
adamantyl radical, which couples with �CH2NO2 anions
to give the radical anion intermediate 12, which by an
intramolecular ET to the other C—Br bond forms the
radical 13 to continue the chain propagation step and
ultimately give 11 [Eqn. (10)].


�10�


The fact that with 1,3-diiodoadamantane the intermol-
ecular ET to the substrate to give 1-iodonitromethyl-
adamantane as an intermediate is faster than the
intramolecular ET to the other C—I bond might be
ascribed to the better electron acceptor capability of
1,3-diiodoadamantane with respect to the dibromo
derivative 10. The lack of formation of ring opening
product, in the sense of Eqn. (6), is another factor which
indicates that 1-bromo-3-nitromethyladamantane is not
an intermediate in these reactions,


On the other hand, a mixture of isomers (E and Z) of
1,4-dibromoadamantane (14) did not react in the dark
with �CH2NO2 and acetone enolate anions in DMSO, but
under irradiation it gave (32%) of the monosubstituted
compounds 1-bromo-4-nitromethyladamantane (15) and


4-bromo-1-nitromethyladamantane (16) (a mixture of E-
and Z-isomers) together with 47% yield of the disubstitu-
tion product 17 (E- and Z-isomers in a 1:1 ratio) [Eqn.
(11)] (Table 2, expts 7 and 8).


�11�


These results indicate that 14 also reacts with
�CH2NO2 anions (with acetone enolate anions as
entrainment reagent) by the SRN1 mechanism. When 14
receives one electron, it fragments either at the 1- (major)
or at the 4-position (minor) to give radicals that react with
�CH2NO2 anions to furnish the radical anions 15.� and
16.�; the main reaction pathway of these radical anion
intermediates is the intermolecular ET to 14 to give 15
and 16 as products the ratio of products 15 and 16 is ca
4:1, which indicates that the 1-position fragments faster
than the 4-position, as found previously15. This ET is
faster than the intramolecular ET to the C—Br bond, in
contrast to the behavior shown by the 1,3-dibromo isomer
10, for which the intramolecular ET is faster than the
intermolecular ET. The same behavior has been found in
the photostimulated reactions of 10 and 14 with Me3Sn�


ions in liquid ammonia.15


On the other hand, the photostimulated reaction of 14
with �CH2NO2 and acetone enolate ion furnishes 17 in
77% isolated yield in liquid ammonia (Table 2, expt 9).


����" �����


In the photostimulated reaction of 1-iodo-, 1-bromo-,
2-bromo- and 1,3-dibromoadamantane with �CH2NO2


anions in the presence of an entrainment reagent
(acetonate anion) it is possible to achieve the synthesis
of mono- and disubstitution products in very good yields
by the SRN1 mechanism either in liquid ammonia or
DMSO. In DMSO and under similar reaction conditions
1-AdBr gives 1-AdOH through a competitive process.


On the other hand, a very low yield of substitution is
obtained by reaction of 1-AdCl with �CH2NO2 anions (in
the presence of acetone enolate anions) under irradiation
in either liquid ammonia or DMSO.


The reaction of 1,4-dibromoadamantane with
�CH2NO2 and acetone enolate anions under irradiation
renders the bromo monosubstitution product as an
intermediate, in contrast to the similar reaction of
1,3-dibromoadamantane where no intermediate was
observed.


(��)�� �� &��
���� ������ �' �(� �����
�� �' ������
�� �* ,�-

�� �(� '��
���� �' �� ,�- �� �"+� �� ���!
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The procedure here reported is an easy method for
preparing adamantyl compounds containing nitro groups,
which will allow the synthesis of other adamantyl
derivatives. Therefore, we will continue the study with
other nitranions to define the scope and limitations of
these reactions.


!+,!��'!���"


-������ ������	


NMR spectra were recorded on a Bruker AC-200 NMR
spectrometer. Mass spectral measurements were obtained
with a Shimadzu GCMS QP5050 GC-17A gas
chromatograph–mass spectrometer system. Gas chroma-
tographic (GC) analyses were performed on a Hewlett-
Packard 5890 Series II instrument with a flame-ionization
detector and a Hewlett-Packard 3396 Series II data
system, using an HP5 (5% methylsilicone, 0.5 m �
0.53 mm i.d.) column. Irradiation was conducted in a
reactor equipped with two 400 W UV lamps emitting
maximally at 350 nm (Philips Model HPT, water-
refrigerated). Column chromatography was performed
on silica gel (70–270 mesh ASTM). Potentiometric
titration of halide anions was performed with a pH meter
(Orion Model 420A), using an Ag/Ag� electrode and
AgNO3 as standard. Melting-points were obtained with a
Büchi 510 apparatus and are not corrected.


'�������	


1- and 2-AdBr, 1-AdI, 1-AdCl, 1,3- and 1,4-dibromo-
adamantane, acetone, nitromethane, and potassium tert-
butoxide were commercially available and used as
received.


,����	���)����� ��������	 �
 ������ #���� ���
��% ��� ��&�����������������	 ���� ��$#��#
�� ��.)�� �������


The following procedure is representative of these
reactions. To 300 ml of distilled ammonia were added
CH3NO2 (3 mmol) and (CH3)2CO (2 mmol) and then
t-BuOK (5 mmol) and 10 min after the last addition when
no more solid was present, �CH2NO2 and �CH2COCH3


anions were ready for use. The haloadamantane (1 mmol)
dissolved in 1 ml of anhydrous diethyl ether was added to
the solution and the reaction mixture was irradiated.
Then, the reaction was quenched with an excess of
ammonium nitrate and the ammonia was allowed to
evaporate. The residue was dissolved with water and then
extracted with diethyl ether. The products were isolated
by column chromatography. In the other experiments the


products were quantified by GC using the internal
standard method.


,����	���)����� ��������	 �
 ������ #���� ���
��% ��� ��&�����������������	 ���� ��$#��#
����� �� �'��


The following procedure is representative. The reactions
were carried out in a 250 ml three-necked round-
bottomed flask equipped with nitrogen inlet and magnetic
stirrer. To 100 ml of dry and degassed DMSO under
nitrogen were added CH3NO2 (3 mmol) and acetone
(2 mmol) and then t-BuOK (5 mmol) and 10 min after
last addition when no more solid was present, �CH2NO2


and �CH2COCH3 anions were ready for use. After
15 min, 1-AdX (1.0 mmol) was added and the reaction
mixture was irradiated. Then, the reaction was quenched
with an excess of ammonium nitrate. The residue was
dissolved with water (300 ml) and then extracted with
diethyl ether (100 ml). The products were isolated by
column chromatography. In the other experiments the
products were quantified by GC using the internal
standard method.


�������� ���� ��$#��# ����� �� ��� ���/


The procedure was similar to that for the previous
reaction, except that the reaction flask was wrapped with
aluminum foil.


��������� �������� ���� ��$#��# �����


The procedure was similar to that for the previous
reaction, except that p-DNB was added to the solution of
nucleophile prior to substrate addition.


�	������� ��� ������0������ �
 ��� 1���)��	


��������	�
 Isolated as a yellow oil after column
chromatography on silica gel, eluted with petroleum
ether–diethyl ether (98:2) and identified by comparison
with an authentic sample.7


��������	�
 Isolated as a yellow oil after column
chromatography on silica gel, eluted with petroleum
ether–diethyl ether (98:2) and identified by comparison
with an authentic sample.10


����.������������������������
 Isolated as a white
solid after column chromatography on silica gel, eluted
with petroleum ether–diethyl ether (90:10); m.p. decomp.
�185°C. 1H NMR (CD3COCD3), �: 1.26–2.52 (14H, m);
4.35 (4H, s). 13C NMR (CD3COCD3), �: 28.32, 35.46,
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35.60, 38.94, 41.88 and 87.32. MS (EI�), m/z (%): 208
(19), 177 (13), 161 (27), 160 (12), 147 (26), 133 (29), 131
(15), 119 (39), 117 (18), 107 (16), 106 (14), 105 (77), 93
(42), 91 (100), 81 (42), 79 (66), 77 (42), 69 (12), 67 (35),
65 (17), 55 (23), 53 (17).


,/-� ��� ,0-������������������������������
 Isolated
as a mixture of E- and Z-isomers (ratio 1:1) as a light
yellow liquid after column chromatography on silica gel,
eluted with petroleum ether–diethyl ether (90:10). 1H
NMR (CDCl3), �: 1.34–2.14 (26 H, m); 2.45–2.57 (2H,
m); 4.11 (2H, s); 4.13 (2H, s); 4.44 (2H, d); 4.53 (2H, d).
13C NMR (CDCl3), �: 27.33, 29.73, 29.97, 30.35, 33.98,
34.09, 36.92, 39.83, 39.99, 40.45, 42.10, 42.20, 78.13,
78.21, 86.81 and 87.00. MS (EI�), m/z (%): 209 (4), 208
(15), 207 (20), 162 (6), 161 (19), 149 (26), 148 (4), 147
(16), 135 (21), 134 (10), 133 (54), 119 (59), 105 (73), 91
(100), 79 (91), 67 (48), 55 (30), 41 (26) and 209 (10), 207
(13), 162 (5), 161 (22), 149 (24), 148 (5), 147 (14), 135
(20), 134 (4), 133 (58), 119 (52), 105 (89), 91 (100), 79
(89), 67 (54), 55 (37), 41 (20).


,/-� ��� ,0-���������������������������������
 Iso-
lated as a mixture of E- and Z-isomers (ratio 1:1) as a
light yellow liquid after column chromatography on silica
gel, eluted with petroleum ether–diethyl ether (96:4). 1H
NMR (CDCl3), �: 1.21–2.61 (13H, m); 4.16 (2H, s); 4.57
(1H, m). 13C NMR (CDCl3), �: 26.73, 34.14, 34.20,
36.33, 37.35, 39.86, 60.51, 87.00. MS (EI�), m/z (%):
194 (67), 147 (81), 135 (32), 119 (53), 105 (65), 91 (100),
79 (61), 67 (40), 55 (19), 41 (22).
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ABSTRACT: Dilute solutions of the (E )- and (Z )- isomers of pent-1,3-dienyl-2-cations (1) were obtained from
reaction of 4-chloro-1,2-pentadiene (2) with SbF5 in SO2ClF/SO2F2 at �135°C using high-vacuum co-condensation
techniques. The experimental NMR spectra of the mixture of the two isomers were compared with quantum chemical
13C NMR chemical shift calculations at HF-SCF, MP2, CCSD and CCSD(T) levels using MP2/tzp geometries.
Quantum chemical shift calculations were performed with a tzp basis (9s5p1d/5s3p1d) for carbon and a dz basis
(4s/2s) for hydrogen using gauge-including atomic orbitals (GIAOs). The HF-SCF calculations deviate significantly
for the positively charged carbon atoms of the allyl-type resonance system showing up to 40 ppm too deshielded
values compared with the experimentally observed chemical shifts. The HF-SCF approach is therefore not sufficient
in predicting satisfactorily the shielding tensors in this type of carbocation. Inclusion of electron correlation, however,
allows an unequivocal assignment of the spectra of the Z- and E-isomers. The mean deviation between experimental
and calculated NMR chemical shifts at the CCSD(T) level is 1.8 and 2.0 ppm for (Z)- and (E)-1, respectively. The
dienyl cations (E/Z)-1 are the smallest vinyl cations ever generated as persistent species in superacidic solutions and
observed by 13C NMR spectroscopy. These carbocations were structurally fully characterized by advanced ab initio
quantum chemical calculations of structure and NMR chemical shifts. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: carbocations; vinyl cations; NMR spectroscopy; quantum chemical calculations; coupled-cluster
NMR chemical shift calculations
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The interplay between theory and experiment is espe-
cially successful in the field of reactive intermediates.
The accurate prediction of the spectroscopic properties of
short-lived molecules by modern quantum chemistry
facilitate their experimental characterization and identi-
fication. The combined ab initio–IGLO (or GIAO)–NMR
approach has proven to be more than only a substitute for
unavailable x-ray structures in carbocation chemistry.1,2


However, the disregard or the non-biased treatment of
electron correlation in ab initio NMR chemical shift
calculations leads in difficult cases to unsatisfactory or
even erroneous results. Prominent examples, where
theoretical methods for the ab initio calculation of


NMR chemical shieldings based on Hartree–Fock theory
fail, are, among others,3 unsaturated carbocations such as
allyl4 and vinyl cations.5 We will show in this paper that
also for another family of unsaturated carbocations, the
dienyl cations, the combined ab initio–GIAO–NMR
approach leads to very good agreement with experiment,
provided that electron correlation is adequately included.


Stabilized vinyl cations have recently become avail-
able as long-lived species in solution and have been
studied by 13C NMR spectroscopy.6 Vinyl-substituted
vinyl cations (dienyl cations) are efficiently stabilized by
�-conjugation. A dienyl cation C is best described as a
resonance hybrid between an �-vinylvinyl cation
(1,3-dien-2-yl cation, A) and an allenylmethyl cation
(1,2-butadien-4-yl cation, B) (Scheme 1).


Substituted dienyl cations are formed in the course of
solvolysis reactions as short-lived intermediates by
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ionization of methyl-substituted 2-bromo-1,3-buta-
dienes.7 The acid-catalyzed hydrolysis of �-allenyl
alcohols proceeds via dienyl cation intermediates to give
�,�-unsaturated ketones.8 Using superacids, appropriate
experimental methods and suitable progenitors, this
reaction can be terminated at the carbocation stage.
Reaction of methyl substituted tertiary �-allenyl alcohols
with SbF5 in non-nucleophilic solvents at low tempera-
tures leads to formation of corresponding persistent
dienyl cations in solution.9


���",#� -�* *(�+"��()�


The electron distribution in dienyl cations is sensitive to
the substitution pattern at the terminal C-atoms C-� and
C-��. Decreasing substitution at C-�� should be accom-
panied by charge transfer to C-�. Thus, the contribution
of the vinyl cation resonance structure should be enforced
by decreasing substitution at C-��. Following this lead, we
prepared stable ion solutions of secondary dienyl cations.
Using advanced co-condensation techniques, dilute
solutions of the E- and Z-isomers of pent-1,3-dienyl-2-
cations (1) were obtained from reaction of the secondary
allenylethyl chloride 2 with SbF5 in SO2ClF/SO2F2 at
�135°C (Scheme 2).10,11


Two sets of five signals were observed in the 13C NMR
spectra (see Fig. 1 and Table 1). Each set corresponds to
one stereoisomer E- or Z-1, respectively [for con-
venience these notations are used for (E)-1 and (Z)-1].


The intensity ratio between each pair of signals is
1:1.4, indicating a predominance of one isomer. The two
isomers E- and Z-1 do not interconvert up to �90°C,
when the cation decomposes rapidly. In qualitative
agreement, quantum chemical calculations (MP2/tzp) of
the perpendicular conformer of 1 (point group = C1),
which is the transition state for the interconversion of the


(E)- and (Z)-isomers, predict a high barrier of 23 kcal
mol�1 for the (E/Z) isomerisation. The assignment of the
13C NMR signals of (E)- and (Z)-1 were made using 1H-
coupled 13C NMR spectra.


The occurrence of the allyl-type resonance in 1 is
shown by the highly deshielded C-� [251.20 ppm (Z-1)
and 256.30 ppm (E-1)] and C-�� [238.08 ppm (Z-1) and
239.80 ppm (E-1)]. The unusual high-field resonance for
olefinic C-� [78.70 ppm (Z-1), 74.91 (E-1)] is charac-
teristic for a vinyl cation12 and is due to the shielding
influence of the neighboring sp-hybridized C-�. Also, the
central methine carbon C-�� appears at much higher field
than in ordinary allyl cations for example, the chemical
shift of the central carbon in (E,E)-1,3-dimethylallyl-
cation is 148.3 ppm.13 The five carbon atoms containing
cations Z/E-1 are so far the smallest vinyl cations
characterized by NMR spectroscopy in solution.


C-� in Z-1 is deshielded by 8.7 ppm compared with the
tertiary dienyl cation 3 (see Table 1), while the 13C NMR
signal of C-�� is shifted to higher field by 24.0 ppm. This
strongly supports the hypothesis that decreasing substitu-
tion at C-�� will enforce the vinyl cation canonic structure
A on the expense of the resonance structure B.


For the further structural characterization of the dienyl
cations E/Z-114 we performed quantum chemical ab
initio calculations. The structures of E/Z-1 were calcu-
lated at the second-order Møller–Plesset perturbation
theory level15 using a polarized triple-zeta (tzp) basis.16


13C NMR chemical shifts were computed using the
Hartree–Fock self-consistent-field (HF-SCF) ansatz and
various electron-correlated approaches ranging from
MP2 up to those based on the coupled-cluster (CC)
ansatz.17 To ensure gauge-origin independence, these
calculations were performed using gauge-including
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.�&�	� �/ ���-�! ).+ �'� /)0 �1����� "� 2�3�(2�3�� �	
4�!��$(4�!$! 2'5!3 �� ��!�°�6 0��- � 2��!��!3 7 ,!-� 11�


#0�� �/ �'� /)0 1������� �" �(��� �	 4�!��$(4�!$! ��
��!�°� 8�������� ������ �	 11� �� �9��	�� ��!��!� �
2��!��!3 7 ,!-� 11�6 �	 1��	������� �:�. �"�1��	
 �"	�
���	�� �	 .+;�


C� C� C�� C�� CH3


Z-1 251.20 78.70 115.63 238.08 30.60
(175) (185.3) (170) (130)


E-1 256.30 74.91 117.90 239.80 32.83
(175) (185.5) (130)


3 242.50 79.40 114.70 262.10 33.22, 37.22


a For comparison, the chemical shifts of the 2-methylpenta-1,3-dienyl-2-
cation 3 are given.9a
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atomic orbitals (GIAOs).18 As in previous work,4,5 the
NMR chemical shift calculations were carried out with a
tzp basis at C and a double-zeta (dz) basis at H.16 The
optimized structures reveal the structural consequences
of the �-conjugation (Fig. 2).


The minimum conformations of E-1 and Z-1 provide
maximum overlap between the empty C(2p) orbital at
C-� and the �-bond between C-�� and C-��. The
importance of allylic-type resonance (1A � 1B), is
reflected in the equidistant C�—C�� (1.356 Å for both
isomers) and C��—C�� (1.382 Å for E-1 and 1.385 Å for
Z-1) bonds lengths (see Fig. 2), reminiscent of the allyl
cation [r(C—C) = 1.378 Å, MP2/tzp]. The vinylic
C�=C� double bond length is calculated to be 1.283 Å


for both E- and Z-1 and thus is intermediate between
those in acetylene (1.211 Å, MP2/tzp) and ethene
(1.331 Å, MP2/tzp).


Quantum chemical 13C NMR chemical shift calcula-
tions using various orders of Møller–Plesset perturbation
theory (MP2, MP3, MP4)19 and CC schemes such as the
CC singles and doubles (CCSD) and the CCSD approach
augmented by a perturbative treatment of triple excita-
tions20,21,22 were successfully used to establish in the past
the validity of theoretically determined geometries for
carbocations.3 The NMR chemical shift of E/Z-1 (versus
TMS; MP2/tzp, Td symmetry) were calculated at the HF-
SCF, MP2, CCSD and CCSD(T) levels using the
geometries obtained at the MP2/tzp level and the results
are summarized in Table 2.


The large deviation between HF-SCF-calculated and
experimentally observed chemical shifts for C-� (38.5
and 41.3 ppm too deshielded in Z- and E-1, respectively)
and to smaller extent of C-�� (10.8 and 11.9 ppm in Z- and
E-1) clearly point to the deficiencies of the HF-SCF-
approach in predicting the shielding tensors of the
positively charged carbon atoms C-� and C-��. The basic
HF-SCF treatment does not provide an adequate treat-
ment whereas inclusion of electron correlation even the
modest MP2 level improves the situation dramatically
(Fig. 3).


The electron correlation correction (i.e. the difference
between the HF-SCF and MP2 chemical shifts) for the


.�&�	�  / ���������# )*!(�+1�
�"��� �" 2<3� �	# 2=3�
��"��� "� ��� 1�	�����'�#��	 ��!�����"	 2�"	# ��	
��� �	 �> 3


#0��  / ���������# �'� /)0 �������� ������ � �" 2�3(2�3��
2�	 11� �� ?)4�3 ���	
 #�����	� @��	��� ��������
����"#�� �	# )*!(�+1 "1����+�# 
�"������


HF-SCF MP2 CCSD CCSD(T)


(Z)-1
C� 289.7 251.6 264.6 254.1
C� 88.2 80.3 81.2 80.3
C�� 106.8 117.8 114.6 117.4
C�� 248.9 239.3 243.3 238.0
CH3 26.9 32.5 31.4 32.3


(E)-1
C� 297.6 257.6 268.7 260.1
C� 85.0 76.5 77.8 76.7
C�� 109.8 120.2 117.3 119.6
C�� 251.7 242.1 245.6 240.6
CH3 29.0 34.9 33.8 34.5


a Chemical shifts were first obtained with respect to methane and then
converted to the usual TMS scale using �(CH4) = �1.348 in the case of
HF-SCF and �3.898 for all other methods. For further details, see Ref. 5.
b Chemical shift calculations were performed with a tzp basis (9s5p1d/
5s3p1d) for carbon and a dz basis (4s/2s) for hydrogen16 using gauge-
including atomic orbitals (GIAOs).


.�&�	� �/ �"�1���"	 "� �91����	��� �	# ���������# �'�
/)0 �������� ������ �" 2�3�(2�3�� 2���������# ������ �" 2�3��
�� ��"A	 �	 �"�#3
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positively charged C-atoms is large (�37.2, �9.6 and
�40.0 ppm, �9.6 ppm for C-� and C-�� in E/Z-1,
respectively). At the CCSD(T) level all of the calculated
13C NMR shifts differ by not more than 3.9 ppm from the
experimental results. The mean deviation between
experimental and calculated NMR chemical shifts at
the CCSD(T) level is 1.8 and 2.0 ppm for Z- and E-1,
respectively. It is noteworthy, but most likely fortuitous,
that the lower level MP2 calculation gives marginally
better results.


The high-level CC chemical shift calculations allow an
unequivocal assignment of Z-1 and E-1 (see Fig. 3)
According to the calculations the predominately formed
isomer is Z-1. The computed energy difference between
the isomers E-1 (point group CS) and Z-1 (point group
CS) amounts to 1.8 kcal mol�1 (MP2/tzp) in favor of E-1,
hence the predominant formation of Z-1 is not thermo-
dynamically controlled. The assignment of the 13NMR
spectrum is in line with empirical chemical shift
arguments: (1) owing to steric interaction the olefinic
carbons in 1,2-disubstituted alkenes are generally more
shielded in the Z-isomer than in the E-isomer; (2) the
signal for the methyl group attached to the double bond in
a 1,2-disubstituted alkene is more shielded in the Z-
isomer than in the E-isomer. Both chemical shifts
arguments applied to 1 indicate that Z-1 is the
predominant isomer in the experimentally investigated
sample (the more intense signals for C-��, C-�� and the
methyl carbon are at higher field).


The pent-1,3-dienyl-2-cations E/Z-1 are the smallest
vinyl cations ever observed as persistent species in
superacidic solutions. They were structurally fully
characterized by advanced ab initio quantum chemical
calculations of structure and NMR chemical shifts.


�12��(���#-,


����������	
���������  ���	
� A suspension of 1.8 g
of triphenylphosphane in 30 ml of CFCl3 was cooled to
�90°C. At this temperature a solution of 1.82 ml of
hexachloroacetone in 5 ml of CFCl3 was added. To the
resulting white slurry a solution of 3,4-pentadien-2-ol24


in 10 ml of CFCl3 was added dropwise. The temperature
of the reaction mixture was held at �90°C for one hour,
then all volatiles were distilled off in vacuo and collected
in a cooling trap, held at the temperature of liquid
nitrogen. CFCl3 was removed by distillation and the
residue was fractionated under reduced pressure. Yield:
380 mg of 2 (63%). 13C NMR (63 MHz, � 13CCDCl3 77.0),
� 207.44 (m, central allenic), 95.21 (dm, 1JCH =
168.79 Hz, terminal allenic CH), 78.27 (td,
1JCH = 168.3 Hz, 3JCH = 7.1 Hz, terminal allenic CH2)
54.88 (dm, 1JCH = 150 Hz, CH), 24.81 (q, 1JCH =
129.1 Hz, CH3). 1H NMR (250 MHz, � 1HCDCl3 7.24), �
5.40 (m, 1H), 5.0–4.85 (m, 2H), 4.65–4.50 (m, 1H), 1.59
(d, 3JHH = 6.7 Hz, 3H).


The general experimental technique and the special
apparatus for the generation of carbocations have been
described.10 At a pressure of 8 � 10�6 mbar, 0.3 mmol of
2 dissolved in 0.9 ml of SO2ClF and 0.5 ml (6.9 mmol) of
SbF5 was distilled synchronously through seperate
nozzles on to a homogenous matrix of 1.2 ml of SO2F2


and 1.7 ml of SO2ClF cooled to �196°C. An orange
solution of E/Z-1 was obtained by warming to �140 to
�130°C. The solution was transferred under high
vacuum at �135°C into 10 mm NMR tubes, which were
then sealed under vacuum and stored at �196°C.


1H NMR and 13C NMR spectra of the carbocation
solutions were measured on a Bruker 400 NMR spectro-
meter equipped with a variable-frequency fluorine lock
channel and a 10 mm 13C/1H/19F/2H probe, using the
fluorine resonance of SO2ClF or SO2F2 as an internal
lock. The probe temperature was calibrated with a 13C
chemical shift thermometer using neat 2-chlorobutane25


in a capillary in an NMR tube filled with SO2ClF
admixed with other solvents.


All quantum chemical calculations were performed
using a local version of the ACES II program package.26


All calculations were performed with all electrons
correlated and Cartesian polarization functions.
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11. Lenoir D, Siehl H-U. In Houben-Weyl Methoden der Organischen


Chemie, vol. E 19c, Hanack M (ed). Georg Thieme: Stuttgart,
1990; 26–32.


12. Siehl H-U. Pure Appl. Chem. 1995; 67: 769.
13. Olah GA, Mayr H. J. Am. Chem. Soc. 1978; 100: 6544.
14. Apeloig Y, Müller T. In Dicoordinated Carbocations, Stang P,


Rappoport Z (eds). Wiley: New York, 1997; chapt. 2.
15. Møller C, Plesset MS. Phys. Rev. 1934; 46: 618.
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ABSTRACT: We report the formation of two thermally stable supramolecular structures based on 2,6-pyridyl-
dicarboxylic acid bis-4-pyridylamide (PyI) and bis(hexafluoroacetylacetonato)manganese(II) that exhibits a micro-
porous structure with cavities bearing hydrogen bonding motifs that can enclathrate acetone and methanol molecules
via well-positioned hydrogen bonding interactions. Single-crystal x-ray diffraction in combination with thermo-
gravimetric analysis and X-ray powder diffraction (XRPD) studies were utilized to study the structure and thermal
behavior of trans-[Mn(hfacac)2(PyI)2] �2(CH3)2CO (1) and trans-[Mn(hfacac)2(PyI)2] �2CH3OH (2). Our studies
indicated that 1 and 2 are isostructural with respect to their supramolecular assembly and trap solvent molecules along
the crystallographic b direction via the inwardly directed hydrogen bonding motifs of the PyI component. These
solvent molecules can be thermally removed to generate a crystalline material with micropores bearing hydrogen
bonding rich sites within an overall supramolecular matrix similar to 1 and 2. The removal of the guest solvent
molecules is reversible and can be followed with XRPD. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: thermally stable supramolecular frameworks; self-assembly; 2,6-pyridylcarboxylic acid bis-4-
pyridylamide; bis(hexafluoroacetylacetonato)manganese(II); clathration; inclusion
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The construction of supramolecular framework solids
that exhibit zeolite-like behavior is currently attracting
great interest owing to their potential applications in
catalysis and chemo-selective adsorption phenomena.1–3


The development of molecular-based materials that are
stable upon removal of enclathrated solvent represents an
important goal towards the development of a new class of
microporous materials. However, in typical molecular
inclusion compounds, removal of the guest molecules
cause the irreversible lost of crystallinity.4,5 In other
cases, although the solids can readily exchange the
inclusion compounds or counterions while maintaining
their crystal integrity,6–11 the removal of guest species
without their simultaneous replacement with a substitute
leads to the collapse of the host structure. In recent years,
special attention has been given to the use of coordination
directed self-assembly as a synthetic strategy for the
formation of robust porous structures.12–21 This approach
offers the advantage of forming supramolecular ensem-


bles that retain the structure and function of their building
units, thus offering the potential to modify the sorption
properties of the resulting materials in a rational way.


As part of our efforts to investigate the design of
functional self-assembled supramolecular structures with
rigid or flexible bridging scaffolds, we prepared 2,6-
pyridyldicarboxylic acid bis-4-pyridylamide (PyI), which
in combination with metal ditopic linkers could poten-
tially generate assemblies with inwardly directed hydro-
gen bonding motifs for guest-specific enclathration of
small molecules in a supramolecular matrix. Here we
report a new type of molecular ensemble formed via the
coordination and �–� stacking interactions of PyI and
bis(hexafluoroacetylacetonato)manganese(II), which
under the appropriate conditions afford a structure that
retains its crystallinity during the thermal loss of the
enclathrated guest species and results in a porous
supramolecular structure with cavities bearing hydrogen
bonding motifs.


JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2003; 16: 420–425
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.604


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 420–425


*Correspondence to: P. J. Stang, Department of Chemistry, University
of Utah, 315 S. 1400 E. RM 2020, Salt Lake City, Utah 84112, USA.
E-mail: stang@chem.utah.edu
Contract/grant sponsor: National Institutes of Health; Contract/grant
number: 5R01GM57052.
Contract/grant sponsor: National Science Foundation; Contract/grant
number: CHE-9818472.







*.(-/�( %!, ,)(�-(()+!


,�	��� ���������	


We are exploring the supramolecular trends exhibited by
molecules that can engage simultaneously in metal–
ligand coordination, hydrogen bonding and �–� stacking
interactions. Benzylic and pyridyl amide moieties with
inwardly directed hydrogen bonding motifs have been
shown in the past to serve as chemoselective molecular
recognitions receptors,22,23 hence we hypothesized that
their incorporation into supramolecular designs could
result in interesting functional superstructures. The
ligand PyI contains these three basic structural features:
(1) pyridyl groups that can coordinate to a metals, (2)
carboxamide groups, which can have inwardly directed
hydrogen bonding interactions, and (3) conjugation
throughout the pyridyl groups, which can be involved
in �–� stacking interactions. We explored the metal-
coordination reactivity of PyI with the hydrated form of
bis(hexafluoroacethylacetonato)manganese(II), a ditopic
acceptor unit that has been used as a supramolecular
scaffold in the past by us24,25 and others,26–28 and
obtained the mononuclear complexes trans-
[Mn(hfacac)2(PyI)2] �2(CH3)2CO (1) and trans-
[Mn(hfacac)2(PyI)2] �2CH3OH (2) that crystallize with
open channel frameworks that are stabilized via �–�
stacking interactions.


(��
��	�	


The ligand precursor 2,6-pyridyldicarboxylic acid bis-4-
pyridylamide (PyI) was synthesized from the coupling of
4-aminopyridine and 2,6-pyridinedicarbonyl dichloride
in chloroform in the presence of triethylamine and
recrystallized from methanol (yield 75%).


The complexes trans-[Mn(hfacac)2(PyI)2] �2(CH3)2-


CO (1) and trans-[Mn(hfacac)2(PyI)2] �2CH3OH (2) were
synthesized from the reaction of 2 equiv. of PyI and 1
equiv. of the manganese ditopic unit in methanol and
acetone, respectively. Slow evaporation of the solvent
leads to the formation of crystals of 1 and 2 in 77 and 92%
yield, respectively. Although PyI contains, in principle,
three N donors that can potentially coordinate to metals,
only one of them actually forms a dative coordination
bond with manganese. Attempts to prepare infinite
networks with PyI and Mn(hfacac)2 led only to the
assembly of the mononuclear complexes 1 or 2, a
behavior which suggests that the supramolecular struc-
tures formed by 1 and 2 dominate the self-assembly
process during crystallization.


0���� 	
���
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Single-crystal x-ray diffraction studies reveal that 1 and
2 are mononuclear complexes in which the Mn2�


centers exist in an octahedral configuration with two
molecules of PyI ligated in a trans configuration along
the axial direction and two molecules of
hexafluoroacetylacetonato ligated along the equatorial
plane of the metal, overall giving rise to a N2O4


coordination sphere (Fig. 1). Only one of the pyridyl
groups of each of the PyI molecules is coordinated to the
Mn2� center. The average Mn(II)—Npy bond distance in
1 and 2 is 2.25 Å (see Table 2) and compares well with
the corresponding distances reported for similar struc-
tures.6 The Npy—Mn(II)—Npy bond angle is 180° in
both structures and the PyI ligands adopt an anti
configuration with respect to the metal center, which
gives rise to complexes with a planar Z shape topology
(Fig. 1).


Both complexes of 1 and 2 crystallize in the triclinic


����� 1 ������� #��� ��# ���$%�$�� ��&������


Complex 1 Complex 2


Empirical formula C50H40F12MnN10O10 C46H36F12MnN10O10
Formula weight 1223.86 1171.79
Space group P1 P1
Unit cell dimensions:
a (Å) 8.9703(2) 8.4731(2)
b (Å) 11.6952(3) 11.2014(4)
c (Å) 12.9494(4) 13.8151(6)
� (°) 101.4204(16) 103.0260(10)
� (°) 97.1535(16) 100.4820(10)
� (°) 92.9771(13) 90.153(2)
Volume (Å3) 1317.15(6) 1254.83(8)
Independent reflections 5871 5592
Goodness-of-fit on F2 1.027 1.029
R1


a, wR2
b 0.0471, 0.1053 0.0571, 0.1240


a R1 � ���Fo� � �Fc�����Fo�� bwR2 � 	��w�F2
o � F2


c �2����F2
o �2
1�2, ans S = goodness-of-fit on F2 � 	��w�F2


o � F2
c �2��n � p�
1�2, where n is the number of


reflections and p is the number of parameters refined.
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P1 space group. The planar structures adopted by 1 and 2
promote the formation of extensive �–� stacking inter-
actions between the molecular building units. This results
in stacked sheets along the crystallographic b direction
and the generation of open channels that are filled with
acetone and methanol molecules, respectively (see
below) (Plate 1). Two principal �–� stacking interactions
occur between the building units along b. One involves
the stacking of the non-coordinating pyridyl groups and
one of the carboxamide groups of the next adjacent
building unit along the a direction and the other involves
�–� stacking interactions between half of the ligand
frames in adjacent building units along the a direction as
well (see Plate 2).


The structures of 1 and 2 are almost identical and vary
only in the local alteration caused by the stoichiometrical
enclathration of acetone or methanol, respectively. In
complex 1, acetone molecules are trapped in the cavity
formed by the pyridyl amide moieties of PyI. Both of the
carboxamide NH groups are hydrogen bonding to the
carbonyl group of acetone with NH—OC=O bond


2����� 1 ���$%�$��� 	
 �����'(��)�
�%�%*�)+�,*�- ��)�.�*��/ )1* )�	�* ��# �����'
(��)�
�%�%*�)+�,*�- ���.�/. )�* )0	��	�*


����� � ����%��# 0	�# ���1��� )"2 * ��# ��1��� )°*


Complex 1 Mn(1)—O(3) 2.1530(14)
Mn(1)—O(4) 2.1677(14)
Mn(1)—N(1) 2.2522(17)
O(4)—Mn(1)—O(4) 180.00(9)
O(3)—Mn(1)—N(1) 87.09(6)
O(3)—Mn(1)—N(1) 92.91(6)
O(4)—Mn(1)—N(1) 92.46(6)
O(4)—Mn(1)—N(1) 87.54(6)
O(4)—Mn(1)—N(1) 92.46(6)


Complex 2 O(3)—Mn(1) 2.1567(19)
O(4)—Mn(1) 2.1572(19)
N(1)—Mn(1) 2.243(2)
O(5)—H(3O) 0.98(6)
Mn(1)—O(3) 2.1567(19)
Mn(1)—O(4) 2.1572(19)
Mn(1)—N(1) 2.243(2)
O(3)—Mn(1)—O(3) 180.00(13)
O(3)—Mn(1)—O(4) 85.40(7)
O(3)—Mn(1)—O(4) 94.60(7)
O(3)—Mn(1)—N(1) 93.62(8)
O(3)—Mn(1)—N(1) 86.38(8)
O(4)—Mn(1)—N(1) 90.74(8)
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distances averaging 2.32 Å and with an average
NH—O(5) bond angle of 158° (Fig. 2). The crystal
structure of 1 reveals that the methyl groups of acetone
guest molecules are distorted, which suggests that the
space where the guest molecules are trapped is ample and
may potentially be exploited for further guest-specific
receptor design.


Complex 2 entraps molecules of methanol similarly to
the acetone–PyI complex in 1. Interestingly, the methanol
guest molecules form three hydrogen bonds with their
host structure. Two of them are with the carboxamide NH
groups, similarly to complex 1, and the third is with a
non-coordinating pyridyl group from an adjacent build-
ing unit located along the a direction and which is located
underneath of the carboxamide moieties of the PyI
groups of the complex (see Fig. 2). The average bond
distance NH—OMeOH is 2.36 Å and N(5�)Py—HO(5)Me
is 3.06 Å. The average bond angle NH—O(5) is 158° and
for Npy(5�)—HO(5)Me is 175°.


The microporous nature of 1 and 2 combined with the
presence of carboxamide groups in the cavities of these
structures merits attention, since only a few examples
exist in the literature that combine these features.29–32


The cavities where the guest solvent molecules reside in 1
and 2 contain two hydrogen bond donors, N(2)H and
N(4)H, and two hydrogen bond acceptors, N(3) and N(5�)
within a proper distance to bind cooperatively to guest
species (Plate 3). The incorporation of simple functional
groups such as carboxamide moieties within the matrix of
porous solid-state structures can serve as model examples
in the design of much more complex systems that target
chemical sensing and catalytic functions.12


3��	
 ��	��
�� ��� ����
�� � ���	 ���	�
�� 1 ��� �


The single-crystal x-ray structures of 1 and 2 clearly
indicate that open channels occupied by guest solvent
molecules, acetone in 1 and methanol in 2, exist along the
b direction. The removal of solvent from crystalline
samples of 1 and 2 was studied with thermogravimetric
analysis (TGA) and x-ray powder diffraction (XRPD).


The TGA behavior of 1 and 2 and accompanying changes
in the XRPD on thermal lost of bound solvent are shown
in Plate 4.


For complex 1, the weight loss observed at 130°C is
consistent with the loss of all the cavity solvent (calcu-
lated 9.47%, found 9.63%). The wide plateau area above
170 and below 260°C in the TGA trace suggests that the
guest-free compound is stable and only decomposes
irreversibly at temperatures higher than 260°C. XRPD
data for 1 before and after desolvation show strong
diffraction signals and is indicative that the desolvated
form of 1 conserves its original supramolecular structure.
Further confirmation that the desolvated form of 1
remains crystalline is the retention of the macroscopic
crystal shape of single crystals before and after removal
of the guest molecules, as shown in Plate 4(d).


For complex 2, the TGA trace shows a weight loss
between 40 and 175°C that corresponds well with the
removal of all the methanol guest molecules in the
structure (calculated 5.46%, found 5.50%). The plateau
range of thermal stability after desolvation coincides
exactly with that of the product generated from the
thermal loss of 1 (170–260°C). Additionally, the XRPD
on the desolvated form of 2 is identical to the diffraction
pattern of the desolvated form of 1, a fact that further
supports the retention of supramolecular structure in the
guest-free state of these complexes. The slight shift and
splitting of some peaks may be attributed to the subtle
change of the relative positions of some of the atoms in
the crystal lattice.33 This phenomenon is commonly
observed in zeolites,34 which indicates the distortion of
micropores but does not preclude porosity of the
compound. To investigate this question further, we
exposed the desolvated crystalline material to small
amounts of methanol solvent and observed the reintro-
duction of the guest molecules into the structure by the
reconstitution of the XRPD pattern of the complex 2. A
similar behavior is observed when replacing acetone for
methanol. These results demonstrate that removal of the
enclatherated solvent molecules in 1 and 2 generate a
microporous material with hydrogen bond rich cavities
that can bind to acetone or methanol reversibly in the
solid state.


2����� � �	���%�� 0��3��� 1$��� ���%�� ��# ��� +�, 1�	$�� 	
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The preparation of supramolecular structures with
tailored functional designs remains a considerable
challenge at the forefront of nanochemistry. The current
approach to this problem is based on the design and
synthesis of molecular modules that upon self-assembly
form supramolecular structures with coupled structural
hierarchies that often exhibit novel chemical or physical
properties. Additionally, this approach allows for the
rational modification of the synthetic modules prior to the
self-assembly process in order to promote useful proper-
ties and functions in the new molecular materials. Here
we report a new supramolecular structure based on
2,6-pyridyldicarboxylic acid bis-4-pyridylamide (PyI)
and bis(hexafluoroacetylacetonato)manganese(II) that is
stabilized via coordination bonds, hydrogen bonding and
�–� stacking interactions. Upon desolvation, these struc-
tures generate a microporous crystalline phase that
contains internal cavities bearing inwardly directed
carboxamide moieties that can bind to acetone or
methanol molecules reversibly.


.0'.*)&.!�%/


������� ���	�
���� Room temperature x-ray powder
diffraction patterns were collected on a Rigaku Miniflex
x-ray diffractometer in the range 5° � 2� � 65° using a
step size of 0.05° (40 s per step) and a wavelength of
1.5405 Å (Cu K�). To perform the XRD studies on 1 and
2, the samples were adhered to glass slides with high-
vacuum grease and mounted vertically in an aluminum
holder located in a laboratory-built cell with a Mylar
window and filled with an N2 atmosphere. Single-crystal
x-ray diffraction data for all the compounds were
collected on a Nonius Kappa CCD diffractometer
equipped with Mo K� radiation (� = 0.71073 Å). Data
collection was carried out at 200(1) K. Data were
corrected for absorption using the DENZO-SMN pro-
gram. The structure was solved by a combination of
direct methods and the heavy atom method using SIR 97.
For the final structural refinement, SHELXL97 was used.
Elemental analysis was performed by Oneida Research
Service (Whitesboro, NY, USA) and Atlantic Microlab
(Norcross, GA, USA). All chemicals were purchased
from Aldrich (Milwankee, WI, USA) and used without
further purification.


����	�
 �� ���� A solution of 2,6-pyridinedicarbonyl
dichloride (7.12 mmol) and triethylamine (7.20 mmol) in
50 ml of chloroform was prepared and chilled to 4°C in
an ice-bath for 5 min, then 4-aminopyridine (7.12 mmol)
was added slowly to the cold solution over a period of
10 min. The reaction mixture was stirred at room
temperature overnight and upon concentration a white
precipitate was obtained and identified as the product.


The solid was recrystallized from methanol to remove
trace impurities of triethylammonium chloride; yield
1.03 g (75%). 1H NMR (DMSO-d6, 300 MHz) from
TMS: � 7.96 (d, 4H), 8.34 (t, 1H), 8.44 (d, 2H), 8.58 (d,
4H), 11.26 (s, NH). 13C NMR (DMSO-d6, 62.5 MHz): �
116.40, 128.09, 142.37, 146.87, 150.18, 152.53, 164.57.


����	�
 �� ����������	�������������� ���������� �1��
Slow evaporation of an acetone–ethanol solution (80:20)
of 61.7 mg (0.311 mmol) of Mn(hfacac)2 �4H2O and
100 mg (0.311 mmol) of PyI gave 185.7 mg (77%;
yellow solid) of 1. Calculated for C50H40F12MnN10O10:
C 49.07, H 3.26, N 11.44. Found: C 49.02, H 3.18, N
11.39%.


����	�
 �� ����������	�������������� ������� ����
Slow evaporation of a methanol solution of 61.7 mg
(0.311 mmol) of Mn(hfacac)2 �4H2O and 100 mg
(0.311 mmol) of PyI gave 205.4 mg (92%; yellow solid)
of 2. Calculated for C46H36F12MnN10O10: C 47.15, H
3.07, N 11.95. Found: C 47.21, H 3.12, N 11.93%.
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ABSTRACT: A pKa is estimated for the protonation of dimethoxycarbene based on the relationship pKa = pKR


�pKH2O, where KH2O and KR are equilibrium constants for hydration of the carbene and reaction of the
dimethoxymethyl carbocation with water to form dimethoxymethanol, respectively. A value of pKa = 15.5 in aqueous
solution is derived based on pKR =�5.7 for the carbocation and an estimate of pKH2O =�21.2 based on a heat of
formation of the carbene �H°f =�38.8� 2 kcal mol�1, calculated at the G3 level in the gas phase. This value for the
pKa compares satisfactorily with pKa = 11 inferred from the dependence of experimental rate constants for reaction of
the carbene with alcohols and acetic acid upon the pKa of the oxygen acid in acetonitrile, taking account of the
difference in solvents for the calculated and measured values. The calculated heat of formation of dimethoxycarbene
in the gas phase is compared with an experimental value of �52.6 kcal mol�1 based on photoacoustic measurements
of the heat of reaction of the carbene with methanol solvent to form trimethyl orthoformate. Reanalysis of the
experimental data using a heat of solution of trimethyl orthoformate in methanol measured in this work suggests that
the discrepancy arises in part from a difference in the heat of reaction of the carbene with methanol in solution and in
the gas phase and partly (although less certainly) from a relatively high heat of solution of the carbene in methanol.
Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: heat of formation; heat of solution; G3 calculation; carbocation; hydration
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The possibility that carbenes may be subject to protona-
tion to form carbocations has long been discussed1–3 and
recently has been the subject of an authoritative review.1


In the past 15 years, the use of laser flash photolysis to
generate spectroscopically detectable concentrations of
carbenes has provided additional evidence for this
reaction path.4–9 It has become possible to measure rate
constants for the reaction of carbenes with oxygen acids
and to demonstrate (a) that these rate constants show a
Brønsted-like dependence on the pKa of the acid4,10 and
(b) that the appropriate carbocation is formed based on
measurements of UV–visible spectra.5–8 These observa-
tions are important because the final product could have
arisen by one of three well established reaction paths in
which the carbene acts as a nucleophile, an electrophile
or by direct insertion (Scheme 1).3–5,11 They also under-
line the importance of establishing pKas for protonated
carbenes.1


In 1990, Moss and co-workers reported a study of
dimethoxycarbene in which rate constants were measured
for reaction with oxygen acids covering a wide range of
pKas and including a number of alcohols and acetic acid.4


The reactions show a marked dependence of rate constant
upon acidity with values ranging from 3.2� 104 M�1 s�1


for ethanol to 2.4� 109 M�1 s�1 for acetic acid.
Subsequently, Pezacki argued that the rate constants


are well fitted by an Eigen-like Brønsted plot in which the
reactions of the strongest acids are subject to or approach
diffusion control in the forward direction.10 The plot is
consistent with the protonated carbene behaving as a
normal acid and the dependence of logk upon logKa


approaching a slope � = 0 for strong acids and showing a
relatively sharp transition to slope � = 1 for weaker acids.
Based on this dependence, Pezacki inferred pKa� 11 for
the dimethoxycarbene, corresponding to the turning point
of the Brønsted plot. A similar interpretation was
suggested10 for a series of aryl(trimethylsiloxy)carbenes
studied by Kirmse et al., although in these cases rate
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constants for the most part fell in the narrower range 108–
109 M�1 s�1.6,10


The purpose of this paper is to consider an alternative
method for estimating the pKa of the protonated di-
methoxycarbene. The method makes use of a thermo-
dynamic cycle which has been employed to interrelate
pKR and pKa values of carbocations.12 In previous
applications of this cycle, the conjugate base arising
from deprotonation of the carbocation has been an
alkene. However, alkenes are isomers of carbenes and in
cases where the carbocation does not possess a �-
hydrogen atom, such as the dimethoxymethyl cation
(MeO)2CH�, the only accessible basic species is through
loss of an �- rather than a �-proton to form a carbene.


The cycle for dimethoxycarbene is shown in Scheme 2.
The pKR corresponds in the normal way to reaction of the
carbocation with water to form the corresponding
alcohol, and the third leg of the cycle is represented by
pKH2O the equilibrium constant for hydration of the
carbene. It is evident that if pKR and pKH2O can be
measured or estimated then the pKa for protonation of the
carbene can be derived.


��-,.+-


The possibility of applying Scheme 2 to dimethoxycar-
bene is suggested by the accessibility of pKR values for a
wide range of carbocations, based on rate measurements
for the reactions of such cations with water, especially
through application of laser flash photolysis studies by
McClelland et al.13 Considerable effort has also been
expended in evaluating a heat of formation for dimethox-
ycarbene [�H =�24.8 kcal mol�1 (1 kcal = 4.184 kJ)]
from measurements of the heat of reaction of the carbene
with methanol to form trimethyl orthoformate [Eqn. (1)]
making use of photoacoustic calorimetry.4 As shown in
Scheme 3, this value was obtained from the difference in
heats of reaction of the dimethoxydiazirine precursor
used to generate the carbene 1 in the solvents methanol
and pentane (�H2 ��H1). In methanol, in the short time-
scale of the measurement (�10 ns), the reaction proceeds
to form trimethyl orthoformate. In pentane, within the
same time-scale, the reaction proceeds only to the
carbene.


�MeO�2C�MeOH �	�H �MeO�3CH �1�


Combining measurements in methanol and pentane
may be justified on the grounds that photolysis of the
analogous fluoromethoxy diazirine (2) gives the same
heat change in both solvents.4 This implies that the
fluoromethoxy carbene reacts sufficiently slowly in
methanol that �H1 is measured in methanol as well as
pentane. The solvent effect on the reaction may thus be
supposed to fall within the (fairly large) error limits for
the measurements of heats of reaction and it seems
reasonable to conclude that the same is true of (MeO)2C.
The heat of formation of (MeO)2C in methanol may thus
be inferred by combining �H [Eqn. (1)] with heats of
formation of trimethyl orthoformate and methanol
solvent making use of Eqn. (2).


�H
f ��MeO�2C�  �H
f ��MeO�3CH�
��H
f �MeOH� ��H �2�


In this paper, we report a measurement of the heat of
solution of trimethyl orthoformate in methanol
(�Ht


l→MeOH = 1.3 kcal mol�1), which may be combined
with �H°f for the liquid (�135.7 kcal mol�1)16 to obtain
�H°f in methanol as�134.4 kcal mol�1 [as shown in Eqn.
(3)]. Then from �H°f =�57.0 kcal mol�1 for methanol
itself and �H =�24.8 kcal mol�1 for reaction of the
carbene with methanol, Eqn. (2) yields �H°f for (MeO)2 C
as �52.6 kcal mol�1.


�H
f �MeOH�  �H
f �l� ��Ht
l	MeOH �3�


In practice, we are interested in �H°f in aqueous
solution or the gas phase rather than methanolic solution.
Moss and co-workers inferred a value of �54.7 kcal
mol�1 for the gas phase by substituting heats of formation
of CH3OH and (MeO)3CH in the gas phase into Eqn. (3)
and combining these values with his measurement of
�H =�24.8 kcal mol�1 for methanolic solution. How-
ever, this almost certainly underestimates �H°f(g) because
heats of formation are normally significantly greater in
the gas phase than in solution (or liquid) states, as a
consequence of a positive heat of vaporization of a liquid
(or negative heat of transfer of the gas to solution).


A calculation of �H°f(g) for (MeO)2C was undertaken
in this work, therefore, and implemented using Gaussian
9817 at the level of G3, for which a precision of
�1.25 kcal mol�1 has been claimed for small mol-
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ecules.18 The value of �H°f obtained was �38.8 kcal
mol�1, which is indeed substantially less negative than
the experimental value for methanolic solution.


This value can be used as a starting point for
calculating �G°f(aq) for dimethoxycarbene and thence
the desired equilibrium constant pKH2O for hydration of
the carbene (Scheme 2). If we can assign a standard
entropy S° for (MeO)2C in the gas phase and a free
energy of transfer �Gt


g→aq between the gas phase and
water, we then obtain �G°f(aq) for (MeO)2C based on
Eqn. (4). Combining this value of �G°f(aq) with
corresponding values for (MeO)2CHOH and H2O yields
pKH2O by use of Eqn. (5).


�G
f �aq���MeO�2C�  �H
f �g��T�S
�g���Gt
g	aq


�4�
pKH2O 


�G
f �aq���MeO�2CHOH���G
f �aq���MeO�2C�
��G
f �l��H2O�


2�303 RT
�5�


Calculation of S° was carried out at the B3LYP/6–
31G** level, using a harmonic oscillator approximation
for the hindered rotation about the carbon oxygen bonds
of the carbene arising from the resonance interaction
shown in Eqn. (6).19 A value of 80.1 cal K�1 mol�1 was
obtained. As expected, this value is close to the value of
80.2 for formaldehyde dimethylacetal, (MeO)2CH2,20


which may be taken as a model for the carbene. Com-
bination of S° with �H°f(g) gives �G°f(g) =�18.93
kcal mol�1 at 25°C.


CH3O C OCH3 �	 CH3O
�


C
�


OCH3 �	


CH3O C
�


O
�


CH3 �6�


There is no very satisfactory method for estimating the
free energy of transfer of (MeO)2C from gas to aqueous
solution, but the value is not likely to be large so a
significant error can be tolerated. Use of the COSMO
procedure in Gaussian,21 which works reasonably well
for neutral molecules, gives �Gt


g→aq =�0.52, which
again is not far from the value for (MeO)2CH2


(�1.0 kcal mol�1). Combination with �G°f(g) then gives
�G°f(aq) =�19.45 kcal mol�1. Finally, combination of
this value with �G°f(aq) =�105 kcal mol�1 for (CH3O)2-


CHOH16 and �G°f =�56.69 kcal mol�1 for water yields
pKH2O =�21.2 from Eqn. (5).


The value of KR (and pKR) for the dimethoxymethyl
cation can now be obtained as a ratio of forward and
reverse rate constants for its reaction with water as shown
in Scheme 4.


A rate constant for reaction of the carbocation with
water kH2O = 9� 107 can be extrapolated from values for
the corresponding ethyl and isopropyl alkoxy cations, for
which rate constants for reaction to form the hemi-
orthoesters of formic acid [(RO)2CHOH] have been
measured by Steenken and McClelland.22 All three rate
constants have been measured for the corresponding
methyl, ethyl and isopropyl alkoxy cations bearing an �-
benzyl substituent [(RO)2C�CH2Ph]. The unknown value
was interpolated from a log–log plot of matching alkoxy
rate constants for the cations with and without a benzyl
substituent, on the assumption that this plot should be
linear.


A rate constant for the reverse reaction, the acid-
catalysed conversion of the orthoester to the carbocation,
can be approximated by the value for the corresponding
methyl ether, the trimethyl orthoformate [(MeO)3CH].23


A number of comparisons of reactions of alcohols and
methyl ethers to form the same carbocation show that
ratios of rate constants fall in the range 0.7–1.35.24,25


Although the difference can be greater for acetals and
hemiacetals,26 for the closest analogy to our substrate, the
orthoester 3, the methyl ether is 20% faster than the
alcohol. The value for trimethyl orthoformate has been
corrected by a corresponding amount therefore to give
kH = 1.7� 102 M�1 s�1.


With these values of rate constants, we obtain
KR = kH2O/kH = 5.3� 105 and pKR =�5.7. It remains
only to combine pKR with pKH2O =�21.2 according to
the thermodynamic cycle of Scheme 2 to obtain
pKa = 15.5 for the protonation of dimethoxycarbene.


�'-$,--'�*


The purpose of this paper was to estimate a pKa for
protonated dimethoxycarbene taking as starting point an
experimental or calculated value of the heat formation of
the carbene. This pKa was to be compared with the value


-����� 0
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deduced by Pezacki from a Brønsted plot for reaction of
the carbene with oxygen acids.10


We have computed �H°f =�38.8 kcal mol�1 for
(MeO)2C in the gas phase based on a G3 level
calculation,16 using Gaussian 98.17 As described above,
this value was combined with calculated values of S° and
�Gt to obtain �G°f for (MeO)2C in aqueous solution at
25°C. From this value, KH2O, the equilibrium constant for
hydration of the carbene to form the hemiorthoformate
(MeO)2CHOH, was evaluated from the known free
energies of formation of reactants and products.16,20


Finally, combining pKH2O with pKR =�5.7 for the
protonated carbene [the dimethoxy methyl cation,
(MeO)2CH�] allowed a pKa to be inferred from the
thermodynamic cycle shown in Schemes 2 and 5 as pKR


�pKH2O = 15.5.
Before comparing this pKa with the value obtained by


Pezacki, it is appropriate to comment on the discrepancy
between �H°f =�38.8 kcal mol�1 calculated in the gas
phase and the experimental value of �H°f = �52.6 kcal
mol�1 based on photoacoustic measurements of the heat
of reaction of the carbene with methanol to form
trimethyl orthoformate in methanolic solution [Eqn. (1)].


Explicit evaluation of the heat of formation in
methanol was made possible by measurement of a heat
of solution of trimethyl orthoformate in methanol in this
work. As already noted, in the original paper, for which
this measurement was not available, Moss and co-
workers combined �H =�24.8 kcal mol�1 with heats
of formation of methanol and trimethyl orthoformate in
the gas phase to obtain �H°f =�54.5 kcal mol�1.4 The
supposition that this value might provide a reasonable
approximation to the heat of formation in the gas phase
seemed to be supported by a MINDO calculation of
�H°f(g) =�61 kcal mol�1 for the carbene.


However, the G3 level of calculation now accessible
offers a more reliable estimate of �H°f(g). Corroboration
of this value is suggested by calculation of �H°f(g) =
�47.0 kcal mol�1 for CF2, which can be compared with
several experimental measurements: �43.5,27 �4628 and
�49 kcal mol�1,29 and a high-level calculation, �46.2
kcal mol�1.30 It is noteworthy that the value for CF2 is not
significantly less negative than the experimental values,
as might seem to be implied by the comparison of �38.8
and �53.8 kcal mol�1 for gas and solution for
dimethoxycarbene. A compatible value of �H°f =
�44.8 kcal mol�1 is also calculated for methoxy fluoro-
carbene, MeOCF.


It is clear that for comparison with the gas phase the


value of �H°f =�52.6 kcal mol�1 in methanol needs to be
corrected for the heat of transfer of the carbene from gas
to solution. In principle, this heat may be estimated as the
difference between values of �H°f in gas and solution, i.e.
�Ht


g→MeOH = �52.6 � 38.8 = �13.8 kcal mol�1. This is
consistent with the expected negative value of
�Ht


g→MeOH based on recognizing that the main con-
tribution to the heat of transfer comes from the heat of
vaporization �Hv (see below). However, the combined
errors in the measured and calculated values of
�H°f(�6.5 kcal mol�1) render this estimate imprecise.
We have therefore undertaken measurements of heats of
solution of dimethyl carbonate, dimethoxymethane,
methyl acetate and propionic acid to assess the values
for these compounds as models for the heat of solution of
dimethoxycarbene. The compounds are liquids and their
heats of solution are small. This means that heats of
transfer from the gas phase to solution are well
approximated by the (negative of) heats of vaporization
of the liquids. It also implies that, like heats of
vaporization, the heats of transfer depend on molecular
weight and polarity. Methyl acetate and propionic acid
were chosen as isomers of dimethoxycarbene of differing
polarity, and dimethoxymethane and dimethyl carbonate
were chosen as structural analogues. The heats of transfer
of the liquids (�Ht


I→MeOH) and gases (�Ht
g→MeOH) into


methanol and also heats of vaporization of the liquids
(�Hv), are given in Table 1. The relationship between
these values is shown in Eqn. (7).


�Hg	MeOH
t  �H l	MeOH


t ��Hv �7�


From Table 1, it is apparent that if (MeO)2C had the
same heat of transfer from gas to solution (�H t


g→MeOH) as
dimethyl carbonate (�7.3 kcal mol�1), the calculated
value of �H°f in the gas phase (�38.8 kcal mol�1) would
imply a value of �46.1 kcal mol�1 in methanolic
solution. This is still significantly less negative than the
experimental value (�52.6 kcal mol�1), although just
within the combined uncertainties of experiment and
calculation.


If the heat of solution of (MeO)2C was as favourable as
for propionic acid, the value of �H°f in solution would be
�52.0 kcal mol�1. Such a negative value would imply a


-����� 1


+��"� #� (���� 
� ���	���� �	� ���
��)���
	 *+��� �
���, ��
�&°� �
� ����	
��� �
����
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Parameter (MeO)2C=O (MeO)2CH2 MeCOOMe EtCOOH


�H t
l→MeOH 1.28 0.89 0.91 �0.13


�H t
g→MeOH �7.3 �6.1 �6.3 �13.2


�Hv 8.70a 7.00b 7.35c 13.1d


a From �Hv = 5.0� 0.41tbp and tbp = 90.3°C.31


b Ref. 32.
c Ref. 33.
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strongly polar structure for the carbene, which indeed
might seem consistent with the resonance structures
shown in Eqn. (6). However, the dipole moment
calculated for (MeO)2C in this study is 0.5 D, which is
fairly small. Moreover, the free energy of transfer
�Gt


g→aq estimated by the COSMO method is �0.52
kcal mol�1, which is considerably less negative than the
measured value of �4.57 for propionic acid. A small
negative value of �Gt combined with a large negative
�Ht implies a large entropy for transfer of the gas to
solution, e.g. for �Ht =�13 and �Gt =�0.5, �St


g→aq =
�40 cal K�1 mol�1. For CH3COOCH3, for which
�Gt


g→aq =�1.42 and �Ht
g→aq =�6.3, �St


g→aq =�16.4
cal K�1 mol�1. These figures are unlikely to change
much between water and methanol as solvents; from the
value for water, and differences in values between water
and methanol for other organic molecules,34


�Gt
g→MeOH��1 is implied for (MeO)2C.


This discussion is intended to ascertain whether the
calculated value of �H°f =�38.8 kcal mol�1 in the gas
phase is reasonable. Although the difference from
�52.6 kcal mol�1 for methanolic solution is only par-
tially accounted for, the remaining discrepancy is not
much greater than the limits of uncertainty of the
photoacoustic measurements.4 If the 38.8 kcal mol�1 is
accepted, it remains true that its own margin of error
(�2 kcal mol�1) and approximations in estimating en-
tropies, free energies of transfer and other contributions
to establishing the thermodynamic cycle of Scheme 2
may lead to significant errors in the derived pKa. Thus an
error of 5 cal K�1 mol�1 in S° or 2.7 kcal mol�1 in �H°f or
�Gt corresponds to two units in pK. However, the
uncertainties seem justified by the usefulness of gaining
access even to approximate values of pKH2O and pKa.
Pezacki has characterized the value of pKa = 11 which he
derived from the Brønsted plot for reaction of the carbene
with oxygen acids as a ‘ballpark’ figure.10 The same is
evidently true of our calculated value.


Within these limitations, it is apparent that pKa = 15.5
agrees well with the Brønsted-based value. Indeed, if we
recognize that the kinetic measurements upon which the
Brønsted plot was based refer to acetonitrile as solvent, it
seems clear that the measured value of 11 must imply a
larger value for water. This is because proton transfer
from the neutral oxygen acid to the neutral carbene in the
Brønsted correlation must lead to charge separation in the
transition state [Eqn. (8)]:


CH3COOH� �CH3O�2C�	CH3COO� � �CH3O�2CH�


�8�


This process will be subject to a large solvent effect and
the strength of acid required to achieve a thermodyna-
mically favourable proton transfer will be less in water
than in acetonitrile. Although significant polar character
for dimethoxycarbene might mitigate this constraint, it is


clear that the aqueous pKa implied by fitting the measured
rate constants to a Brønsted plot for normal acids must be
substantially greater than 11.


It is reasonable to conclude therefore, that the
calculated pKa = 15.5 for (MeO)2C in water is consistent
with the value from the Brønsted analysis of the reaction
in acetonitrile. This confirms that the mechanism of
reaction of the carbene with alcohols does indeed proceed
with an initial and rate-determing proton transfer. This is
consistent with the behaviour of other carbenes,1 in-
cluding the reaction of �-(trimethylsiloxy)aryl carbenes,
for which Kirmse et al. have reported the observation of
carbocation spectra in their reaction with alcohols.6


The agreement between calculated and experimental
pKaS also confirms the usefulness of deriving a pKa from
the heat of formation for a carbene. Normally S° and �Gt


can be estimated with good precision from calculations or
comparisons with model compounds. If thermodynamic
data and a pKR for carbocation formation are available
for the alcohol formed by hydration of the carbene, a pKa


can be estimated based on a thermodynamic cycle analo-
gous to that for dimethoxycarbene (Schemes 2 and 5).


The number of measurements of pKaS for protonation
of carbenes other than (MeO)2C with which the results in
this paper may be compared is still limited.1,10 Washa-
baugh and Jencks’s value of 18.9 for the conjugate acid of
4 is representative of thiazolium ions.35 Alder et al.
reported pKa = 24 for dissociation of the N,N-diiso-
propylimidazolium ion from measurements of relative
pKaS in DMSO solutions,36 and recently J. P. Richard and
F. Rivas (unpublished results) obtained an aqueous
pKa = 22.9 for the dimethylimidazolium ion (protonated
carbenes 5) from measurements of hydrogen isotope
exchange. These values are consistent with the expecta-
tion that a nitrogen substituent should be more favourable
to cation formation than sulfur or oxygen. However, it
will be of interest to compare these pKas with values for a
wider range of carbene structures in the future.


�2��'��*+�. ��+�'.- �*� $�.$,.�+'�*


����������	
� Calculation of �H°f for dimethoxycarbene
was carried out using the G3MP2B3 method implemen-
ted by Gaussian 98.17 Calculations were carried out for
three conformations of the carbene, ‘w,’ sickle and ‘u,’
which gave energies of �38.8, �37.8 and �37.5 kcal
mol�1, respectively. Use of the w conformation alone
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was considered to provide a good approximation to the
total energy.


An entropy for (MeO)2C (the w conformation) was
calculated as S° = 80.12 cal mol�1 K�1 using Gaussian
98 at the B3LYP/6–31G** level with a harmonic treat-
ment of hindered rotations.19 A value of �Gt was
obtained using the COSMO method at the RHF/6–
31�G* level.21 Standard states are 1 mol of gas at 1 atm
pressure or 1 M aqueous (or methanolic) solution.


���
 �� 
������	� Heats of transfer of the liquid to
methanolic solution were determined for trimethyl
orthoformate, the product of methanolysis of dimethoxy-
carbene, and for several models for the dimethoxycar-
bene itself. Heats of transfer for the liquids (�Ht


l→MeOH)
were converted to heats of transfer of the gas to solution
(�Ht


g→MeOH) by combination with the heat of vaporiza-
tion �Hv using Eqn. (7).


The heats of solution were measured at 25°C using an
automated solution calorimeter which has been described
previously.37 In each case the heats were measured at 10
solute concentrations from successive injections of
0.20 ml of solute into 100 ml of methanol. The heat
change for the accumulated injections was plotted against
the total solute concentration and extrapolated to zero
concentration. In all the cases studied the concentration
dependence of the heats of solution was small, with
differences between average and extrapolated values
being less than 20 cal mol�1. The following extrapolated
values, each the mean of two or three independent
measurements, were obtained (kcal mol�1): trimethyl
orthoformate, 0.86; dimethyl carbonate, 1.28; methyl
acetate, 0.91; dimethoxymethane, 0.89; and propionic
acid, �0.13.


The value of �Ht
g→MeOH for trimethyl orthoformate is


obtained as �8.2 kcal mol�1 by substitution of �Hv =
9.1 kcal mol�1, calculated from the b.p. of 90.3°C using
Wadso’s equation, �Hv = 5.0� 0.041tbp for carboxylic
acid esters,31 into Eqn. (7). The corresponding value for
methanol is given by the negative of �Hv = 9.0 kcal
mol�1. The value for (MeO)2C is estimated from
comparison with the model compounds listed in Table
1 as described above.
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ABSTRACT: Theoretical studies of the thermolysis in the gas phase of two �-amino acid ethyl esters, ethyl picolinate
and ethyl 1-methylpipecolinate, were carried out using ab initio theoretical methods, at the MP2/6–31G(d) and MP2/
6–311�G(2d,p) levels of theory. The reactions studied have two steps: the first corresponds to the formation of a
neutral amino acid intermediate via a six-membered cyclic transition state, and the second is the rapid
decarboxylation of this intermediate via a five-membered cyclic transition state. The progress of the first step of
the reactions was followed by means of the Wiberg bond indices. The results indicate that the transition states have an
intermediate character between reactants and products, and the calculated synchronicities show that the reactions are
concerted and slightly asynchronous. The bond-breaking processes are more advanced than the bond-forming
processes, indicating a bond deficiency in the transition states. The kinetic parameters calculated for both reactions
agree very well with the available experimental results. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: �-amino acid ethyl esters; thermal decomposition; ab initio computational methods; reaction
mechanism; transition-state structure; Wiberg bond index
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Very recently, we carried out1 a theoretical study on the
pyrolysis of N,N-dimethylglycine ethyl ester and ethyl 1-
piperidineacetate in the gas phase. In this paper, we
present a computational study of the thermal elimination
of another two ethyl esters of �-amino acid type of
molecules, ethyl picolinate (ethyl pyridine-2-carboxy-
late, I) and ethyl 1-methylpipecolinate (ethyl 1-methyl-
piperidine-2-carboxylate, II) (Fig. 1), the kinetics of
which have recently been studied experimentally.2 The


systems studied are of considerable interest owing to
their relationship to amino acids.


Ethyl picolinate, and other esters, are used to obtain by
electrochemical reduction alcohols derived from aro-
matic heterocycles that are intermediates for the synthesis
of pharmaceutical and agrochemical products.3 It is also
used for the detection or quantification of enzymes, in
particular hydrolases, such as aminopeptidases and
esterases.4 Several studies have been carried out5,6 on
the effect of ethyl picolinate on the germination, growth
and sporulation of Bacillus spores.


Ethyl 1-methylpipecolinate has been used as a
precursor in the synthesis of deuterium-labeled piperi-
dine-type phenotiazine antipsychotic agents.7


The experimental results proved2 the reaction to be
homogeneous, unimolecular and to obey a first-order rate
law. The decomposition of these esters leads to the
formation of the corresponding �-amino acid type of
compound [picolinic acid (2-pyridinecarboxylic acid,
INT1) and 1-methylpipecolinic acid (1-methylpiperi-
dine-2-carboxylic acid, INT2), Fig. 1] and ethylene as
been expected by a molecular cis-elimination.8 However,
the neutral amino acid intermediates, under the experi-
mental conditions [26–86 Torr (1 Torr = 133.3 Pa), 350–
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420°C], undergo an extremely rapid decarboxylation
process, leading to CO2 and pyridine (PROD1) and 1-
methylpiperidine (PROD2), respectively.2


Both experimental and theoretical studies9–18 on the
gas-phase elimination kinetics of carboxylic acids
containing different substituents at the 2-position suggest
a mechanism where the acidic H of the COOH group
assists the elimination of the leaving group and the
participation of the oxygen carbonyl to give an unstable
�-lactone, that decomposes into the corresponding
carbonyl compound and CO. When considering the
amino or a nitrogen derivative as a leaving group at the 2-
position of carboxylic acids, these substituents are
difficult to displace. This means that the gas-phase
pyrolysis of this type of compound may well undergo a
different type of mechanistic process.2


The mechanism suggested from the experiments2 for
the decomposition process for these types of compounds
is described in Fig. 2. The results suggest that the process
should be via a six-membered cyclic transition state for
the first step and via a five- or four-membered cyclic
transition state for the second one (a and b in Fig. 2,
respectively).


The temperature dependence of the rate constants for
the formation of these products in their corresponding
Arrhenius equations, obtained previously,2 is given by


log k �s�1� � �11�30 � 0�24�
��180�9 � 3�0� kJ mol�1�2�303 RT ��1 �1�


for I and


log k �s�1� � �13�36 � 0�31� � �209�4


� 3�9� kJ mol�1�2�303 RT ��1 �2�


for II.
In the case of ethyl picolinate (I) there has been


another experimental study of its gas-phase pyrolytic
reaction.19 In that work, the Arrhenius equation obtained
was


log k �s�1� � �12�12 � 0�10� � �195�4


� 1�1� kJ mol�1�2�303 RT ��1 �3�


very different to Eqn. (1) obtained in Ref. 2.
This fact prompted us to recalculate the kinetic and


activation parameters for the pyrolysis of ethyl picolinate
through Arrhenius plots from the experimental rate
coefficients at different temperatures measured in Ref.
2. The Arrhenius equation obtained now, not taking into
account one of the experimental measurements which
presented a larger deviation of the straight line, is


log k �s�1� � �12�39 � 0�60� � �194�6


� 7�5� kJ mol�1�2�303 RT ��1 �4�


in very good agreement with the Eqn. (3) obtained by Al-
Awadi et al.19


The aim of this work was to carry out a computational
study in order to explore the nature of the reaction
mechanism for the unimolecular decomposition of the
two studied neutral �-amino acid ethyl esters in the gas
phase.


$-0�/�"�,-�"! .��",!%


All calculations were carried out using the Gaussian 98
computational package.20 The geometric parameters for
all the reactants, the transition states (TS) and the
products of the two reactions studied were fully
optimized using ab initio analytical gradients at the
MP2 level21 with the 6–31G(d) basis set.22 Each
stationary structure was characterized as a minimum or
a saddle point of first order by analytical frequency
calculations. A scaling factor23 of 0.9670 for the zero-
point vibrational energies was used. Thermal corrections
to enthalpy and entropy values were evaluated at the
experimental temperature of 673.15 K. To calculate
enthalpy and entropy values at a temperature T, the
difference between the values at that temperature and 0 K
was evaluated according to standard thermodynamics.24


Intrinsic reaction coordinate (IRC) calculations25 were
performed in all cases to verify that the localized
transition-state structures connect with the corresponding
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minimum stationary points associated with reactants and
products.


Single-point energy calculations at the MP2/6–
311�G(2d,p) level26 were performed on the MP2/6–
31G(d) optimized structures for all the reactants,
transition states and products, to calculate reliable energy
profiles and kinetic parameters.


The bonding characteristics of the different reactants,
transition states and products were investigated using a
population partition technique, the natural bond orbital
(NBO) analysis of Reed and co-workers.27,28 The NBO


formalism provides values for the atomic natural total
charges and also provides the Wiberg bond indices29 used
to follow the progress of the reactions. The NBO analysis
was performed using the NBO program,30 implemented
in the Gaussian 98 package,20 and was carried out on the
MP2 charge densities in order to include explicitly
electron correlation effects.


We selected the classical transition state theory
(TST)31,32 to calculate the kinetic parameters. The rate
constant, k(T), for each elementary step of the kinetic
scheme (see Fig. 1) was computed using this theory
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assuming that the transmission coefficient is equal to
unity, as expressed by the following relation:


k�T� � kBT
h


e
��G���T�


RT �5�


where kB, h and R are the Boltzmann constant, Planck’s
constant and the universal gas constant, respectively, and
�G≠(T) is the standard-state free energy of activation at
the absolute temperature T.


The activation energies, Ea, and the Arrhenius A
factors were calculated using Eqns (6) and (7), respec-
tively, derived from the TST theory:


Ea � �H ���T� � RT �6�


A � ekBT
h


e
�S ���T�


R �7�


��%/!�% "�. .,%$/%%,-�


Electronic energies, evaluated at the MP2/6–31G(d) and
MP2/6–311�G(2d,p)//6–31G(d) levels of theory, and
zero-point vibrational energies, thermal correction to
enthalpies and entropies, obtained at the MP2/6–31G(d)
level, for all the reactants, transition states and products
involved in the two reactions studied are given in Table 1.


The pathway (see Fig. 2) describes a two-step mech-
anism. The first step is a concerted process in which
ethylene and an �-amino acid intermediate are formed via
a six-membered cyclic transition state, TS1, where the
hydrogen atom of the CH3 of the ethoxy group migrates
to the oxygen atom of the carbonyl group. The second
step is the rapid decarboxylation process of the neutral �-


amino acid intermediate, via a five- or a four-membered
cyclic transition state, TS2 or TS3, respectively.


Free energy reaction profiles, obtained at the MP2/6–
311�G(2d,p)//6–31G(d) level of theory, for the decom-
position processes of ethyl picolinate (I) and ethyl 1-
methylpipecolinate (II) are presented in Figure 3a and b,
respectively. These profiles are similar to those obtained1


for the decomposition processes of N,N-dimethylglycine
ethyl ester and ethyl 1-piperidineacetate.


Based on the results reported here, it is clear that the
first step of the process is the rate-determining step,
whereas the decarboxylation of the corresponding amino
acid intermediate via a five-membered cyclic transition
state (TS2) is a very rapid process with a small activation
energy. The calculated activation free energies for the
first reaction step are 204.4 and 206.3 kJ mol�1 for the
reactions of I and II, respectively, whereas the activation
free energies for the second reaction step, via TS2
transition states, are only 70.9 and 71.6 kJ mol�1 for the
reactions of I and II, respectively.


The overall process is exergonic, with reaction free
energies of �136.9, and �126.7 kJ mol�1 for reactions of
I and II, respectively.


Our calculations for the reactions in Fig. 1 indicate that
both reactions have very similar concerted processes with
a hydrogen at the alkyl moiety of ester transferring and a
C—O bond breaking via a six-membered cyclic transi-
tion state (molecular cis-elimination) for the first step.
The theoretical mechanism of this process is shown in
Fig. 4.


There is one and only one imaginary vibrational
frequency in the transition states, for the first step of the
elimination reactions studied [1667i and 1687i cm�1 for
TS1-I, and TS1-II, respectively, evaluated at the MP2/6–
31G(d) level of theory].


The results in Table 2 show the main distances for each
optimized structure. During the thermolysis process,
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Species MP2/6–31G(d) MP2/6–311 � G(2d,p)// MP2/6–31G(d) ZPE TCH S


I �513.902115 �514.285614 0.162535 0.207147 150.253
TS1-I �513.808109 �514.200604 0.155076 0.199658 150.175
INT1 �435.581092 �435.897750 0.104526 0.137160 122.139
TS2-I �435.548674 �435.868761 0.100724 0.132143 119.423
TS3-I �435.455831 �435.776848 0.096615 0.129672 125.522
PROD1 �247.482533 �247.656840 0.089444 0.112062 97.833
II �556.583164 �557.058545 0.264698 0.322190 174.079
TS1-II �556.488818 �556.973294 0.257319 0.314732 173.572
INT2 �478.259866 �478.667986 0.207049 0.252386 145.299
TS2-II �478.231134 �478.640385 0.204295 0.248261 141.838
TS3-II �478.133484 �478.548687 0.197868 0.243955 148.850
PROD2 �290.167291 �290.432417 0.191763 0.227199 122.071
C2H4 �78.285028 �78.361593 0.052042 0.064428 69.741
CO2 �188.107747 �188.245432 0.010062 0.020023 53.167
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when the reactant (ethyl ester) is being transformed into
its TS, the O1—C2, O3—C4 and C5—H6 distances
increase, whereas the C2—O3, C4—C5 and H6—O1


distances decrease.
The fundamental characteristics in this process are the


O3—C4 (1.452 and 1.451 Å in I and II, respectively) and
H6—O1 (2.689 Å in I and 2.691 Å in II) distances for
each reactant. In the corresponding TSs, the O3—C4


distance increases significantly (1.973 and 1.961 Å in
TS1-I and TS1-II, respectively), by the breaking of this
bond, whereas the H6—O1 distance decreases signifi-
cantly (1.277 Å in TS1-I and 1.272 Å in TS1-II), by the
formation of this bond. These distances are very similar
to those obtained in a previous theoretical study 1 on two
different �-amino acid ethyl esters, N,N-dimethylglycine
ethyl ester and ethyl 1-piperidineacetate.


The geometries which were found for the transition
states are shown in Fig. 5 and the dihedral angles are
reported in Table 2.


To avoid the subjective aspects associated with the
geometric analysis of the transition states, the progress of
the first step of the reactions was followed by means of
the Wiberg bond indices,29 Bi, defined as the sum of
squares of off-diagonal density matrix elements between
atoms. The bond index between two atoms is a measure
of the bond order and, hence, of the bond strength
between these two atoms. Thus, if the evolution of the
bond indices corresponding to the bonds being made or
broken in a chemical reaction is analyzed along the
reaction path, a very precise image of the timing and
extent of the bond-breaking and the bond-making
processes at every point can be achieved.33


The Wiberg bond indices corresponding to the bonds
being made or broken in the studied reactions, for the
reactants, transition states and products, are given in
Table 3.
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In order to perform the bond index analysis, it is
convenient to define33 a relative variation of the bond
index at the transition state, �Bi, for every bond, i,
involved in a chemical reaction as:


�Bi � �BTS
i � BR


i �
�BP


i � BR
i �


�8�


where the superscripts R, TS and P refer to reactants,
transition states and products, respectively.


The percentage of evolution of the bond order through


the chemical step has been calculated by means of18


�EV � 100�Bi �9�


and the values are given in Table 3.
For TS1-I, it can be seen that the H6 displacement from


C5 to O1 is not very advanced. The C5—H6 bond is only
broken to the extent of 53.1% whereas the H6—O1 bond
is only formed to 41.3%. The breaking of the O3—C4


bond is the most advanced process (63.1%), and the least
advanced one is the C4—C5 double bond formation (only
33.4%). The other two processes, O1—C2 double bond
breaking and C2—O3 double bond formation, present a
percentage of evolution of 59.5 and 53.8%, respectively.


The elongation of the O3—C4 bond with the migration
of the H6 atom from C5 to O1 can be seen as the driving
force for the studied reaction.


For TS1-II the results are very similar to those
obtained for TS1-I, the migration of the H6 atom being
slightly more advanced (see Table 3).


The average value, �Bav, calculated as33


�Bav � 1
n


�
�Bi �10�


where n is the number of bonds involved in the reaction,
affords a measure of the degree of advancement of the
transition state along the reaction path.


Calculated �Bav values for the studied reactions are
given in Table 3. As can be seen, the �Bav values show
that the transition states have an intermediate character
between the reactants and the products.


One can also obtain information on the absolute
asynchronicity, A, of a chemical reaction, using the
expression proposed by Moyano et al.:33


A � 1
�2N � 2�


� �Bi � �Bav� �
�Bav


�11�


The opposite of the asynchronicity, the synchronicity,
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O1—C2 C2—O3 O3—C4 C4—C5 C5—H6 H6—O1


I 1.226 1.344 1.452 1.515 1.091 2.689
TS1-I 1.292 1.267 1.973 1.397 1.341 1.277
INT1 1.346 1.218 — — — 0.987
C2H4 — — — 1.317 — —
II 1.219 1.359 1.451 1.515 1.091 2.691
TS1-II 1.288 1.271 1.961 1.398 1.348 1.272
INT2 1.355 1.215 — — — 0.991


O1—C2—O3—C4 C2—O3—C4—C5 O3—C4—C5—H6 C4—C5—H6—O1


TS1-I �33.0 11.3 6.8 �31.2
TS1-II �32.0 11.4 6.9 �34.4
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Sy, defined as


Sy � 1 � A �12�


varies between zero, when one of the n bonds has
completely broken at the TS while the other (n � 1)
bonds remain completely unchanged, and unity, when all
the n bonds have broken or formed to exactly the same
extent in the TS.


The Sy values obtained in this way are, in principle,
independent of the degree of advancement of the
transition state. The Sy values calculated for the studied
reactions are shown in Table 3. As it can be seen, the
synchronicities are 0.90 in both cases, indicating that the
mechanisms correspond to concerted and slightly asyn-
chronous processes. Similar Sy values were obtained1 for
the decomposition reactions of N,N-dimethylglycine
ethyl ester and ethyl 1-piperidineacetate.


A final aspect to be taken into account is the relative
asynchronicity of the bond-breaking and the bond-
forming processes, which would be a measure of ‘bond
deficiency’ along the reaction path. In the studied
reactions, the bond-breaking processes are clearly more
advanced (on average 58.6 and 57.4%, in TS1-I and TS1-
II, respectively) than the bond-forming processes (on
average 42.8 and 42.1% in TS1-I and TS1-II, respec-
tively), indicating a bond deficiency in the transition
states.


The charge distribution in the reactants and transition
states was analyzed by means of the natural bond orbital
(NBO) analysis of Reed and co-workers.27,28 Table 4


gives the natural atomic charges (the nuclear charges
minus summed natural populations of the natural atomic
orbitals on the atoms) at the atoms involved in the
reaction.


The charges at TS1-I show an important positive
charge developed on H6 (0.470 at TS and 0.235 at
reactant), while the electronic excess is supported by the
two oxygens (�0.819 at TS and �0.718 at reactant for O1


and �0.740 at TS and �0.632 at reactant for O3) and by
C5 (�0.872 at TS and �0.672 at reactant). The negative
character of O1 allows it to attract the H6 in the TS. The
same hydrogen atom has a more positive character in the
TS and thus O1 increases its negative character, and C5


has a more negative character, as would be expected from
the postulated cyclic transition state. A similar analysis
can be made for TS1-II.


The calculated kinetic and activation parameters for
the reactions studied are shown in Table 5 and compared
with the available experimental results. They were
calculated at the same temperature and pressure as used
in the experiments, 673.15 K and 0.04 atm. As it can be
seen, the computed values, at the MP2/6–311�G(2d,p)//
MP2/6–31G(d) level of theory, agree very well with the
experimental data, the rate constants being very close to
the experimental values.


Comparing the results of this work with those obtained
in a previous study1 on the gas-phase elimination
reactions of N,N-dimethylglycine ethyl ester and ethyl
1-piperidineacetate, we can observe that the calculated
elimination rates follow the order ethyl picolinate �N,N-
dimethylglycine ethyl ester �ethyl 1-methylpipecolinate
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Parameter O1—C2 C2—O3 O3—C4 C4—C5 C5—H6 H6—O1


Reaction of I Bi
R 1.662 1.021 0.832 1.029 0.930 0.001


Bi
TS 1.284 1.388 0.307 1.365 0.436 0.278


Bi
P 1.027 1.703 0.000 2.034 0.000 0.671


% EV 59.5 53.8 63.1 33.4 53.1 41.3
�Bav = 0.51 Sy = 0.90


Reaction of II Bi
R 1.708 0.988 0.833 1.029 0.930 0.001


Bi
TS 1.315 1.369 0.315 1.362 0.430 0.283


Bi
P 1.007 1.734 0.000 2.034 0.000 0.671


% EV 56.1 51.1 62.2 33.1 53.8 42.1
�Bav = 0.50 Sy = 0.90
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O1 C2 O3 C4 C5 H6


I �0.718 0.970 �0.632 �0.046 �0.672 0.235
TS1-I �0.819 0.994 �0.740 0.024 �0.872 0.470
II �0.705 0.994 �0.664 �0.046 �0.671 0.235
TS1-II �0.808 1.022 �0.766 0.021 �0.876 0.470


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 166–174


172 R. NOTARIO ET AL.







�ethyl 1-piperidineacetate. The small but significant
difference in rate seems to indicate that the aromaticity of
the pyridine group in the first substrate must exert a
greater electron-withdrawing effect, thus increasing the
rate of elimination. In the last two compounds, the cyclic
methylene chain containing the nitrogen atom decreases
the electron-withdrawing effect, thus lowering the rate of
elimination.


It appears clearly in Figure 3 that the second step of the
decomposition process of both �-amino acid ethyl esters
studied, corresponding to the decarboxylation of the
amino acid intermediate, occurs via a five-membered
cyclic transition state (TS2s) and not via a four-
membered cyclic transition state (TS3s).


This second step is an extremely rapid process, with
activation energies of only 68.9 and 67.5 kJ mol�1, and
with calculated rate constants of 4.45 	 107 and
3.93 	 107 s�1 for the reactions of I and II, respectively,
evaluated at the MP2/6–311�G(2d,p)//MP2/6–31G(d)
level of theory.


$-�$!/%,-�%


A theoretical study on the thermal decomposition in the
gas phase of two neutral �-amino acid ethyl esters was
carried out in order to explore the nature of the reaction
mechanism.


The decomposition process in the gas phase of the two
�-amino esters, studied ethyl picolinate and ethyl 1-
methylpipecolinate, occurs in two steps, a first one that it
is the determining-rate step, that it is a concerted process
in which ethylene and an �-amino acid intermediate are
formed, via a six-membered cyclic transition state, and a
second one, the rapid decarboxylation of the intermedi-
ate, via a five-membered cyclic transition state, as shown
by the free energy profiles.


The progress of the first step of the reactions was
followed by means of the Wiberg bond indices. The
extension of the O3—C4 bond with the migration of the
H6 atom from C5 to O1 can be seen as the driving force
for the studied reactions. The transition states have an
intermediate character between reactants and products.
The calculated synchronicities show that the reactions are


concerted and slightly asynchronous. The bond-breaking
processes are more advanced than the bond-forming
processes, indicating a bond deficiency in the transition
states.


The kinetic parameters for the reactions studied,
evaluated at the MP2/6–311�G(2d,p)//MP2/6–31G(d)
level of theory, agree very well with the available
experimental data.


The calculated rates for the gas-phase elimination of
neutral �-amino acid ethyl esters follow the order ethyl
picolinate � N,N-dimethylglycine ethyl ester � ethyl 1-
methylpipecolinate � ethyl 1-piperidineacetate. The
small but significant difference in rate seems to indicate
that the aromaticity of the pyridine group in the former
substrate must exert a greater electron-withdrawing
effect, thus increasing the rate of elimination. However,
the cyclic methylene chain containing the nitrogen atom
decreases the electron-withdrawing effect, thus lowering
the rate of elimination.
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ABSTRACT: The principles and distinctive features of ARGENT, a new software series aimed at a systematic search
for novel types of organic interconversions, are described; its advantages in comparison with other reaction design
programs are mentioned. The selection criteria used at different stages of the generation process are considered.
Several interesting reactions proposed using ARGENT-1, the first program of the ARGENT series, are discussed.
Prospects for the further development of ARGENT are outlined. Copyright  2003 John Wiley & Sons, Ltd.
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In the present-day literature on mathematical chemistry,
there are many dozen of computer programs that
systematically generate certain ‘objects’ of organic
chemistry, e.g., structural formulas of chemical com-
pounds (structural design), synthetic pathways leading
from or to a certain compound (computer-assisted
organic synthesis, CAOS) and schemes of possible
interconversions of organic compounds (reaction design).
In all these cases, a computer program plays the role of an
assistant to a chemist’s imagination. Indeed, such a
program should exhaustively produce all the relevant
results (e.g. all isomers with a given molecular formula
or, say, all possible skeletal transformations of a given
compound) on the basis of some formal rules; this means
that it will not miss even a single result, however exotic
or chemically infeasible it might appear. Hence the
chemist’s task is just to select the solutions that are of
interest for this or another specific problem. There is a
well-known example in the field of structural design:
there theoretically exist 217 constitutional isomers of the
benzene molecule C6H6, and only ca 50 of them seem
more or less probable from the chemical point of view.
However, without a suitable computer program at hand, a
chemist will hardly draw either all these 217 isomers or


even only all feasible isomers. Most probably, his or her
imagination will not go beyond some 15–20 structures.


The same situation is observed for reaction design.
Indeed, a manual systematic listing of all organic
reactions belonging to a certain class is actually possible
only if this class is very simple and narrow. For example,
a well-known class of pericyclic reactions are represented
by six-centered bond redistributions, such as the Diels–
Alder process, ene/retroene reaction, Cope rearrange-
ment, etc. If we (a) specify that all bonds change their
multiplicity during the reaction from 0 to 1 or from 1 to 2
(or vice versa), (b) require that the valences of all atoms
involved in the reaction remain unchanged and do not
exceed 3 and (c) do not distinguish between direct and
inverse reactions (this is very important for our further
discussion), then it is easy to construct manually the 13
theoretically possible redistributions of bonds belonging
to this extremely narrow class. This was first accom-
plished by Balaban;1 the results were also obtained
independently by other researchers via manual calcula-
tions2–5 and then supported using computer programs.6–8


The 12 bond redistributions are reproduced in Fig. 1 (the
13th one represents not a reaction but a resonance in the
benzene ring and hence is omitted). For example, the
Diels–Alder cycloaddition/cyclofragmentation process,
the ene/retroene reaction and the Cope rearrangement are
shown in Figs. 1(b), (d) and (j), respectively. Of course,
this number of results is moderate, and examples of all
the corresponding reactions are actually known.1,2,5,9


However, now let us set some less strict conditions, i.e.
allow atom valences to change (by two units, e.g., from 2
to 4 or vice versa) during the reactions. The number of
bond redistributions immediately increases3,8 to 226.
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Moreover, consideration of all formally possible changes
in the bond multiplicities yields more than 11000 results.
Hence manual listing becomes impossible even in
slightly more complicated situations, and a computer is
needed to generate all bond redistributions of interest.


Before describing our new program series for the
generation and evaluation of unprecedented organic
reactions, we should note another important aspect.
Some people may confuse reaction design programs with
programs for computer-assisted organic synthesis, be-
cause programs of both types are aimed at generating
organic interconversions. However, these two classes of
programs are actually different from each other.10


Strictly, computer-assisted organic synthesis means the
construction of reaction pathways leading either to
(retrosynthesis) or from (prosynthesis) a given com-
pound,11–13 and bilateral generation of reaction networks
(as in the well-known RAIN program14) combines these
two possibilities. In contrast, reaction design in the strict
sense of the phrase means that a program searches for
some novel ways in which any chemical compounds (not
specified beforehand) can react. That is, the emphasis is
on the essence of the transformation type itself rather than
on how it can be implemented for this or another definite
compound. From this standpoint, reaction design is
probably less useful than CAOS for synthetic purposes
but more important for theoretical purposes, because it is


the diversity of chemical reactions that forms the basis
and beauty of organic chemistry.


Two general software products for the purpose of
reaction design have been known so far: IGOR/IGOR2,
developed by the Munich group in the 1980s,7,15,16 and
SYMBEQ, elaborated by the Moscow University group
several years later.8,17,18 Both programs have been
extensively used (see Refs 7, 10, 19 and 20 and Refs 8
and 21–23, respectively) to construct complete lists of
certain bond redistributions (similar to those in Fig. 1)
and to search systematically for new reactions; some
interesting predictions made using these programs have
been experimentally verified. During the last decade, new
attractive possibilities (associated with the algorithmic
efficiency, chemical versatility and user-friendly inter-
face of reaction design programs) have arisen, and hence
both IGOR/IGOR2 and SYMBEQ now seem somewhat
obsolete. That is why we started to develop new, ‘second-
generation’ software products forming the ARGENT
(Automatic Reaction Generation and Evaluation of New
Types) program series. In this paper, we outline the main
advantages of the first of our programs, ARGENT-1, and
illustrate its practical applications. A detailed account of
the theoretical principles, models, algorithms and user-
oriented features of this program will be given in
subsequent papers.


+(���,-,(�'��, �..�(��/� �����'(�
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For the systematic generation of chemical reactions, one
needs to have their unambiguous formal description and
rigorous classification. Unfortunately, traditional organic
chemistry does not provide these possibilities in the
general case;24 reactions are mostly characterized by
trivial names or systematized using general words such as
‘addition,’ ‘substitution,’ ‘recyclization,’ etc. Such clas-
sification attributes are hardly applicable to reaction
design problems. On the other hand, the structures of the
reaction educts and products cannot form the basis of a
systematic search for new reactions or estimation of their
degree of novelty, because it is the inverconversion itself
(rather than the set of structures involved) that is essential
in formulating the reaction type.


Realizing this, many researchers invented their own
formal tools to describe and classify any simple
(elementary) or complex (multi-stage) organic reactions.
Although several non-hierarchical approaches are
known,25–27 most scientists admitted that the solution
of design problems must be based on hierarchically
organized representations of organic reactions, suitable
for describing any interconversion at different levels of
generality. It is interesting that hierarchies used by many
researchers28–32 are closely similar; the differences
between them and our hierarchical classification scheme
were briefly outlined in a previous paper.33


+����� �� +�� �% �����������	 ��������� ,�� ��������,�-
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Similarly to several other hierarchically organized
representations of organic reactions, the Formal–Logical
Approach was initially elaborated34,35 for a narrow class
of chemical transformations (pericyclic reactions), then
applied36,37 to any inverconversions of neutral educt and
product systems, and finally extended33,38 to cover ionic,
radical and redox processes; the simplest (linear) multi-
centered reactions with the participation of ions and/or
radicals were treated in separate papers.39,40


The Formal–Logical Approach to organic reactions, in
accordance with its name, considers any organic inter-
conversion only from the formal standpoint, i.e. just as a
conversion of the initial (educt) system of reagents into
the final (product) system without any regard for the
reaction mechanism, catalysts, conditions, etc. From this
standpoint, the transition from one system to another is
reduced just to breaking, forming or changing the
multiplicity of bonds between some atoms (and possibly
also to a redistribution of formal charges and signs of free
radical, if any). Within such an approach, any inter-
conversion (for example, the one representing the
actually implemented41 synthetic route to �-chloro-�, �-
dicyanovinylsulfinylamine, see Fig. 2) can be described
at the following levels of generality:


1. (Unsigned) topology identifier G. This is a graph
whose edges correspond to all bonds actually participat-


ing in the reaction (i.e. forming, breaking or changing
their multiplicity) and whose vertices represent atoms
(reaction centers) adjacent to these bonds. For example,
all six-centered pericyclic reactions in Fig. 1 are
characterized by the same cyclic graph G with six
vertices; the example reaction in Fig. 2 is characterized
by the graph in Fig. 2(a), etc. Simple, one-stage processes
usually have linear or cyclic topology identifiers, whereas
multi-stage reactions are typically represented by more
complex graphs G.


2. Signed topology identifier GTOP. If none of the
reaction centers are charged or radicalic, this graph is
identical with G. However, if a reaction proceeds with the
participation of charged or radicalic species, then GTOP is
obtained from G by assigning the ‘�,’ ‘�,’ and/or ‘�’
labels to the relevant reaction centers in G. [If an atom is
signed in the product rather than educt system of the
process, its ‘sign label’ in GTOP is parenthesized; cf. the
‘�’ and ‘(�)’ labels in the graph in Fig. 2(b).] This level
in the hierarchy of the Formal–Logical Approach is
unique compared with other known hierarchies, and its
consideration makes ARGENT-1 especially well adapted
to generation of ionic, radical and redox processes.


3. Symbolic equation. The actual bond redistribution
during any reaction is formally represented by the
changes in the multiplicities of all participating bonds
(a complete formation or breaking of a bond may also be
regarded as a change in its multiplicity—from zero or to
zero, respectively). That is, each edge in graph GTOP must
be assigned a ‘bond change’ label a/b (0/1, 1/2, 2/3, 0/2,
…, or vice versa, 1/0, 2/1, 3/2, 2/0, …), where a denotes
the multiplicity of the bond between the corresponding
atoms (zero if there is no bond) in the initial system and b
denotes its multiplicity in the final system. After such
labels have been assigned to all edges of GTOP to form an
edge-labeled graph GSEQ [Fig. 2(c), left-hand part], one
can easily extract the structures of the initial and final
systems corresponding to the relevant bond (and maybe
sign) redistribution. The equation thus obtained [see the
right-hand part of Fig. 2(c)] evidently resembles a
traditional scheme of an organic interconversion, but
with reaction centers denoted by some special symbols.
Therefore, such an equation is referred to as a symbolic
equation in our papers.


4. Reaction equation. A more detailed representation
of an organic reaction must make allowance for the real
chemical nature of reaction centers. Therefore, at the next
level of the hierarchy, definite ‘atom labels’ are assigned
to all vertices of graph GSEQ, producing a graph hereafter
referred to as GREQ [Fig. 2(d), left-hand part]. Restoring
the initial and final systems of the chemical transforma-
tion from this graph in the same way as before, one
arrives at the reaction equation [see the right-hand part of
Fig. 2(d) for an example]. Note that some information of
chemical significance [e.g. the unaffected cyano groups
and the oxygen atom of the S=O group in Fig. 2(d)] is
still lost in these equations.


+����� #� +�� ��������	 ��(��� �.�����/�� �� ��� ������� �
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5. Complete chemical equation. A reaction equation
contains the complete information associated with the
atoms and bonds directly participating in a reaction.
However, it does not include the individual atoms,
functional groups, chains or rings that remain unaffected
in the course of the reaction although, naturally, they may
play an important role in the process (e.g. substituents can
reduce or increase the electron density at reaction
centers). Considering the complete structures of all
components in the educt and product systems of a
reaction, one obtains its complete chemical equation and
the corresponding graph GCEQ [see the right-hand and
left-hand parts of Fig. 2(e), respectively].


Now let us confine ourselves to this five-level
hierarchy and ask ourselves; which level or levels of this
hierarchy must play the key role in reaction design? And
a similar question: when should a predicted reaction be
regarded as novel? Maybe when it is represented by an
unprecedented complete chemical equation? Or a reac-
tion equation never encountered before? Or a novel
symbolic equation? Or a unique signed/unsigned topol-
ogy identifier?


Of course, it would be appropriate to say that an
organic reaction will be novel in all these cases, but its
‘degree of novelty,’ which actually characterizes its value
for design purposes, will be different. Indeed, if only the
complete chemical equation (but not reaction equation,
etc.) of a certain predicted inverconversion belongs to a
type never encountered before, this only means that such
a new reaction may be obtained from some previously
known one just by changing some substituent atoms or
atom groups not directly participating in this reaction—a
substitution of a methyl at the reaction periphery by an
ethyl or cyano group may serve as an example. Evidently,
the degree of novelty for such a reaction is typically very
low; it is not a novel reaction in the strict sense of the
word but probably just a variant of a formerly known
process. So, partly for this reason, and partly to avoid an
enormous number of possible results, complete chemical
equations are not generated by the ARGENT-1 program.


If a proposed interconversion is represented by an
unprecedented reaction equation (but its symbolic
equation corresponds to one or several known processes),
it means that this reaction equation may be obtained from
another reaction equation by substituting the symbols of
some participating atoms by symbols of other chemical
elements. Sometimes this substitution is trivial (e.g. Br
for Cl or Se for S), but sometimes it can produce
interesting results, as is shown later.


An even higher degree of novelty is encountered if a
new reaction suggested by a program is represented by an
unprecedented symbolic equation. Indeed, a symbolic
equation reflects the essence of the bond redistribution in
the process, that is, the way bonds break, form and
change their multiplicity. In addition, it is easily seen that
this equation actually provides information on other
important characteristics of the reaction, such as the


changes in the valence numbers of all reaction centers
and in the numbers of components and rings in the initial
and final systems. As a result, a symbolic equation is the
central level in the above hierarchy from the standpoint
of reaction design.8 This is why most examples in this
paper (see later) are associated just with symbolic
equations.


Of course, an even higher degree of novelty is
achieved if the topology identifying graph (signed or
unsigned) constructed by the program has never been
encountered before for known reactions. However, such
situations are comparatively rare and, further, topology
identifying graphs are of little value by themselves,
because their look usually gives no idea of the actual
processes that they can represent. Therefore, hereafter we
will center our attention only on new symbolic and
reaction equations.


������ (+ �/� �������'(� .�(����


Being based on the reaction hierarchy specified in the
preceding section, the currently developed ARGENT-1
program allows one to produce sequentially the symbolic
and/or reaction equations for a given unsigned topology
identifier G. That is, the generation procedure can be
described as follows.


1. In the first stage, all signed topology identifiers
GTOP are constructed for the current graph G by
assignment of ‘sign labels’ to some of its vertices. The
types of signed (positively/negatively charged or radi-
calic) centers in the initial and final systems, if any, must
be specified prior to generation. In accordance with the
Formal–Logical Approach, it is required that exactly two
reaction centers in GTOP must be signed (this requirement
is introduced to reduce the number of results to a
reasonable level) and that any vertex may bear a sign
either in the initial or in the final system but not in both.
Of course, if only equations without any ions or radicals
are to be considered, then GTOP = G.


2. In the second generation stage, the possible
symbolic equations—actually, graphs GSEQ representing
them—are produced from each graph GTOP generated in
the first stage. To produce graphs GSEQ, all edges of GTOP


are assigned various ‘bond change’ labels, 0/1, 1/0, 1/2,
2/1, etc., where the numerator and denominator in each
label denote the multiplicities of the corresponding bond
in the initial and final systems, respectively (or 0 if this
bond is absent in the system in question).


Since the number of symbolic equations can be fairly
large (see earlier), it is very important to reduce it by
means of certain selection criteria. The optional criteria,
the actual choice of which is left to the user, are
associated with the chemist’s specific interests; they will
be briefly discussed in the next section. The only ‘built-
in’ (independent of the user’s preferences) criterion is
that the difference between the valence numbers of any
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reaction center in the initial and final systems must
always be odd for a reaction center that bears a sign in
either of these systems and be even for an unsigned
center. It was theoretically proved36 that an equation for
which this criterion is violated just cannot be regarded as
symbolic and must be rejected.


Several examples illustrating the generation of sym-
bolic equations from a given graph GTOP will be
considered in detail later.


3. One may either generate only symbolic equations
using ARGENT-1 or proceed to the next stage, i.e.
generation of reaction equations. These equations
(actually, graphs GREQ representing them) are produced
by assignment of various ‘atom labels’ (which include
not only the symbol of the atom but also its valence
number) to all vertices in each graph GSEQ. Note that
ARGENT-1 is the first reaction design program that
explicitly takes valence numbers of atoms into account:
for example, divalent sulfur (SII) is regarded as a label
different from tetravalent sulfur (SIV) and hexavalent
sulfur (SVI), etc. This distinction makes it possible to use
more sensitive criteria for the selection of chemically
feasible results.


The number of reaction equations generated from a
single symbolic equation is often very large. Therefore,
the use of a versatile set of selection criteria is essential.
The only built-in criterion here reflects the evident
valence limitation: if an atom label is assigned to a
vertex, the allowed valence number of this atom cannot
be smaller than the summarized multiplicity of all its
bonds in the initial or final system. (However, the valence
number can evidently be greater than these sums, because
it also makes allowance for the bonds unaffected by the
reaction.)


Two example sets of reaction equations generated by
ARGENT-1 from a preselected symbolic equation are
considered later.


The three-stage generation process described here may
be represented in the form of a so-called generation tree
(Fig. 3)—a rooted tree where the root node is the starting
graph, i.e. the unsigned topology identifier G (level 0);
the terminal nodes (level 3) are reaction equations, and
the nodes of the intermediate levels (1 and 2) correspond
to signed topology identifiers and symbolic equations,
respectively. ARGENT-1 traverses this tree in the depth-
first manner (see dashed arrows in Fig. 3):42 the program
passes to the next symbolic equation only after all
reaction equations have been generated for the previous
one and passes to the next graph GTOP only after all
symbolic (and reaction) equations have been generated
for the previous one. However, ARGENT-1 also enables
the user to modify this strictly defined order and pass
directly to any signed topology identifier or symbolic
equation and then resume the generation from this point,
either in the forward (from left to right at any level of Fig.
3) or in the backward (from right to left in Fig. 3)
direction. Moreover, the generation process may actually


be started at any level of the tree—not only from G but
possibly from a given graph GTOP or symbolic equation.
Such a convenient navigation about the generation tree
makes ARGENT-1 unique among other reaction-gener-
ating programs and significantly enhances the efficiency
of the search for desired reactions.


The actual generation procedure at each of the three
stages, as was repeatedly noted above, consists in listing
all possible ways of the assignment of certain labels to
vertices or edges of a certain graph. The problem of
finding all and only essentially nonidentical labelings
necessitates a consideration of two factors: (a) equiva-
lence of labelings due to the symmetry of the starting
graph and (b) equivalence associated with some labels
(such as ‘�’ and ‘(�)’ or 1/0 and 0/1) being inter-
converted as the direction of the reaction is reversed.
Generation of only non-equivalent (with respect to both
factors) labelings is needed in order to avoid the
appearance of duplicate results, which can otherwise be
intolerably numerous (a combinatorial explosion).


A highly effective algorithm for the assignment of
‘non-interconvertible’ labels has been known since
1974;43 its modifications have been successfully applied
to generation of molecular graphs44,45 and to the solution
of some design problems.46 More enhanced algorithms
capable of additionally treating interconversions of labels
are only mentioned in many of the aforecited publica-
tions; a detailed description of such an algorithm
implemented in the ARGENT-1 program will be
presented in a subsequent paper.


All the models and algorithms mentioned above are
mathematically rigorous, and their program implementa-
tion in ARGENT-1 is highly efficient: for a moderate-
size graph G (up to 6–12 vertices), the program can
produce many thousands of symbolic or reaction
equations per second on a Pentium PC.
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As was noted above, the total numbers of symbolic and
especially reaction equations that can be generated by
ARGENT-1 often amount to many thousands. Hence the
crucial problem is to develop a suitable set of optional
selection criteria for excluding the symbolic and reaction
equations that are chemically infeasible or of little
interest for the problem in question. Note that these
criteria have to be purely formal and heuristic, because
direct calculations of the geometric, thermodynamic, etc.
characteristics of several (often incompletely specified)
structures forming the initial and final systems are not
only time consuming but also are hardly applicable for
evaluating the resultant reactions. The criteria currently
available in the ARGENT-1 program are briefly con-
sidered in this section; they are more powerful and
versatile but sometimes more complicated than those
used in earlier reaction-generating software.


Criteria for the selection of symbolic equations may
be partitioned into two groups: local (referring to separate
bonds and reaction centers) and global (referring to the
symbolic equation as a whole).


The most natural local criterion is a specification of the
forbidden, allowed and required types of changes in the
bond multiplicity during reactions. The six possible types
of changes are 0 � 1, 1 � 2, 2 � 3, 0 � 2, 1 � 3 and
0 � 3. For example, bond changes of type 0 � 3
(complete formation/breaking of a triple bond) are rare
in known organic interconversions and may usually be
forbidden. Another example: if one specifies that at least
one of the bond changes 0 � 1, 0 � 2 or 0 � 3 is
required to be present, then the resultant reactions will
always represent ‘non-resonance’ processes, that is,
processes involving a breaking or formation of at least
one �-bond.


Another important local criterion enables the user to
limit the valence numbers and their changes for atoms
participating in the desired reactions. For a reaction
center in the initial or final system of a symbolic
equation, the sum of the multiplicities of all its bonds is
termed its reaction number; this notion of the Formal–
Logical Approach is analogous to the usual notion of an
atom valence number but calculated with allowance only
for the bonds that change their multiplicity during a
reaction. The absolute value of the difference between
the reaction numbers (i.e. between the atom valences) in
the initial and final systems is called the specificity of a
reaction center; as pointed above, it must always be even
for unsigned and odd for signed reaction centers.38 In
order to ensure the generation of only desirable results,
the user may input the minimum and maximum values of
reaction numbers for reaction centers in the reactions,
indicate if they must be actually reached for any center,
input the maximum specificity of an individual center in
reactions and the maximum (or exact) summarized
specificity of all reaction centers. The use of these


criteria makes it possible to exclude many unsatisfactory
results; indeed, reaction numbers of individual centers in
the majority of real reactions do not exceed 4, and their
specificities seldom exceed 2.


The main global criteria in the generation of symbolic
equations are associated with the numbers of components
and rings in the educt and product systems of resultant
equations. Apart from the possibility of avoiding
chemically unlikely processes (e.g. those with the
participation of many components in both systems or
with the simultaneous formation of many rings), these
criteria also enable a user to produce reactions that may
be easily characterized by means of conventional
terminology of organic chemistry. For example, to
generate rearrangements, a user should specify that the
desired reactions are to be one-to-one-component,
elimination/addition reactions are usually one-to-two-
component, cycle openings/formations are typically one-
to-zero-ring reactions, recyclizations are one-to-one-ring
reactions, etc.


Other kinds of global criteria make allowance for the
topological symmetry (associated with the number of
automorphisms of graph G that are preserved in graph
GSEQ; see Refs 38 and 40 for details) and the degeneracy
of the desired processes. A degenerate organic inter-
conversion is a reaction where the educt and product
systems are identical. The notion of degeneracy can
evidently be applied to symbolic equations as well; for
example, the equations in Fig. 1(f) and (i)–(l) represent
degenerate bond redistributions. ARGENT-1 distin-
guishes several types of degeneracy.47 The characteriza-
tion of the new types lies beyond the scope of this paper,
but one illustrative example is given in the next section
(Task 5).


Criteria for the selection of reaction equations,
compared with those available for symbolic equations,
are more evidently chemistry oriented and hence clearer
for a user. Hence we will discuss them even more briefly.


The most important local criterion for reaction
equations is, of course, the selection of actual chemical
elements to be used in generation. For each chemical
element, its valence states to be used in generation should
be specified: valence numbers, possible signs, and the
allowed and forbidden distributions of bonds (single,
double and triple) formed by each of these elements in the
initial and final systems.


Another type of a local criterion is the specification of
allowed, required and forbidden changes in the bond
multiplicities—similarly to the criterion used in the
generation of symbolic equations, but this time referring
to bonds between definite kinds of chemical elements.
For example, if the user wants to generate reactions
involving any kind of addition to the double bond of a
carbonyl group, the required type of bond change should
probably be C=O � C—O. This possibility is very
important for the ‘chemical orientation’ of the program to
certain classes of reactions.


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 463–474


468 M. S. MOLCHANOVA, S. S. TRATCH AND N. S. ZEFIROV







The next local criterion is the specification of frag-
ments that must be present in the initial or final system of
resultant reactions or, on the contrary, must be absent in
both systems. Such sets of fragments are termed
GOODLIST and BADLIST, respectively, by analogy
with the use of these terms in some structural gen-
erators.48 For example, if the user wishes to consider only
reactions of hydroxylamines, it would be appropriate to
add the structural fragment N=O—H to GOODLIST; in
contrast, to exclude peroxides, the O—O fragment should
be added to BADLIST.


The global criteria for reaction equations include the
minimum and maximum contents of all kinds of atoms
participating in desired reactions (e.g. the minimum
required number of carbon atoms in organic reactions is
usually set to 1 or greater) and, just as in the case of
symbolic equations, the degeneracy and symmetry of the
equations in question.


�2��.,�� (+ .�(.(��) �����'(��


In this section, we present and discuss the results
produced by ARGENT-1 during the solution of five
tentative problems, formulated as Tasks 1–5. The
feasibility and novelty of some proposed reactions are
considered, and the diversity of the constraints used
illustrates the research potentialities of ARGENT-1.


�
$ �


This task is aimed at generating symbolic equations
pertaining to a preselected interconversion type. Simi-
larly to the example in Fig. 1, the cyclic topology
identifying graph G = GTOP has six vertices; the allowed
changes in the bond multiplicities are 0 � 1 and 1 � 2,
and the reaction numbers are from 1 to 3. However, up to
two atoms with non-constant valence numbers (specifi-
city equal to 2) may now also be present. Centering our
attention only on addition–elimination processes without
any rings, we arrive at the 12 symbolic equations shown
in Fig. 4.


Most of these symbolic equations contain specific
centers (X) and hence are absent in Fig. 1, and the
equations of Fig. 4(k) and (l) [cf. Fig. 1(d) and (h)]
without specific centers actually describe most known
and theoretically predicted7,10 non-cheletropic addition/
elimination reactions. Numerous examples of ene/retro-
ene reactions [see Fig. 4(k)] and 1,4-addition/elimination
processes [see Fig. 4(l)] may be found in litera-
ture.1,5,8,9,49


With regard to processes with specific centers in Fig.
4(a)–(j), we did not manage to find them among those
studied in the literature [possibly with one exception: the
bond redistribution in Fig. 4(a) may be said to represent
the ene/retroene reaction with the participation of


acetylenes50 if the dicarbene resonance form �C---�C is
used for the acetylene group instead of C�C].


On the other hand, many symbolic equations in Fig. 4
provide attractive possibilities for finding new reactions.
For example, unusual elimination and addition processes
with the participation of P-chloro-substituted phos-
phonium ylides [Fig. 4(e) and (g), respectively] seem
interesting, but the corresponding ylide reagents are
probably not yet available. The unsaturated bisphosphine
in Fig. 4(f) seems to be much more feasible; note that [in
contrast to the example in Fig. 4(e)] the valence numbers
of its two P atoms simultaneously increase in the
hypothetical chlorination process. Naturally, numerous
other possibilities can be found from the symbolic
equations in Fig. 4 with the use of other heteroatoms,
different from P, O and Cl.
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This is an example of searching for degenerate bond
redistributions corresponding to six-centered pericyclic
reactions. The main constraints are similar to those in the
previous task: the allowed multiplicity changes are 0 � 1
and 1 � 2 and no more than two specific centers X are
permitted. However, the allowed range of reaction
numbers is now from 0 to 4 and the (acyclic or cyclic)
initial and final systems may contain one or two
components each. Using the supplementary requirement
of degeneracy, one finally arrives at 12 symbolic
equations (Fig. 5).


Note that only the five equations in Fig. 5(b), (c), (g),
(h) and (j) represent degenerate rearrangements, that is,
actual conversions of a one-component system into itself;
five other equations [see Fig. 5(a), (d)–(f) and (i)]
correspond to degenerate transformations of two-compo-
nent systems, and the remaining two equations [Fig. 5(k)
and (l)] describe transitions between resonance forms
rather than actual chemical reactions.


The equations in Fig. 5(f)–(i) contain no specific


centers and correspond to most of the known1,5,9,49


degenerate pericyclic processes. For example, Fig. 5(g)
and (h) represent the well-known [1,5]- and [3,3]-
sigmatropic shifts by two of the many51 examples: a
silylotropy in the enolic form of a �-diketone52 and a
hetero variant of the Cope rearrangement,53 respectively.
Note that the assignment of the chemical element
symbols to reaction centers must preserve the degeneracy
of the bond redistribution.


An interesting type of degeneracy is exemplified in
Fig. 5(f); the known54 rearrangement of snoutene is
formally described [because of the presence of supple-
mentary bonds that do not change their multiplicities, see
the thin lines in Fig. 5(f)] by an interconversion of two-
component systems. Even more unusual is the actually
observed55 reaction of alkyl thiosulfinates with alkylsul-
fenic acids [see Fig. 5(e)]; this is an actual example of an
intermolecular degenerate process with two specific
centers.


Possibly the most intriguing one-component sigma-
tropic six-centered rearrangement is shown in Fig. 5(c);
although this reaction was mentioned in our earlier
papers,8,21 it seems that nobody has yet tried to im-
plement it. It is interesting that this [3,3]-rearrangement is
a close analog of the Cope reaction but contains two
specific centers, i.e. sulfur atoms.


The symbolic equations in Fig. 5(b) and (j) describe
[1,5]-sigmatropic shifts with two specific centers X in the
�-and �-positions with respect to the migrating group.
The hypothetical process in Fig. 5(j) with a migration of a
trialkylsilyl group seems more likely, owing to its
similarity to the smoothly proceeding reaction in Fig.
5(e).


Symbolic and reaction equations corresponding to
two- and multi-component degenerate interconversions
can also describe the total results of two or several (not
necessarily degenerate) reactions. For example, the
equation in Fig. 5(i) corresponds to allylic substitution;
this reaction is known56 to proceed according to the
bimolecular SN2� mechanism. The bond redistributions in
Fig. 5(a) and (d) can also represent the overall results of
multi-stage processes, e.g. in systems such as
CR2=CR�—CR2�—SCl � S and RS—CR�=S(R�)Cl �
Cl2; the second of these hypothetical processes should
involve the formation of an intermediate symmetrical bis-
S-chlorosulfonium cation.


�
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The symbolic equations considered in this task pertain to
interconversions of anionic systems, namely those with a
single negatively charged reaction center. In this case, the
generation procedure starts from a linear–cyclic graph
GTOP ≠ G (see top of Fig. 6) and uses the following
constraints: the allowed multiplicity changes are 0 � 1,
0 � 2, 1 � 2, and 1 � 3; the reaction numbers are from 0
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to 3; and the specificity values for unsigned and signed
centers are 0 and 1, respectively. Selecting only the results
that represent transformations of acyclic two-component
systems, we arrive at the six equations shown in Fig. 6.


Many actually known organic reactions may be
associated with these symbolic equations. For examples,
the symbolic equations of Fig. 6(c) and (f) can represent
processes known to any organic chemist such as harsh
alkaline hydrolysis of vinyl chlorides [HO� �
CR2=CR�Cl → CHR2—C(R�)=O � Cl�] and acyl
chlorides [HO� � RC(=O)Cl → HCl � RC(O)O�].
However, more interesting synthetic possibilities may
be proposed for the same two equations; that correspond-
ing to Fig. 6(f) (the formation of N-alkylaminosulfonium
methylides in the reaction of carbanions with N-
alkyliminosulfinic acid chlorides) was experimentally
confirmed 25 years ago.57


The symbolic equation in Fig. 6(e) describes a very
popular synthesis of olefins from phosphonate carbanions
and carbonyl compounds (the Wittig–Horner reaction),58


and the example in Fig. 6(d) is associated with the
known41 reaction considered in the second section. Note
that the same process is represented in different ways in
Fig. 2(c) and (d) and in Fig. 6(d), because different
resonance structures are used for the cyanomethide
anion; this ambiguity is an inherent feature of the
Formal–Logical Approach.


Concerning attractive new possibilities of Fig. 6, one


of them is associated with the aforementioned equation in
Fig. 6(c): the (probably not yet studied) reaction of
sulfinyl chlorides with silyl-substituted carbanions can
result in S-silyloxysulfinyl ylides. Two other hypothetical
multi-stage reactions [see Fig. 6(a) and (b)] can possibly
proceed in the systems consisting of an aldehyde (or
ketone), a nitrile and some nucleophilic species Z�. The
addition of Z� to the C=O or C�N bond and subsequent
transformations [in accordance with Fig. 6(a) and (b),
respectively] can result in the same final product, N-
acylazomethine.


�
$ 3


This task demonstrates the construction of reaction
equations rather than symbolic equations. In this case,
the generation process starts from a preselected graph
GSEQ corresponding to the symbolic equation in Fig. 6(d)
and is aimed at searching for close analogs of the
aforementioned reaction between KC(CN)3 and SOCl2.


The set of constraints is as follows: the maximum
numbers of C, N and O atoms are 3, 2 and 1, respectively;
the allowed number of Cl atoms is 1 or 2; and all atoms
can be in their standard valence states (CIV, NIII, OII, ClI)
or, except for C, in negatively charged states with the
valence number reduced by one. The presence of one
fragment (C=N�) in GOODLIST and another fragment
(O—Cl) in BADLIST is required to search for reactions
of imine and keteneimine anions without the participation
of undesirable O—Cl bonds.


As a result, the program produces 10 reaction
equations (Fig. 7). We have found no literature examples
corresponding to them. However, at least four of these
equations, i.e. those in Fig. 7(a), (f), (g) and (j) seem to be
promising targets for experimental verification. Other
hypothetical transformations in Fig. 7 seem to be less
plausible, e.g. because NR2 and OR are typically neither
good migrating groups nor easy leaving groups in
nucleophilic substitution processes.


The closest analogy to the process in Fig. 6(d) is
represented by the reaction equation in Fig. 7(f) with
sulfur (of the S=O group) simply substituted by carbon
(of the C=O group). Hence, the interaction between
KC(CN)3 and COCl2 will probably result in �-chloro-
�,�-dicyanovinyl isocyanate; thiophosgene CSCl2 and
dichloroazomethines RN=CCl2 can also react in a
similar manner. An analogous possibility is associated
with a migration of an appropriate non-chlorine sub-
stituent, such as the benzyl [see Fig. 7(a)] or silyl group.


An interesting group of proposed reactions involves N-
chloro- and N,N-dichloroamines (or amides), as in the
reaction equations in Fig. 7(g) and (j), respectively. These
reagents are known to be highly active in ionic and
radical processes; the readily proceeding hydrazone–azo
interconversion can also facilitate the formation of
anticipated substituted azo compounds. A reaction of
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KC(CN)3 with the readily available N,N-dichlorosulfo-
namide PhSO2NCl2 seems especially attractive for
experimental investigation.


�
$ 4


In this last task, we do not consider the complete lists of
symbolic and reaction equations for a certain set of
starting constraints but present only some symbolic
equations selected manually among those generated by
ARGENT-1 for a certain graph GTOP [see Fig. 8(a)–(c)]
and some of the reaction equations produced for one of
these symbolic equations [Fig. 8(d)–(k)].


The topology identifier G = GTOP in this case is a
comparatively complicated tricyclic graph (see top of
Fig. 8), suggesting that all resultant interconversions
must be actually multi-stage ones. The generation
process using simple local constraints (allowed multi-
plicity changes 0 � 1, 1 � 2, 0 � 2; reaction numbers
from 1 to 3; no specific centers) and global limitations
(initial and final systems contain only one component and
no more than one cycle each) produced seven symbolic
equations, and three of them [see Fig. 8(a)–(c)] were
chosen for more detailed discussion.


The symbolic equation in Fig. 8(a) represents the


synthetically important Beckmann rearrangement.59 Its
commonly accepted mechanism is depicted in Fig. 9(a) in
a somewhat simplified form; other schemes in Fig. 9 also
depict reasonable mechanisms for certain hypothetical
processes in Fig. 8. Note that ARGENT-1, in contrast to
some other reaction generators (such as that in Ref.14),
does not suggest reaction mechanisms, and so the user
can do it only according to his or her intuition.


The symbolic (and also reaction) equation in Fig. 8(b)
presents a degenerate rearrangement; its possible mech-
anism is shown in Fig. 9(b). Note that this process differs
from all known degenerate processes (e.g. those in Fig.
5), because the isomorphism between the initial and final
systems in this case is not associated with the symmetry
of graph GTOP. This unusual type of degeneracy, first
described in our studies,47 is called irregular degeneracy,
and the discussed rearrangement of N-(�-chloroethyl)
azomethine is one of its most attractive examples.


Several reaction processes corresponding to the
symbolic equation in Fig. 8(c) were mentioned in our
previous publications.8,38 In this study, ARGENT-1
generated all reaction equations containing three CIV


atoms, no more than two NIII and NV atoms and no more
than one OII and one PV atoms. Out of the 116 resultant
equations, we selected eight [see Fig. 8(d)–(k)] contain-
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ing cyclopropane, aziridine or oxirane rings; it seems that
none of them have been experimentally implemented.


The transformations in Fig. 8(d) and (e) will probably
proceed in the opposite direction, towards more stable
phosphinimines and phosphine oxides. The three-stage
mechanism of Fig. 9(c) seems to be reasonable for such
reactions; its implementation can probably provide an
original synthetic route to cyclopropyl-substituted phos-
phine oxides (or corresponding phosphinimines).


The reaction equations in Fig. 8(f)–(i) describe the
hypothetical formation of allyl-substituted azoxy com-
pounds, phosphinimines, nitro compounds and phosphine
oxides from appropriate compounds containing aziridine
or oxirane rings [note that the unaffected N → O bond is
not shown in the reaction equations in Fig. 8(f) and (h)].
The opening of the unstable three-membered rings and
the formation of a P=N or P=O bond seem to be the
driving forces for these unusual interconversions. The
mechanism proposed for one of such reactions [Fig. 9(d)
for Fig. 8(i)] also seems reasonable. The last two
reactions [Fig. 8(j) and (k) represent possible intercon-
versions of the same phosphonium ylides as in Fig. 8(g)
and (i) but the products (ylides) and the mechanistic
scheme [Fig. 9(e)] are different.


Note that, in all the above examples, a chemical
process is said to be ‘not yet implemented’ only if we
found no information on it during a brief survey of the


literature data and Internet sites available to us. To be
more certain that a suggested process is novel, one should
perform a comprehensive study of literature sources and
databases on known organic reactions.


)�8�,(.���� .�(�.����


The above examples demonstrate that ARGENT-1, the
first program of the ARGENT series, makes it possible to
propose new and interesting reactions. However, there
exist some promising directions for its future develop-
ment.


The most natural way to enhance the efficiency of
working with ARGENT-1 would be to introduce new
selection criteria. For example, one type of a promising
future criterion seems to be associated with ‘small
components:’ the user may specify that a reaction must
have no more than one product with a complex organic
skeleton, and all other products must actually be ‘small’
by-products such as H2O, HCl, NH3, CO2, etc.; the
prediction of such reactions may be especially useful for
finding new synthetic routes to polycyclic or caged
compounds. However, a final development of an
extended set of criteria is possible only in collaboration
with chemists who will use ARGENT-1 in their everyday
work and inform us which selection criteria are, in their
opinion, needed most.


We are also planning to develop several new programs
within the ARGENT series. For example, one of them
should be similar to ARGENT-1 but based on slightly
different hierarchical levels—the levels that include the
consideration of additional rings [formed not only of
bonds whose multiplicity changes in the reaction but also
of unchanged bonds; e.g. see Fig. 5(f)] in the initial and
final systems. For this purpose, the present-state Formal–
Logical Approach envisages the hierarchy levels33 that
are somewhat different from those shown in Fig. 2. The
elaboration of algorithms and selection criteria for
computer-aided construction of equations corresponding
to these levels is expected to provide an even higher
degree of adaptation to the solution of actual reaction
design problems.


Yet another planned direction in the development of
ARGENT is the use of automated generation of starting
graphs G instead of their manual input. For this purpose,
the inclusion of a special graph generator in ARGENT is
necessary; it may be especially useful for a systematic
listing of topology identifiers in the case of complex
topologies. Of course, to obtain a reasonable number of
results in this case, the appropriate selection criteria
should be especially strict.


Finally, a very promising direction in the development
of the ARGENT series consists in its linkage to actual
reaction databases. Indeed, it is not enough just to
generate some interesting hypothetical reaction using a
program; the next step is to compare it with known
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transformations in some reaction database(s) available at
present and to estimate its degree of novelty. For such a
comparison, the existing databases must be efficiently
and unambiguously converted into a specific format that
is consistent with the hierarchy levels used in the Formal–
Logical Approach;33 the recoded reactions must then be
hierarchically arranged and indexed to facilitate the
search for a given predicted reaction or its analogs in the
database. Such a recoding necessitates finding a solution
to a number of non-trivial problems, including the
restoration of the exact stoichiometry for incompletely
represented reactions, a reasonable choice of resonance
and tautomeric forms for educts and products and the
determination of the exact atom-to-atom mapping
between the initial and final systems of any known
reaction. Although almost all these problems have
actually been discussed in the literature,13,60 they are
far from being completely solved. Finally, known
transformations forming an existing database should be
recoded into a special hierarchically organized format33


that would allow one to compare the ‘significant parts’ of
reactions and hence to estimate the ‘structural similarity’
for any pair of transformations, e.g. a known one and a
transformation found by ARGENT.


We expect that the future development of ARGENT in
all these directions must make it a reaction design
software with essentially new possibilities and lead to the
discovery of many new and interesting organic reactions.
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ABSTRACT: Conceptual principles for operation of a molecular motor stipulate that such a species must consist of an
energy-consuming catalyst that exhibits within its mechanism temporal overlap of successive catalytic cycles, so as to
induce irreversible intramolecular motion during operation. The exothermic hydration reaction of Me-
COCH=C=NCMe3 brought about by catalyst HO2CCH2OCMe(CO2H)2 qualifies as such a process, in the form
of serial conversion between canonical carboxylic anhydride structures within the catalyst. The steady-state kinetic
behavior and inactivation by methanol demonstrate the operation of an appropriate repetitive catalytic loop in this
case. Copyright  2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc
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The simplest type of ‘molecular motor’ would be a single
chemical entity for which internal motion in a specific
sense can be induced to occur repetitively and auto-
matically. The designated atom movements need to be
distinguished from the ordinary thermal vibrations,
rotations and tautomerizations that organic molecules
continuously experience. Although most organic mol-
ecules in solution are constantly changing shape, methods
are only now being consciously developed for engender-
ing systematic oscillatory motion that might be captured
for performing work on such a nanoscale.1 The challenge
is to fashion a molecular mechanism that realizes this
objective. Of course, living organisms have solved the
problem. However, the biochemical resolution is for the
most part macromolecular.2 We seek a reductionist
answer: can one recognize and constructively exploit
the minimally essential features of such a molecular
machine? For example, a reciprocating motor might be a
molecule that could be chemically forced to alternate
regularly in a controlled (induced) fashion between two
related covalent structures that the molecule would
otherwise not adopt. Another type of motor might entail
counter-rotation exclusively in one dihedral sense, about
a designated covalent sigma bond connecting two
molecular halves (turrets), with that motion driven
chemically in a particular torsional direction.3 Practical
realization of these objectives requires a dissipative
system; specifically, provision of an expendable reservoir
of free energy is required, such that its controlled release


drives the assemblage in one of the manners stipulated.
Any nano-construct achieving this dynamic behavior (i.e.
‘motor’) is required to be a chemical catalyst, as strictly
defined. Within the course of channeling a spontaneous
energy flow, for example, in the nature of degradation of
a chemical high-potential ‘fuel,’ the catalyzing species is
to suffer according to plan a repeated systematic intra-
molecular shuttling or twisting, which is the designated
goal. The requirement for catalyzed energy expenditure
with consequent forced repetitive operation distinguishes
a true molecular motor from simpler ‘molecular
switches’ and similar devices that have been reported
previously. Initially, one need not address conversion of
that energy release into useful work. The immediate
objective (as typified here) is only to counter entropy
locally, namely, to defeat the inherent and thermodyna-
mically dictated propensity of freely interconverting
molecular conformers to proceed with an equal flux in
both directions (i.e., both clockwise and counterclock-
wise in the case of a counter-rotator) (An attempt has
been described4 to prepare a unidirectional rotator in the
form of a ‘ratchet’ device, which serially catches after
each fraction of a turn, so that ordinary thermal energy
suffices to drive the process. The device proved
unsuccessful, as indeed was obliged to be the case, since
all such spontaneous and thermoneutral microscopic
processes are necessarily reversible).
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As a demonstration of feasibility, a simple oscillatory
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motor that spontaneously operates in solution has been
assembled and examined. Analysis of it serves to
illustrate some of the principles and techniques entailed
in successful operation of a molecular machine of the
type sought. The ‘fuel’ is an acylketenimine (Me-
COCH=C=NCMe3), provided in excess, which in
aqueous medium undergoes exothermic hydration to the
corresponding carboxamide (MeCOCH2CONHCMe3),
through a stepwise process that may be conveniently
monitored spectrophotometrically. That conversion is
catalyzed by a tricarboxylate ‘motor,’ HO2CCH2OCMe-
(CO2H)2, which oscillates between two anhydride forms
as a consequence of this energy expenditure. The key to
successful operation lies in the establishment of appro-
priate relative rates for individual steps within a catalytic
loop, as presented in Scheme 1. The working cycle is
indicated by the structures lettered in bold face (1–4), as
will be fully examined. The lighter-faced species
branching off from this core process represent initiation
(upper-left of the diagram), and also potential side
reactions (dashed arrows) that must be considered, but
which in actuality are not of sufficient consequence to
vitiate motor function. Evidence for successful operation
is provided subsequently. The chemical mechanism will
be inspected first.


The overall catalyzed reaction produced by the loop is
AcCH=C=NtBu � H2O → AcCH2CONHtBu. For satis-
factory motor operation, the cardinal kinetic relationship
within Scheme 1 is k2, k4 �k3[AcCH=C=NtBu]
�k1[H2O], for which adequate reaction conditions may
in fact be found, as subsequently described. Under these
appropriate circumstances, and specifically because step


1 → 2 is rate limiting, the prevalent species during the
steady state consists of the carboxy-activated cyclic
anhydride (upper-right structure labelled 1 within the
loop). The catalytic cycle proceeds in partly aqueous
medium with a spontaneous hydrolysis of the carboxy–
anhydride linkage (step 1 → 2). This ring-opening
reaction takes place more readily than hydrolysis of the
activated enol ester moiety of 1, as suggested by previous
mechanistic investigations of acylketenimines5 and
structurally related carbodiimides6 and by prototype rate
measurements. The released activated-acyl dicarboxylate
(lower-right structure 2 within the loop) then rapidly
recyclizes to a six-membered ring anhydride (3) with
release of ketocarboxamide catalysis product (step
2 → 3). This transformation can be estimated to be very
fast. The loop is completed with consumption of
acylketenimine ‘fuel’ by reconstitution of the original
activated anhydride through an amino enol ester cyclic
anhydride (via step 3 → 4) and subsequent acyl group
migration (which is known to be rapid)7 giving back the
original anhydride (step 4 → 1). Successful motor
function requires that this latter carboxyl reactivation
(specifically, bimolecular step 3 → 4) be faster than the
anhydride hydrolysis (step 1 → 2), but slower than the
preceding cyclization (step 2 → 3). Under such circum-
stance, the catalytic cycle will proceed as indicated,
without intervention of free tricarboxylic acid, and
without activation of carboxyl groups except in the third
step. Evidence for motor operation is exhibited in
subsequent Figures.


But what justification can be provided for dubbing this
catalyst as a reciprocating motor? The net consequence of
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one traversal of the afore-described loop is to exchange
the geminal carboxyls of the catalyst within otherwise
equivalent cyclic anhydrides (1a → 1b). A second
traversal of the cycle returns the molecule to its original
state (1b → 1a). Energy released in hydration of acyl-
ketenimine is being directed so as to shuttle the
—OCH2CO2— moiety back and forth between otherwise
equivalent anhydride linkages, in an epimerization
reaction. As summarized in 1a and 1b, serial consump-
tion of two acylketenimines shifts the bold-faced
carbonyl and then returns it to the starting position. So
long as fuel is being consumed, this interchange process
continues; when the reserve of acylketenimine becomes
exhausted, it ceases. The motor function consists of this
repetitive and energetically forced interconversion of
transient molecular structures.


%)�	���� ���� ��� ����� �������� �� 	�����*�	


An indication of successful performance comes from
kinetic examination of substrate conversion, which
provides energy for the process. Because the acylkete-
nimine reactant absorbs light in the ultraviolet region
more strongly than does the hydration-product amide, the
water addition may be conveniently followed spectro-
photometrically. Figure 1 displays a reaction progress
curve for an individual acylketenimine hydration experi-


ment (solvent aqueous dioxane, 25°C, pH 5.5, concen-
tration of AcCH=C=NtBu initially 2 M). It certifies true
catalytic behavior, as monitored by consumption of
acylketenimine ‘fuel.’ The ratio of substrate to catalyst
employed indicates an average of 11 turnovers taking
place in the example provided, although a greater number
is attainable with a diminished amount of catalyst, which
remains active at the finish. The reaction velocity has
been observed to depend directly upon catalyst concen-
tration but, as demonstrated by the plot, it is of nearly
zero order with respect to substrate acylketenimine
through 90% of completion, which is an expected kinetic
consequence of catalytic step 1 → 2 being rate-limiting
(i.e. slow hydrolysis of cyclic anhydride intermediate, not
directly involving a substrate molecule). In order to
estimate the pertinent rate constants, the reaction
progress curve shown has been fitted to an appropriate
kinetic expression for Scheme 1 by the method of least
squares, in inverse mode, as described in the Supple-
mentary Material. The initial, nearly linear portion of the
curve corresponds to a rate constant of 0.024 � 0.01 s�1,
referring to the substrate-loaded catalyst 1 (k1). That
value satisfactorily matches an independent rate constant
for spontaneous cyclic anhydride hydrolysis, as deter-
mined stoichiometrically for separately prepared analo-
gue 5 under the reaction conditions, kw = 0.066 � 0.002
s�1, a value which does not depend on pH. These
observations confirm that hydrolytic ring opening is the
slow step during catalysis. Towards the terminus of the
trace presented in Fig. 1 a serious curvature is noted, as
the reactant becomes exhausted and the ultraviolet
absorption of product levels off at its final value.
Depletion of substrate has led to a change in rate-limiting
step, attributable to the bimolecular reaction of Ac-
CH=C=NtBu � 3 → 4 becoming slower than solvolytic
step 1 → 2, owing to dilution. The curve-fitting process
alluded to previously yields a rate constant of
0.46 � 0.02 M�1 s�1 for the final decay of substrate
(k3). This value adequately matches an independently
measured rate constant of 0.125 � 0.002 M1 s�1 for the
bimolecular reaction of non-catalytic model imidocar-
boxylic acid 6 with the substrate acylketenimine under
reaction conditions approximating that of the catalytic
reaction (aqueous dioxane, pH 5.5). The initial, zero-
order portion of the curve presented in Fig. 1, comprising
90% of the reaction, is not perfectly straight. This is a
consequence of a competing spontaneous hydration of
acylketenimine, not involving the catalytic cycle, as may
be detected in a blank reaction. The fitted rate constant
for this latter process is 0.00017 � 0.00003 s�1, a value
similar to that measured for the control reaction in
absence of tricarboxylate catalyst, which may also
include other minor competing reactions of substrate as
well. For Fig. 1, by calculation 96% of the substrate
hydration occurs through the agency of the catalyst, with
the remaining 4% of the acylketenimine being hydrated
in a competing spontaneous H2O addition, as depicted by
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the dashed line at the top of the plot. Intramolecular steps
2 → 3 (k2) and 4 → 1 (k4) should be more rapid than
either of the detected catalytic steps, in order to yield the
observed kinetic behavior. Previous studies in an
analogous case have indicated that step 4 → 1 is too
rapid to measure, even at �60°C7 (the same catalytic
behavior would follow were step k4 rate limiting).
Likewise, step 2 → 3 must be fairly fast,8 because if that
were not so then all three carboxyl groups of the catalyst
would become converted to enol esters, with loss of
repetitive action as in the following demonstration. We
conclude that the kinetic behavior illustrated in Fig. 1 is
satisfactorily accommodated by the main loop of Scheme
1.


Methanol deliberately incorporated into the reaction
mixture in minor amount serves as an inactivator. By
replacing H2O in step 1 → 2, it converts the catalyst into
an inoperative ester 7, a species independently isolated
(R = H) and characterized as an ineffectual catalyst.
Reaction progress curves for two such kinetic runs are
presented in Fig. 2. Inclusion of 0.0045 mole fraction of
CH3OH (vs available H2O) progressively retards cata-
lysis. Raising the mole fraction to 0.023 effectively halts


the catalytic reaction short of completion (although the
competing spontaneous hydration of ketenimine con-
tinues). Calculations based on the efficiency of inactiva-
tion suggest that methanol reacts with the cyclic
anhydride approximately eightfold more rapidly than
does water on a molar basis. Such evidence, in
conjunction with prototype rate constants previously
described for the individual steps of the catalytic loop (k1


and k3), substantiates the designated mode of operation of
the motor in alcohol-free solution.


Included on the periphery of Scheme 1 are a number of
side reactions (lighter-faced type) that called for
consideration when implementing the motor. By inspec-
tion it may be seen that each branch directed away from
the catalytic loop, designated by a dashed arrow, would in
some fashion vitiate the motor function. Since the
catalyst does repetitiously operate successfully, most
such side reactions may be excluded as kinetically
insignificant. Others can be discounted by rate measure-
ments for model reactions, as previously indicated. The
one side reaction which we are at present unable to
exclude is racemization of 3 via a bicyclic hemi-ortho-
anhydride (lower-left branch-off from cycle in Scheme
1). Latent diversions of reaction intermediates are of
consequence, for they potentially could be fatal to the
catalytic process. By way of illustration, initial attempts
to employ a carbodiimide in place of an acylketenimine
as ‘fuel’ for the motor apparently succumbed to catalyst
destruction by intramolecular N-acylation of an isourea
intermediate by the cyclic anhydride, in the manner
typified by the potential diversion of 4 in the upper-center
of Scheme 1. Hence, recourse was made to N-tert-
butylacetylketenimine, which escapes that fate (4 → 1
faster). The necessity for avoiding such faults is a major
impediment as regards the design of molecular motors,
since even minor side reactions can deplete a repetitively
operating catalyst. As another example of design
complication, control of pH presented a serious problem
encountered in developing this system. The bimolecular
activation step 3 → 4 is in actuality catalyzed by acid
(H�), as is also the competing spontaneous hydration of
acylketenimine. Buffering of the kinetic reaction solu-
tions was necessary, but many common buffers of an
appropriate pKa were found to react by nucleophilic
addition to the acylketenimine (present in excess), with
obstruction of kinetic analysis. The problem was solved
by preparation of a new buffer, 1-trifluoroethyl-2,2,6,6-
tetramethyl-4-piperidinol bisulfate (8), pKa 4.54 � 0.03
in aqueous solution, the nitrogen of which is sufficiently
sterically hindered as not to react with the substrate, and
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within which the solubility-conferring bisulfate anion is
non-nucleophilic. By employment of this buffer, a fixed
pH for the acylketenimine-consuming reaction could be
selected that yielded satisfactory relative rates for
individual steps within the catalytic loop of Scheme 1
(i.e. with step k3[H�] rendered sufficiently faster than k1,
which latter conversion has no acid dependence).


"�&$#&&�� 
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The potential significance of this catalytic investigation is
that it allows us to articulate formally a theory of
molecular motors, one that the previous minimal case
exemplifies. We identify three essential characteristics
exhibited by such a motor, which may serve as a guide for
the purposes of the invention of suchlike devices: the first
attribute is consumption of energy in the form of a
chemical (or other) fuel, so as to drive the process. The
second attribute is catalysis of that energy dissipation
involving two or more discrete chemical steps with
structurally distinct intermediates, such that a repetitive
molecular movement within the catalyst may be
identified (i.e. motor function corresponds to serial
conversion between intermediates). The third essential
attribute is poly-phasic convolution yielding overlap of
successive catalytic cycles, such that the first step of an
ensuing cycle commences prior to completion of the final


step of the immediately preceding cycle. This last
requirement is the unique and critically defining feature
of a nano-scale motor. Molecular chemical processes are
microscopically reversible, and no accessible counterpart
to physical momentum exists that can be exploited to
sustain motion between successive catalytic turnovers
(i.e. no ‘memory’ effect, as with a macroscopic
flywheel). The ‘relaxed state’ of any simple, mono-
phasic catalyst immediately after completion of its
energy-expenditure cycle generally will allow undoing
of work accomplished during the cycle (e.g. random
molecular motions thermally reversing the change
accomplished). It is essential to void this ‘dead time’
by having the succeeding cycle commence within a poly-
phasic motor prior to completion of the previous cycle.
That was achieved as efficiently as possible within the
foregoing example, by arranging relative rate constants:
k2, k4 � k3[AcCH=C=NtBu] � k1[H2O]. In that
manner, the possibility of an undesired re-formation of
the selfsame cyclic anhydride (motor reversal) was
specifically avoided, by acylketenimine activation of
the next carboxyl prior to hydrolysis of an existing cyclic
anhydride, with that latter step only subsequently
finishing release of latent energy from the previously
consumed acylketenimine. Maintenance of a continuous
chemical dis-equilibrium within the catalyst-motor
provides a thermodynamic bias, debarring mechanical
relapse at any time during motor operation. The
microscopic reversibility that generally characterizes
molecular transformations is so counteracted, thereby
yielding the processive vectorial change that we equate
with motor function. To help visualize this, release of
Gibbs free energy (chemical potential) as a function of
time during the catalytic process in the case of the
reciprocating motor is portrayed graphically in Fig. 3.
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Energy dissipation from each molecule of ‘fuel’ is
represented by downward-sloping arrows connecting
successive intermediates. With regard to a specific
reaction sequence designated by integer n, energy
dissipation commences (in the form of initiating step
3 → 4) before that from sequence n �1 has finished (by
ultimate step 1 → 2), and this pattern persists for
succeeding cycles (n � 1, …). In the diagram, vertical
divisions correspond to the transitory arrest point within
the individual sequence detailed in Scheme 1 (created by
the loop’s rate-limiting step), with intermediates also
summarized below the time-axis of the free-energy
diagram.


We believe that any true molecular motor must in
some manner exhibit this last catalytic feature (third
attribute), as was recognized previously by Jencks in a
biochemical context.9 The challenge in molecular motor
design is to incorporate this abstract precept into
nanostructures having a desired function. Of overriding
importance is the principle that a stipulated molecular
motion should arise from a continuous discharge of
chemical potential, in consequence of a poly-phasic
overlap of energy-consumptive catalytic cycles. Concern
for the management of energy flow is as critical as
molecular structure assembly, in constructing a nano-
scale motor.


$� $�#&�� 


A theory of molecular motors has been formulated and a
‘bare-bones’ specimen has been constructed and oper-
ated. The present motor does not actually accomplish any
work, other than the overcoming of entropy in generating
unidirectional conformational changes within the cataly-
tic molecule. The plainness of the example provided
ought not to obscure the conceptual advance. We regard
it as a design virtue that the intrinsic objective can be
achieved with such a compact molecule.


%/0%!��% �1�


���������	 The catalyst structure was readily secured
synthetically: HO2CCH2OCMe(CO2H)2 obtained from
EtO2CCH2OH and BrCMe(CO2Et)2 plus base, followed
by saponification:10



���������������
�������������� ����	 A solution
of 25.3 g (0.1 mol) of diethyl 2-bromo-2-methylmalonate
and 10.9 g (0.105 mol) of ethyl glycolate in 100 ml of dry
tetrahydrofuran was stirred at �10°C. To that mixture
2.28 g (0.105 mol) of sodium hydride were added
portionwise. After the addition, the stirred mixture was
gradually brought to room temperature over a period of
1 h, followed by 1 h of reflux. Salts were separated by
filtration and the solvent was removed under reduced


pressure. The residue was dissolved in chloroform, which
was washed successively with 10% hydrochloric acid,
saturated sodium bicarbonate and water. The solution
was then dried over anhydrous sodium sulfate. Fractional
distillation afforded 18.1 g (65.5%) of triethyl 2-oxa-
1,3,3-butanetricarboxylate as a colorless oil, b.p. 110–
120°C (0.2 mm Hg); 1H NMR (200 MHz, CDCl3), � 4.35
(2 H, s), 4.24 (4 H, q, J = 7 Hz), 4.20 (2 H, q, J = 7 Hz),
1.68 (3 H, s), 1.28 (6 H, t, J = 7 Hz), 1.27 (3 H, t,
J = 7 Hz). A solution of 18 g (65 mmol) of this triester in
60 ml of methanol was stirred at 0°C and slowly treated
with 100 ml of 10% sodium hydroxide in methanol. The
mixture was allowed to come to room temperature, and
was stirred overnight. The obtained white precipitate was
filtered, washed with methanol and dried under reduced
pressure. The white powder was dissolved in a minimum
amount of water and was acidified with sulfuric acid. The
solution was then extracted continuously with diethyl
ether for 24 h. The extract was concentrated under
reduced pressure, giving 10.9 g (87%) of 2-carboxy-
methoxy-2-methylmalonic acid as a colorless oil which
eventually crystallized, m.p. 129°C; 1H NMR (500 MHz,
CD3COCD3), � 4.38 (2 H, s), 1.66 (3 H, s); 13C NMR
(125 MHz, CD3COCD3), � 171.11, 170.07, 82.03, 64.33,
21.04. Anal. Calcd for C6H9O7 [M � H]�: m/z 193.0348.
Found: 193.0356 (LSIMS, glycerol). The substance could
not be dried for elemental analysis without decarboxyla-
tion.


Substrate N-tert-butylacetylketenimine was obtained
from commercially available 2-tert-butyl-5-methylisoxa-
zolium perchlorate by treatment with alkali.5 Catalyst
surrogates 5 and 6 (models) and catalytically inert ester 7
and novel buffer 8 were obtained as follows.


����������������������������������������
��������
�2�	 To a stirred and cooled (0°C) solution of 4.0 g
(20.8 mmol) of 2-carboxymethoxy-2-methylmalonic acid
in 50 ml of methylene chloride, 4.4 g (21 mmol) of
trifluoroacetic anhydride were added dropwise. The
mixture was allowed to come to room temperature and
was stirred for 30 min. The solution was then concen-
trated. While under reduced pressure, a white solid
precipitated out. The rest of the solvent and trifluoro-
acetic acid were carefully decanted and the precipitate
was washed twice with 1:1 methylene chloride–hexane
solution. The solid was then dried under reduced
pressure. We obtained 3.37 g (93%) of 3-carboxy-3-
methyl-[1,4]-dioxane-2,6-dione (3) as a white solid, m.p.
145°C; 1H NMR (500 MHz, CD3COCD3), � 4.85 (1 H, d,
J = 18 Hz), 4.78 (1 H, d, J = 18 Hz), 1.80 (3 H, s); 13C
NMR (125 MHz, CD3COCD3), � 167.60, 164.02, 163.64,
78.72, 62.63, 21.59; IR, � (cm�1) 1827, 1778, 1720. A
stirred and cooled (0°C) solution of 1.58 g (9.1 mmol) of
this material in 30 ml of diethyl ether was treated with
15 ml (10.7 mmol) of a 3% diethyl ether solution of
diazomethane. After the addition the mixture was
immediately subjected to solvent stripping and the
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residue was then distilled, yielding 1.64 g (96%) of 3-
methoxycarbonyl-3-methyl-[1,4]-dioxane-2,6-dione (5)
as a colorless oil, b.p. 100–105°C (0.2 mm Hg); 1H
NMR (400 MHz, CD3COCD3), � 4.79 (1 H, d,
J = 18 Hz), 4.73 (1 H, d, J = 18 Hz), 3.85 (3 H, s), 1.75
(3 H, s); 13C NMR (100 MHz, CD3COCD3), � 167.36,
163.92, 163.42, 78.75, 62.57, 53.78, 21.96. This
substance allowed an independent estimate of the first-
order hydrolysis rate for 1.



��������
������������������������ ������ �3�	 To
50 ml of a 1 M solution of methylamine in dioxane at 0°C
were added with stirring 20 ml of a 1 M solution of 3-
carboxy-3-methyl-[1,4]-dioxane-2,6-dione (3) in diox-
ane. After the addition was complete, external cooling
was removed and mixture was stirred for 15 min at room
temperature. Next, excess methylamine and solvent were
removed under reduced pressure. The oil obtained was
dissolved in 50 ml of diethyl ether and washed 3� with
20 ml portions of 1 M hydrochloric acid. The solution was
then dried over anhydrous sodium sulfate and concen-
trated under reduced pressure. The resulting crude oil was
purified by silica chromatography with ethyl acetate as
eluent. We obtained 2.34 g (57%) of 2-(N-methylamino-
carbonylmethoxy)-2-methylmalonic acid as a colorless
oil; 1H NMR (400 MHz, CD3COCD3), � 4.16 (2 H, s),
2.76 (3 H, s), 1.65 (3 H, s). A solution of 1.02 g (5 mmol)
of this material in 20 ml of diethyl ether was stirred at
room temperature while it was treated with 1.07 g
(5.1 mmol) of trifluoroacetic anhydride. The mixture
became warm, and was stirred at room temperature for
20 min. Then, solvent was removed under reduced
pressure and the concentrate obtained was purified by
silica chromatography with ethyl acetate as eluent. We
obtained 0.58 g (62%) of 2-carboxy-2,4-dimethylmor-
pholine-3,5-dione (6) as a colorless oil: 1H NMR
(500 MHz, CDCl3), � 4.64 (1 H, d, J = 17.5 Hz), 4.54 (1
H, d, J = 17.5 Hz), 3.23 (3 H, s), 1.80 (3 H, s); 13C NMR
(125 MHz, CDCl3), � 171.27, 169.43, 168.92, 65.20,
26.49, 22.65. This substance allowed an independent
estimate of the rate of activation for 3 (for bimolecular
reaction with AcCH=C=NtBu). It was converted into a
dicyclohexylamine salt for elemental analysis, white
crystals, m.p. 147°C. Anal. Calcd for C19H32N2O5: C,
61.93; H, 8.75; N, 7.60. Found: C, 61.82; H, 8.89; N,
7.60%.



�������������������������
�������������� ����
�-�	 A solution of 0.174 g (1 mmol) of 3-carboxy-3-
methyl-[1,4]-dioxane-2,6-dione (3) in 10 ml of methanol
was stirred at room temperature for 3 min. Removal of
excess methanol under reduced pressure resulted in
0.204 g (99%) of 2-(methoxycarbonylmethoxy)-2-
methylmalonic acid (7) as a colorless oil; 1H NMR
(400 MHz, CDCl3), � 10.20 (2 H, s), 4.31 (2 H, s), 3.73 (3
H, s), 1.64 (3 H, s); 13C NMR (100 MHz, CDCl3), �
171.61, 171.40, 81.68, 64.11, 52.47, 20.64. The spectral


symmetry present in 7 confirms that the less-hindered
carbonyl of the cyclic anhydride moiety in 3 was the site
of nucleophilic addition. The substance was an ineffec-
tual catalyst. Anal. Calcd for C7H10O7: C, 40.78; H, 4.89.
Found: C, 40.76; H, 4.98%.


���
�
�
�!��"#����������
�
��������������������������
����� ��#�$��� �4� #$$���	 A solution of 15.1 g
(50 mmol) of perfluoro-n-butanesulfonyl fluoride in
20 ml of methylene chloride was stirred and chilled
to � 78°C while treated with a solution of 5.1 g
(50.5 mmol) of triethylamine and 5 g (50 mmol) of
2,2,2-trifluoroethanol in 20 ml of methylene chloride.
After addition the mixture was allowed to warm to room
temperature, and was washed with 1 M hydrochloric acid,
1 M sodium hydroxide and water. The solution was dried
over anhydrous sodium sulfate, and was concentrated
under reduced pressure. Distillation of the residue gave
17.0 g (89%) of 2,2,2-trifluoroethyl perfluoro-n-butane-
sulfonate as a colorless oil, b.p. 141°C; 1H NMR
(400 MHz, CDCl3), � 4.73 (q, J = 7 Hz). A mixture of
15.3 g (40 mmol) of this material and 6.3 g (40 mmol) of
2,2,6,6-tetramethyl-4-piperidinol was stirred at 130°C
for 2 h. The resulting material was purified by silica
chromatography with 1:1 ethyl acetate–hexane as eluent.
We obtained 4.4 g (46%) of 1-(2,2,2-trifluoroethyl)-
2,2,6,6-tetramethyl-4-piperidinol as white crystals, m.p.
128°C; 1H NMR (400 MHz, CDCl3), � 3.99 (1 H, m),
3.13 (2 H, q, J = 9 Hz), 1.86 (2 H, d, J = 12 Hz), 1.46 (2
H, t, J = 11.5 Hz), 1.15 (6 H, s), 1.06 (6 H, s); 13C NMR
(100 MHz, CDCl3), � 63.89, 57.15, 49.92, 46.82, 34.51,
22.79. A solution of 2.4 g (0.01 mol) of this material and
1.8 g (0.0113 mol) of pyridine–sulfur trioxide complex
was refluxed in 25 ml of toluene for 15 h. The crude
product precipitated from the chilled reaction mixture
and was filtered. Recrystallization from water gave 2.9 g
(91%) of 1-(2,2,2-trifluoroethyl)-2,2,6,6-tetramethyl-4-
piperidinol bisulfate as white crystals, m.p. 222°C; 1H
NMR (500 MHz, D2O), � 4.74 (1 H, m), 4.10 (2 H, q,
J = 9 Hz), 2.34 (2 H, d, J = 12 Hz), 1.94 (2 H, t,
J = 13 Hz), 1.43 (12 H, s); 13C NMR (125 MHz, D2O),
� 69.79, 69.15, 46.05, 42.73, 39.82, 28.88, 21.30. Anal.
Calcd for C11H20F3NO4S: C, 41.37; H, 6.31; N, 4.39.
Found: C, 41.23; H, 6.32; N, 4.36%.


����#�������	 Estimates of pH for kinetic runs are
glass-electrode meter readings in buffered aqueous
dioxane (1:1, v/v), referenced to calibration standards
in water alone. Catalytic kinetic runs as represented by
Figs 1 and 2 were monitored spectrophotometrically at a
suitable wavelength employing a 1 mm cell, with
absorption measurements serially recorded at 6 s inter-
vals subsequent to mixing of reactants. In most instances
recrystallized 3 was the form in which the catalyst was
introduced to initiate reaction. Solvent was maintained at
50% aqueous in runs that were 2 M in substrate, by
reducing appropriately the amount of dioxane co-solvent.
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Hydrolysis of control substance 5 was followed similarly
by observing an exponential decay in the spectral
absorption of the anhydride (265 nm) following addition
to aqueous dioxane, yielding an independent estimate of
the catalytically limiting rate constant. The velocity did
not depend on pH. The characteristic rate constant of
carboxyl activation was separately estimated by employ-
ing control substance 6 to combine with substrate
acylketenimine under pseudo-first-order conditions (6
in excess) by the same technique. The addition reaction
was found to be acid catalyzed for pH values that provide
an ionized carboxyl of model 6 (measured pKa


2.65 � 0.05 in aqueous dioxane by pH dependence of
13C NMR); the inferred mechanism entails addition of the
carboxylate anion to an transiently protonated acyl-
ketenimine (pKa �2 for conjugate acid of substrate).6


Throughout, tolerances listed are standard errors from
least-squares analysis.


&����������� �������


Derivation of rate equations employed in fitting kinetic
data is available at the epoc website at http://www.
wiley.com/epoc.


!%+%!% $%&


1. (a) Feringa BL. Acc. Chem. Res. 2001; 34: 504–513; (b) Kelly TR.


Acc. Chem. Res. 2001; 34: 514–522; (c) van Delden RA, Koumura
N, Harada N, Feringa BL. Proc. Natl. Acad. Sci. USA 2002; 99:
4945–4949; (d) Feringa BL, Koumura N, Van Delden RA, Ter
Wiel MKJ. Appl. Phys. 2002; 75: 301–308; (e) Wang H, Oster G.
Appl. Phys. 2002; 75: 315–323; (f) Sestelo JP, Kelly TR. Appl.
Phys. 2002; 75: 337–343.


2. (a) Vale RD, Milligan RA. Science 2000; 288: 88–95; (b)
Mahadevan L, Matsudaira P. Science 2000; 288: 95–99.


3. (a) Kelly TR, De Silva H, Silva RA. Nature (London) 1999; 401:
150–152; (b) Koumura N, Zijlstra RWJ, van Delden RA, Harada
N, Feringa BL. Nature (London) 1999; 401: 152–155.


4. (a) Kelly TR, Tellitu I, Sestelo JP. Angew. Chem., Int. Ed. Engl.
1997; 36: 1866–1868; (b) Kelly TR, Sestelo JP, Tellitu I. J. Org.
Chem. 1998; 63: 3655–3665.


5. (a) Woodward RB, Woodman DJ. J. Am. Chem. Soc. 1966; 88:
3169–3170; (b) Woodward RB, Woodman DJ. J. Am. Chem. Soc.
1968; 90: 1371–1372; (c) Woodman DJ, Murphy ZL. J. Org.
Chem. 1969; 34: 3451–3456; (d) Woodman DJ, Davidson AI. J.
Org. Chem. 1970; 35: 83–87; (e) Woodman DJ, Davidson AI. J.
Org. Chem. 1973; 38: 4289–4295.


6. Ibrahim IT, Williams A. J. Chem. Soc., Perkin Trans. 2 1982;
1459–1466.


7. (a) Niederhauser A, Neuenschwander M. Helv. Chim. Acta 1973;
56: 1318–1330; (b) Niederhauser A, Neuenschwander M. Helv.
Chim. Acta 1973; 56: 1331–1344; (c) Gais H-J, Lied T. Angew.
Chem., Int. Ed. Engl. 1978; 17: 267–268; (d) Gais H-J. Angew.
Chem., Int. Ed. Engl. 1978; 17: 597–598.


8. (a) Gaetjens E, Morawetz H. J. Am. Chem. Soc. 1960; 82: 5328–
5335; (b) Bruice TC, Bradbury WC. J. Am. Chem. Soc. 1968; 90:
3808–3812.


9. (a) Jencks WP. Annu. Rev. Biochem. 1997; 66: 1–18; (b) Jencks
WP. Biosci. Rep. 1995; 15: 283–287; (c) Jencks WP. Protein Sci.
1994; 3: 2459–2464; (d) Urry DW. Angew. Chem., Int. Ed. Engl.
1993; 32: 819–841.


10. Vijverberg, CAM, Peters JA, Bovée WMMJ, Vroon H, Kieboom
APG, van Bekkum H. Recl. Trav. Chim. Pays-Bas 1983; 102: 255–
263.


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 175–182


182 W. L. MOCK AND K. J. OCHWAT








��������� �� �	
 � �
�
���� �
����������� �� 
���������
���������
� 	
�������
�
 �
�������
�†


�
��� �� ��
���
�� � ���
��� �� ��� �!�"�* ��� ��	�# �� $����� �"�


���������� 	
 ��������� �������� 	
 ������� �������� �� ������ ������� �	����


Received 26 June 2002; revised 14 October 2002; accepted 14 October 2002


ABSTRACT: Eleven mono- and eight di-exocyclically substituted heptafulvene derivatives were optimized at the
B3LYP/6–311�G** level of theory. The aromaticity indices REC (ring energy content), Schleyer’s NICS, 3He NMR
chemical shift and anisotropy of magnetic susceptibility and the geometry based descriptor HOMA were used to
estimate the extent of cyclic �-electron delocalization due to the substituent effect. A dramatic variation of these
indices was found for electron-accepting substituents indicating great sensitivity of the �-electron structure of the
ring. In the case of monosubstituted derivatives all indices exhibit a perfect or at least very good equivalence, whereas
for disubstituted species the mutual correlations are markedly worse. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: substituent effect; aromaticity; heptafulvene; ab initio DFT; NICS; HOMA; chemical shift
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Since its synthesis,1 heptafulvene has been one of the
classical non-alternant �-electron systems attracting
considerable interest.2 Because of their potential ten-
dency to fulfil the Hückel 4N � 2 rule, various properties
of heptafulvene and particularly of its derivatives have
been the subject of study, including cycloaddition
reactions,3 dependence on substituent non-linear optical
activity,4 through-resonance effect in 8-substituted hepta-
fulvene derivatives,5 colour properties,6 geometric iso-
merism of the exocyclic double bond in heptafulvene
derivatives and electronic effects on the rotational
barrier.7 Recently the substituent effect on induced
current densities in penta- and heptafulvenes has been
studied.8


Most of the accumulated information on 8-substituted
heptafulvene derivatives suggests great sensitivity of the
�-electron structure of the ring. Aromaticity is a
theoretical concept of great practical importance,9 and
the exocyclically substituted heptafulvenes represent an
interesting group of systems for a systematic study of the
extent of changes in the cyclic �-electron delocalization
due to substitution (Scheme 1). This may be done with
the use of three main features of aromaticity characteriz-
ing the ring: an increase in stability, a decrease in bond


length alternation and characteristic magnetic proper-
ties.9


The purpose of this paper is to present an analysis of
the aromatic character of mono- and di-exocyclically
substituted heptafulvene derivatives involving Schleyer’s
magnetism-based index NICS10 and anisotropy of mag-
netic susceptibility,11,12 geometry-based index of aroma-
ticity HOMA13 and empirical measures of energy of the
ring.14,15 Additionally, the 3He NMR chemical shifts
were used for estimating the aromaticity of �-electron
systems.16–18


+,-+'%�+&�./ .&) '+�*/��


The energies of the ring were calculated by employing
two empirical models that allow one to estimate bond
energies from C—C bond lengths according to Eqn. (1)14


and Eqn. (2):15


REC�1� � �368�15� exp 2�255�1�533 � Ri�� � �1�


REC�2� � 530�83� 1 � 5�052�Ri � 1�3549�2
� �


�2�


where Ri represent the running C—C bond length in the
ring of heptafulvene derivatives (in Angstroms).


�	
0
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The above equations are based on different models but
they both employ the C—C bond lengths to estimate the
energy of the ring. The first empirical model gave good
agreement between the experimental heats of formation
and those obtained by Eqn. (1) for eight benzenoid
hydrocarbons.14,19 These bond energies also correlate
impressively well with the bond energies obtained
recently by Exner and Schleyer,20 which are based on
the Bader topological analysis.21 Equation (2) reproduces
very well the atomization energies of a set of 16
benzenoid hydrocarbons.15 Since in both cases the
energies refer to the same structural unit, the ring, the
changes are expected to be equivalent to the changes in
aromatic stabilization energy (ASE). The energies
obtained for the ring by Eqns (1) and (2) are depicted
further as ring energy contents REC(1) and REC(2).


The nucleus-independent chemical shift10 (NICS) and
anisotropy of magnetic susceptibility11,12 were used as
the descriptors of aromaticity from the magnetic point of
view. The NICS is defined as the negative value of the
absolute magnetic shielding computed at ring centres and
NICS (1) if the probe function is located 1 Å over the ring
plane. The rings with highly negative values of nucleus-
independent chemical shifts are qualified by definition as
aromatic and those with positive NICS values as anti-
aromatic. The anisotropy of magnetic susceptibility is
defined as the difference between the perpendicular and
average in-plane diamagnetic susceptibilities.


Variation in geometry is another very important source
of information about aromaticity.22 Among many easily
available quantitative definitions of aromaticity based on
geometric criteria, the HOMA model has been shown to
be the most reliable.22,23 The HOMA is defined by Eqn.
(3):13


HOMA � 1 � �


n


�
Ropt � Ri


� �2 �3�


where n is the number of bonds taken into the summation;
� is a normalization constant (for C—C bonds � = 257.7)


fixed to give HOMA = 0 for a model non-aromatic
system and HOMA = 1 for the system with all bonds
equal to the optimum value Ropt assumed to be realized
for full aromatic systems (for C—C bonds Ropt 1.388 Å);
Ri is the running bond length. HOMA may also be
presented in such a way that two different contributions
to the decrease of aromaticity are shown:13b


HOMA � 1 � � Ropt � Rav
� �2��


n


�
Rav � Ri� �2


� �


� 1 � EN � GEO �4�


where EN describes the decrease in aromaticity due to
bond elongation and GEO that due to the increase in bond
alternation; Rav is the average bond length.


Molecular geometries of heptafulvene and 11 mono-
and eight di-exocyclically substituted derivatives were
optimized at the DFT B3LYP/6–311�G** level of
theory. All species corresponded to minima at the
B3LYP/6–311�G** level, with no imaginary fre-
quencies. The GIAO/HF/6–31�G* method was used
for the anisotropy of magnetic susceptibility, NICS and
�� 3He calculations. The �� 3He values were calculated
at 1 Å above the molecular planes. All calculations were
performed with the use of the Gaussian 98 program.24


The HOMA values were based on molecular geometries
optimized at the B3LYP/6–311�G** level. Tables 1 and
2 present all data for quantitative measures of aromaticity
which are the subject of discussion. Additionally, the
exocyclic bond lengths RC7—C8 and �� 3He values are
given as potentially important descriptors of the electro-
nic structure.


)%�$*��%(&


The substituent effect on aromaticity of the ring is
substantial, as shown by the ranges of variation of the
indices in question presented in Tables 1 and 2 for mono-


����
 1� ���������� ���� �� !"#�!�$ ��� "#�!�$$ !%& �	���$� '(�) ��� '(�) !�$� �� �*� !���$� ���	��	�� 	
 �� ����
�������+��� ��� *,-.� #'� /#, ��� +	�� ��� ��� "�01�2 !.3 $ 
	� �����
������ ��� �� �	�	���+������� ���������


HOMA EN GEO NICS NICS (1) RC7—C8
3He REC(1) REC(2) ��


H 0.164 0.142 0.695 8.47 4.24 1.356 54.36 3413.39 3605.23 6.14
CH3 0.165 0.147 0.689 8.87 4.60 1.361 53.97 3409.79 3604.75 7.74
OCH3 0.146 0.145 0.709 10.73 6.33 1.358 52.24 3411.68 3603.54 12.04
NH2 0.095 0.159 0.746 9.62 4.75 1.360 50.80 3404.14 3598.39 6.64
N(CH3)2 0.147 0.147 0.706 8.42 3.09 1.363 50.84 3410.42 3603.48 6.37
F 0.164 0.138 0.698 8.68 4.59 1.350 54.06 3415.65 3605.60 2.50
NO 0.509 0.086 0.405 4.27 0.43 1.388 58.22 3443.22 3636.71 67.06
CN 0.381 0.105 0.515 4.71 0.79 1.375 57.84 3432.64 3625.08 14.94
NO2 0.467 0.096 0.437 2.06 �1.50 1.378 60.18 3436.53 3632.60 28.06
N2
� 0.822 0.042 0.136 �3.83 �7.02 1.419 66.02 3477.41 3666.49 36.33


NH3
� 0.449 0.094 0.457 2.29 �1.27 1.366 60.06 3428.24 3620.89 22.34


Range 0.727 0.117 0.610 14.56 13.35 0.069 15.22 73.27 68.10 64.56
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and disubstituted derivatives, respectively. Electron-
accepting substituents increase the cyclic �-electron
delocalization in the ring following the Hückel 4N � 2
rule. The HOMA values illustrate this point very well.
For heptafulvene HOMA = 0.164 whereas for the N2


�


derivative it rises to 0.822. The NICS values also
illustrate the changes well, but the scale should be
shifted. It is important to note that the above changes are
dramatically larger than that observed for benzene
derivatives. For instance, the difference between the
aromatic character of benzene and its N2


� derivative is
only �HOMA = 0.036. This is also indicated by other
aromaticity indices, as illustrated by the data in Table 3.


In some cases the ranges for monosubstituted deriva-
tives (Table 1) are larger than those for the disubstituted
derivatives (Table 2) because of the absence of the
positively charged substituent N2


�. However, if the same
substituents are taken into account in both series, then the
ranges for disubstituted derivatives are almost twice as
large as those for the monosubstituted derivatives.


Comparison with benzene obviously indicates that the
aromatic character of the benzene ring is less sensitive to
substituent effects than the ring in heptafulvene. This
evidently results from the tendency of the benzene ring to
maintain its six �-electrons, compared with that of the
heptafulvene ring to achieve six �-electrons, i.e. to offer a
surplus of electrons to the substituent, thus decreasing the
number of electrons in the ring. This can be realized by
electron-attracting substituents which increase the �-
electron delocalization in the ring.


For monosubstituted derivatives, all descriptors of
aromaticity, except anisotropy of magnetic susceptibility,


exhibit very good or at least good mutual correlations, as
shown by the correlation coefficients in Table 4. An
important point should be made here: in the case of
anisotropy, the quantity computed consists of informa-
tion on the electronic structures of both the ring and the
substituents. Hence the high anisotropy of the substituent
affects substantially the value for the substituted system.
Therefore, the anisotropy of magnetic susceptibility
should not be considered as a fully reliable indicator of
the extent of cyclic �-electron delocalization in the ring.
This may be supported by bad or very bad correlations
between anisotropy and other magnetic descriptors with
correlation coefficients of about 0.6 or less.


Good correlations exist not only between indices of the
same background but also for those describing different
properties, e.g. REC(1) vs NICS with r = �0.966, NICS
vs HOMA with r = �0.975 and HOMA vs REC(1) with
r = 0.994, as shown for typical scatter plots in Fig. 1(a)–
(c).
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HOMA EN GEO NICS NICS (1) RC7—C8
3He REC(1) REC(2) ��


H 0.164 0.142 0.695 8.45 4.24 1.356 54.26 3413.39 3605.23 6.14
CH3 0.042 0.184 0.774 1.66 �2.78 1.356 55.13 3388.29 3592.27 16.85
OCH3 0.137 0.150 0.713 10.46 6.07 1.362 51.82 3408.45 3602.35 9.32
NH2 0.042 0.172 0.786 4.93 0.44 1.364 51.80 3397.74 3593.31 4.94
N(CH3)2 0.107 0.170 0.723 15.45 10.07 1.387 45.38 3396.82 3598.22 29.57
F 0.112 0.145 0.743 8.91 4.99 1.345 53.70 3412.68 3601.37 1.32
CN 0.546 0.077 0.377 1.01 �2.61 1.399 61.40 3449.96 3639.59 20.81
NO2 0.552 0.082 0.356 �0.93 �4.38 1.385 62.80 3445.15 3640.43 41.18


Range 0.510 0.107 0.430 16.38 14.44 0.054 11.00 61.67 48.16 39.86
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HOMA EN GEO NICS NICS (1) REC(1) REC(2)


C6H6 0.991 0.001 0.000 �10.5 �12.3 3001.69 3082.20
C6H5N2


� 0.955 0.021 0.024 �10.6 �11.2 2948.4 3154.98


Range 0.036 0.010 0.024 0.1 1.1 53.29 72.78
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HOMA NICS NICS(1) 3He REC(1) REC(2)


NICS �0.975
NICS (1) �0.975 0.997
3He 0.973 �0.987 �0.982
REC(1) 0.994 �0.966 �0.965 0.968
REC(2) 0.988 �0.951 �0.951 0.950 0.986
�� 0.614 �0.510 �0.509 0.511 0.571 0.573
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Much worse is the picture for mutual correlations for
disubstituted species, as shown by the data in Table 5. Of
the physically related quantities presented, such as
REC(1) and REC(2) or �� 3He and NICS(1), only
REC(1) and REC(2) vs HOMA give acceptable correla-
tions. However, both HOMA and RECs are defined on
the basis of the same kind of structural information.


For NICS and �� 3He, some difficulties arise from the
fact that for some substituents the ring is not planar,
hence finding the center of the ring encounters substantial


problems. Table 6 presents the mean least-squares
deviations from the best plane for disubstituted deriva-
tives of heptafulvene.


In the case of dimethyl and diamino derivatives, where
the deviation from planarity is large, one can observe a
significant decrease in the HOMA value from 0.164 for
unsubstituted species to 0.042 for dimethyl and diamino
derivatives. This is also associated with a decrease in
REC values. Another interesting finding is that for
electron-donating substituents, there is no regularity in
the variation of the aromaticity indices for the ring. The
reason seems to be clear since these substituents increase
the number of �-electrons in the ring so that the ring
approaches a more anti-aromatic state, i.e. where it would
have 4N �-electrons. Hence some other factors may
strongly influence the observed state of the ring
differently characterized by different aromaticity indices.


Application of HOMA in the form of Eqn. (4) allows
us to understand better the consequences of substituent
effects on the �-electron structure of the ring. It appears
that the decrease in aromaticity results mostly from a
large bond alternation. The GEO term is large and varies
considerably over a range of 0.610 for monosubstituted
series, whereas the effect of the mean bond elongation is
much smaller, the range of the EN term being 0.117.
Hence the intramolecular charge transfer from the ring to
electron-accepting substituents affects mostly the bond
alternation. As a result of intramolecular charge transfer,
the EN term decreases significantly, from 0.142 for the
unsubstituted species to 0.042 for the N2


� derivative. This
means that as a result of delocalization due to charge
transfer, the mean bond length becomes smaller.
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Mean deviation from plane


H 0.0001
CH3 0.1800
OCH3 0.0001
NH2 0.1753
N(CH3)2 0.0024
F 0.0002
CN 0.0000
NO2 0.0360
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22. Krygowski TM, Cyrański MK. Chem. Rev. 2001; 101: 1385–1419.
23. Schleyer PvR. Chem. Rev. 2001; 101: 1115–1117.
24. Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA,


Cheeseman JR, Zakrzewski VG, Montgomery JA Jr, Stratmann
RE, Burant JC, Dapprich S, Millam JM, Daniels AD, Kudin KN,
Strain MC, Farkas O, Tomasi J, Barone V, Cossi M, Cammi R,
Mennucci B, Pomelli C, Adamo C, Clifford S, Ochterski J,
Petersson GA, Ayala PY, Cui Q, Morokuma K, Malick DK,
Rabuck AD, Raghavachari K, Foresman JB, Cioslowski J, Ortiz
JV, Baboul AG, Stefanov BB, Liu G, Liashenko A, Piskorz P,
Komaromi I, Gomperts R, Martin RL, Fox DJ, Keith T, Al-Laham
MA, Peng CY, Nanayakkara A, Gonzalez C, Challacombe M, Gill
PMW, Johnson B, Chen W, Wong MW, Andres JL, Gonzalez C,
Head-Gordon M, Replogle ES, Pople JA. Gaussian 98, Revision
A.7. Gaussian: Pittsburgh, PA, 1998.


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 426–430
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ABSTRACT: Alkaneoxodiazonium ions (R—N=N=O)� and (R—O—N2)�, which are closely analogous to
alkanediazonium ions (R—N2)�, were detected as reactive intermediates in acid-catalysed reactions of nitroso-
hydroxylamines and deamination-type reactions. The isomers were compared by high-level MO investigations of the
reactions of nitrous oxide with cationic electrophiles H�, CH3


�, Me3C� and PhCH2
�. Strongly bonded species are


formed in reactions with the powerfully electrophilic H� and CH3
�, and the resulting ions differ considerably in


stabilities; less stable species are formed with Me3C� and PhCH2
� and the complexes so formed have similar


stabilities. Two isomers of Ph(N2O)�, analogous to phenyldiazonium ion, PhN2
�, are calculated to be stable ions with


the end-N-bonded isomer being preferred over the O-bonded ion at the MP4(SDQ)/6–311G(d,p)//MP2(fc)/6–
31G(d,p) and G3 levels of theory. Both are non-planar with the phenyl ring at 90° to the non-linear N2O residue.
Syntheses of salts of Ar(N2O)� are now planned. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: ab initio calculations; dediazoniation; diazonium ion; deamination; oxodiazonium ion; carbenium ion;
carbocation
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Salts of arenediazonium ions 1 in Scheme 1, e.g. tetra-
fluoroborates, are relatively stable in either aqueous or
alcoholic solution, or as crystalline solids. They have
been used as intermediates in the synthesis of a wide
range of materials from the laboratory up to the industrial
scale.1 In contrast, alkanediazonium ions 2 are known
only as reactive intermediates in deamination-type
reactions.2 There is an effect of substituents X upon the
stability of 1 but this is understood,3 and is modest
compared with the difference in stability between arene-
and alkanediazonium ions. The difference in stability had
been attributed earlier to the delocalization of positive
charge into the arene ring corresponding to appreciable
contributions by the various resonance forms 1c, etc., as
illustrated in Scheme 1, but Glaser and Horan4 have
recently shown that the parent benzenediazonium ion is
best regarded as a phenyl cation linked to a nitrogen
molecule by a dative bond. It follows that the difference
in stability between arene- and alkanediazonium ions


cannot lie principally in conjugative interactions between
the arene ring and the diazonium group.


The experimental observation that compounds 1 frag-
ment much more slowly than compounds 2 is represented
by reaction profiles for loss of dinitrogen from arene- and
alkanediazonium ions in Scheme 2. Chemical reactivity
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depends upon there being a reaction path so, regardless of
thermodynamic aspects, a compound with no accessible
reaction path is necessarily kinetically stable. This
appears to be the basis of the stability of arenediazonium
ions. The only credible unimolecular decomposition
route involves heterolysis of the carbon–nitrogen bond,
and even the stability of the dinitrogen molecule does not
adequately compensate for the instability of the aryl
cation (which has been extensively explored5). Second-
ary and tertiary alkyl cations, in contrast, are relatively
stable reactive intermediates, hence the instability, i.e.
reactivity, of the corresponding diazonium ions. Primary
alkanediazonium ions do not lead to such stable
carbenium ions, but are kinetically unstable because they
have low-energy solvent-induced concerted bimolecular
reaction paths (SN2 or E2) which are not available to the
arenediazonium ion analogues.


We have shown recently that N-nitroso-N,O-dialkyl-
hydroxylamines (3) undergo stepwise acid-catalysed
fragmentation involving alkaneoxodiazonium ion inter-
mediates, (R—N=N=O)�, as shown in Scheme 3.6


These intermediates, which have previously been im-
plicated by White in a range of reactions closely related
to deamination,2,7 are exactly analogous to alkanedi-
azonium ions, (R—N2)�, in deaminations, and their
structure follows directly from the atom connectivity of
the substrate. In contrast, the solvolytic decomposition of
alkyl azoxyarenesulfonates (4) illustrated in Scheme 4
occurs by an initial synchronous concerted fragmentation
to give the carbocation intermediate directly, i.e. the
carbocation’s potential precursor in these reactions,
(RN2O)�, is by-passed.8 However, (PhCH2—ON2)�


with bonding to oxygen is formed at least to some extent
in the solvolysis of benzyl azoxytosylate, by capture of
the benzyl cation by nitrous oxide subsequent to the
initial fragmentation; it then reacts further itself.9


In order to gain insight into the relative stabilities of


the isomeric cations, R(N2O)�, i.e. to understand why the
reaction of Scheme 3 is stepwise via (R—N=N=O)�


whereas its structural isomer with R bonded to the central
nitrogen is by-passed in the decomposition of 4 in
Scheme 4, isomers of (RN2O)� were investigated
theoretically for R� = H� (5), Me� (6) and PhCH2


� (7)
(Scheme 5).10 It was shown that only the ions with R�


bonded to the terminal atoms of N2O correspond to
energy minima; the ion with R� bonded to the central
nitrogen is the transition structure for the interconversion
of the two stable isomeric ions. About this time, Olah and
colleagues reported the preparation and structural
characterisation of (Me—ON2)� from the reaction of
methyl fluoride and nitrous oxide under super-acid
conditions at �80°C,11 and McMahon and colleagues
reported mass spectrometric and theoretical results on
gas-phase reactions of nitrous oxide with H� and CH3


�


which indicated preferential bonding of the electrophiles
to the terminal nitrogen.12 Moreover, Amano13 reported
the high-resolution infrared spectrum of protonated N2O
which, based on subsequent ab initio studies by Vincent
and Hillier,14 Rice and colleagues,15 and Yamashita and
Morokuma,16 was interpreted in terms of the O-proto-
nated isomer. This was corroborated by a millimetre
wave spectroscopy study of protonated and deuterated
N2O.17 More recently, detailed ab initio studies of
protonated N2O using various correlation methods were
reported by Del Bene et al.18 and Ekern et al.19 These
studies have unequivocally shown that the preferred site
of protonation is very sensitive to the level of electron
correlation. At the MP3, MP4(SDQ) and QCISD(T)
levels (and also within G1 and G2 models), electron
correlation indicates that oxygen protonation is preferred,
whereas at the HF, MP2 and MP4(SDTQ) levels, N
protonation prevails. Thus, regardless of detail, alkane-
oxodiazonium ions bonded either through oxygen or the
terminal nitrogen are viable species even though they are
very reactive towards nucleophiles, i.e. they appear to be
closely similar to alkanediazonium ions. The question
arose, therefore, of whether areneoxodiazonium ions,
Ar(N2O)�, are stable species, like arenediazonium ions,
ArN2


�, but which have not previously been sought. We
now report an ab initio MO investigation of the reactions
of N2O with H�, CH3


�, PhCH2
� and Me3C� using more


rigorous computational methods than we previously
used,9 and of the reaction of N2O with Ph� to inform a
planned experimental search for stable salts of (ArN2O)�.


,����� .- 0��%(��� ���!���)���� �
����������� �� '!
���
������
�1�)������


,����� /- ����
��� ��)��)��� �
����������� �� �)��)
�/�1�����)���� ,����� 0- �������� �� ������ �� (��� ���
��� �1���


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 491–497


492 M. ECKERT-MAKSIĆ ET AL.
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Geometry optimisation of all species under investigation
was carried out by the MP220 and Becke 3LYP21 methods
using 6–31G(d,p) and 6–311G(d) basis sets, respectively,
within the Gaussian 9422 suite of programs. Stationary
points were optimised without any symmetry constraints
and then characterised by calculation of the frequencies
using the analytical gradient procedure at the same
theoretical levels used in the geometry optimisation. The
calculated frequencies were also used to determine zero-
point vibrational energies (ZPVE) which were used after
scaling (0.9661 for MP2 while the B3LYP ZPVEs were
used unscaled) as zero-point corrections for the electronic
energies calculated at these and subsequent higher levels
of theory. The latter calculations were performed using
MP4(SDQ) (5–9), QCISD(T) (5, 6) and CCSD(T) (5, 6)
methods with the 6–311G(d,p) basis set at the MP2/6–
31G(d,p) optimised geometries, where the systems
studied are given within parentheses (Scheme 6). For
all these calculations, only valence shell electrons were
correlated. Additionally, calculations for some of the
species were executed by utilizing G3 (5, 6, 9), CBS-Q
(5, 6) and CBS-APNO (5, 6) computational procedures.
Each dissociation energy (Ediss) was calculated as the
difference between the total energy of the substituted
oxodiazonium cation and the sum of the total energies of
its fragments (i.e. N2O and R�). All calculations were
carried out on Pentium III PCs or a cluster of Pentium III
and Athlon MP PCs at the Ru�er Bošković Institute in
Zagreb.
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Whereas the highest level calculations used in this study
provide an accurate insight into structural and energetic
features of investigated species, their use has been limited
to the protonated and methylated ions because of the
complexity of the higher analogues. Therefore, our first
task in this work was to locate stationary structures of all
potential ions at a level of theory applicable to all ions.
For this purpose, we made use of the MP2(fc)/6–
31G(d,p) method. In each case, three minima were
located on the MP2 potential energy surface, correspond-
ing to the isomers with an electrophile attached to the
end-N, central-N and O atoms. It turned out that linkage
of the electrophiles to the central nitrogen leads to high-
energy species lying above the dissociation limit. For
instance, the dissociation energy (Ediss) of the centrally
methylated N2O cation calculated at G3 and CBS-APNO
levels of theory are �65.8 and �62.9 kJ mol�1, respec-
tively, the negative signs indicating that the total energies
of the species are above the sums of the total energies of
their fragments (Me� and N2O). The same holds for other
centrally substituted derivatives; consequently, they will
not be considered any further.


In the next step, protonation and methylation of N2O
were studied in detail using the wide range of methods of
varying degrees of sophistication specified above. The
results of energy calculations on the reaction between
N2O and H� in Eqn. (1) are summarized in Table 1.


�HNNO�� � N2O � H� � �NNOH�� �1�


We see that the species with the proton bonded to the
oxygen atom is more stable than that with the proton
bonded to the terminal nitrogen by all computational
methods except MP2 and B3LYP. However, the energy
difference between the two isomers varies considerably
depending on the method used. The best agreement with
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Method


(HN2O)� (HON2)�


�Etot
b (kJ mol�1)Etot


a (a.u.) Ediss (kJ mol�1) Etot (a.u.) Ediss (kJ mol�1)


CBS-APNO (0 K) �184.86638 560.9 �184.86912 568.1 7.2
CBS-Q (0 K) �184.65909 555.9 �184.66415 569.2 13.3
G3 (0 K) �184.79030 560.1 �184.79482 572.0 11.9
CCSD(T)c �184.49790 568.7 �184.50636 590.9 22.2
QCISD(T)d �184.50032 570.1 �184.50766 589.3 19.2
MP4(SDQ)e �184.47114 563.8 �184.48426 598.3 34.4
MP2/6–31G(d,p) �184.40823 562.9 �184.40522 555.0 �7.9
B3LYP/6–311G(d) �184.91228 551.8 �184.90935 544.1 �7.7


a ZPV energies are included in Etot.
b �Etot = Etot(HN2O�) �Etot(HON2


�).
c CCSD(T)/6–311G(d,p)//MP2(fc)/6–31G(d,p).
d QCISD(T)/6–311G(d,p)//MP2(fc)/6–31G(d,p).
e MP4(SDQ)/6–311G(d,p)//MP2(fc)/6–31G(d,p).
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experimentally determined results is achieved by
CCSD(T)/6–311G(d,p)//MP2(fc)/6–31G(d,p) calcula-
tions; the result is only ca 4 kJ mol�1 lower than the
experimental value of 26 � 2 kJ mol�1.23,24 Somewhat
disappointingly, other relatively high levels of theory
such as CBS-APNO, CBS-Q and G3 provide poor energy
differences (�Erel) between the two isomers (7.2, 13.3,
and 11.9 kJ mol�1, respectively) which are considerably
less than the experimental value. It is also noteworthy in
this respect that the value calculated by the G3 method is
in less satisfactory agreement with experiment than
values calculated by G1 (13.9 kJ mol�1) and G2
(14.2 kJ mol�1).19 On the other hand, proton affinities
of the oxygen site offered by these three computational
procedures (572.4, 573.5, and 576.3 kJ mol�1, respec-
tively) are in excellent agreement with the experimental
value (572.5 kJ mol�1).24 Apparently, all these methods
overestimate the stability of the N-protonated species due
to the effect of triple electron excitations taking place in
the electron correlation calculations within each of the


three composite models. This drawback of the electron
correlation methods with triple excitations has been
discussed earlier by Ekern et al.,19 and Del Bene et al.,18


and was ascribed to the larger contribution of biradical
configurations to the description of the N protonated
isomer relative to the O protonated form.19 Finally, we
note in passing that use of the B3LYP formalism does not
lead to an improvement in the predicted energy differ-
ence compared with use of MP2. Use of different basis
sets within the B3LYP formalism does not affect the
accuracy either.*


The structural effects of protonation are as expected
(Fig. 1). At the CBS-APNO level [optimization of
geometry at the QCISD/6–311G(d,p) level], we find that
both ions are non-linear and the N—H and O—H bond
lengths are in the expected range, indicative of strong
bonding. Bonding of the proton to the oxygen atom
shortens slightly the N—N bond (by 0.020 Å) but
appreciably lengthens the O—N bond (by 0.089 Å)
compared with in N2O (the related N—N and N—O
bond lengths in N2O are 1.129 and 1.189 Å, respec-
tively). In contrast, bonding of the proton to the nitrogen
leads to an N—N bond elongation by 0.022 Å, whereas
the O—N bond is shortened by 0.054 Å. Calculations at
the MP2 level predict the same trend for the O-protonated
ion, whereas in the N-protonated species the N—N bond
is slightly shortened compared with N2O.


Table 2 summarises energetic data for bonding
between N2O and CH3


� (which, like H� is an extremely
reactive electrophile). In contrast to our earlier findings,10


and to the relative energies of the protonated isomers, the
N-bonded ion is now found to be the more stable at all
levels of theory although the difference again depends
upon the computational method. The present result that
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Method


(MeN2O)� (MeON2)�


�Etot
b (kJ mol�1)Etot


a (a.u.) Ediss (kJ mol�1) Etot (a.u.) Ediss (kJ mol�1)


CBS-APNO (0 K) �224.17096 201.9 �224.16320 181.5 �20.4
CBS-Q (0 K) �223.90823 201.6 �223.90049 181.2 �20.4
G3 (0 K) �224.08252 196.9 �224.07596 179.6 �17.3
CCSD(T)c �223.70318 190.5 �223.69818 177.3 �13.2
QCISD(T)d �223.70557 191.7 �223.69977 176.5 �15.2
MP4(SDQ)e �223.67194 181.5 �223.67047 177.7 �3.8
MP2/6–31G(d,p) �223.58652 203.8 �223.57138 164.1 �39.7
B3LYP/6–311G(d) �224.23504 203.8 �224.22273 171.5 �32.3


a ZPV energies are included in Etot.
b �Etot = Etot(MeN2O�) �Etot(MeON2


�).
c CCSD(T)/6–311G(d,p)//MP2(fc)/6–31G(d,p).
d QCISD(T)/6–311G(d,p)//MP2(fc)/6–31G(d,p).
e MP4(SDQ)/6–311G(d,p)//MP2(fc)/6–31G(d,p).


* �Etot for Me(N2O)+ ions calculated at B3LYP employing 6-31G(d), 6-
311G(d), and 6-311+G(d,p): �26.7, �32.3, and �31.3 Kj mol�1, respec-
tively.
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the N-bonded ion is of lower energy is in accord with
conclusions from gas phase work by McMahon and
Kebarle,12 but not with solution results by Olah and
colleagues.11 Structures of the two ions optimized at the
QCISD/6-311G(d,p) level, as required within the CBS-
APNO formalism are shown in Fig. 2; the C—O and
C—N bond lengths are normal, the methyl in both cases
being essentially tetrahedral, but the non-linearity is
greater for the O-bonded ion in accordance with the trend
observed for the protonated species. Correspondingly, the
effect of the bonding of the electrophile upon the N—N
and N—O bond lengths is similar to that for the
protonated species.


We next turn to complexes of N2O and Me3C� (which
is a much less reactive electrophile) and there are now
marked differences (Table 3 and Fig. 3). The larger size
of the complexes prevented the use of the most rigorous
methods which were applied to the protonated and
methylated species. In both tert-butylated ions, the
bonding is rather weak, the C—N and C—O interatomic
distances very large (2.814 and 2.895 Å, respectively, at
the MP2 level), the central carbon of the tert-butyl group
is virtually trigonal and the NNO residues are practically
linear and only negligibly different from the neutral N2O


molecule. However, it is interesting that the CON and
CNN bond angles are less than 180°. Furthermore, these
two complexes have similar stabilities with the oxygen-
bonded t-Bu ion being slightly preferred (except by the
MP2 method). However, the MP2 result should be taken
with caution due to the limitations of MP2 calculations
for this type of ion, as mentioned above.


Similarly for the weakly electrophilic benzyl cation,
bonding to N2O is weak, C—N and C—O interatomic
distances are large (2.763 and 2.696 Å, respectively, at
the MP2 level), the carbon which bonds to the N2O
remains virtually trigonal and the N2O residues are linear
(Fig. 4). These structural results suggest that the two
complexes are of similarly low stability, as is confirmed
by energy calculations (Table 4). A similarly weak
interaction was found between the benzyl cation and
nitrogen.25


Figure 5 and Table 5 show results for the combination
of the powerfully electrophilic phenyl cation with nitrous
oxide through the terminal nitrogen. The plane of the
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Method


(t-BuN2O)� (t-BuON2)�


�Etot
b (kJ mol�1)Etot


a (a.u.) Ediss (kJ mol�1) Etot (a.u.) Ediss (kJ mol�1)


MP2/6–31G(d,p) �341.09778 26.9 �341.09626 22.9 �4.0
MP4(SDQ)c �341.26139 21.7 �341.26417 29.0 7.3
B3LYP/6–311G(d) �342.17421 14.9 �342.17600 19.6 4.7


a ZPV energies are included in Etot.
b �Etot = Etot(t-BuN2O�) �Etot(t-BuON2


�).
c MP4(SDQ)/6–311G(d,p)//MP2(fc)/6–31G(d,p).
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phenyl group is at 90° to that of the non-linear N2O
residue, and the C—N bond is normal in accord with the
strong bonding, similar in fact to that in PhN2


� (1.391 Å).4


There is slight elongation of the N—N bond and
shortening of the N—O bond compared with nitrous
oxide. The barrier to rotation about the C—N bond is
5.5 kJ mol�1. Figure 5 and Table 5 also include results for
the ion formed by bonding of Ph� with the oxygen of


N2O; overall, it is similar to the N-bonded isomer with
the C—O bond length normal, again indicating strong
bonding. Compared with N2O, the N—N bond is short
and the N—O bond is long, and the barrier to rotation
about the C—O bond is only 3.6 kJ mol�1. From the
energetic point of view, the complex with the phenyl
group bonded to the terminal nitrogen appears to be
slightly more stable compared with the oxygen-bonded
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Method


(PhCH2N2O)� (PhCH2ON2)�


�Etot
b (kJ mol�1)Etot


a (a.u.) Ediss (kJ mol�1) Etot (a.u.) Ediss (kJ mol�1)


MP2/6–31G(d,p) �453.88217 18.7 �453.88057 14.5 �4.2
MP4(SDQ)c �454.06120 12.9 �454.06291 17.4 4.5
B3LYP/6–311G(d) �455.30134 11.1 �455.30233 13.7 2.6


a ZPV energies are included in Etot.
b �Etot = Etot(PhCH2N2O�) �Etot(PhCH2ON2


�).
c MP4(SDQ)/6–311G(d,p)//MP2(fc)/6–31G(d,p).
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Method


(PhN2O)� (PhON2)�


�Etot
b (kJ mol�1)Etot


a (a.u.) Ediss (kJ mol�1) Etot (a.u.) Ediss (kJ mol�1)


G3 (0 K) �415.69534 129.1 �415.68913 112.8 �16.3
MP2(fc)/6–31G(d,p) �414.70079 156.4 �414.68040 102.9 �53.5
MP4(SDQ)c �414.84471 119.0 �414.84463 118.8 �0.2
B3LYP/6–311G(d) �415.97471 135.4 �415.95642 87.4 �48.0


a ZPV energies are included in Etot.
b �Etot = Etot(PhN2O�) � Etot(PhON2


�).
c MP4(SDQ)/6–311G(d,p)//MP2(fc)/6–31G(d,p).


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 491–497


496 M. ECKERT-MAKSIĆ ET AL.







isomer at both the MP4(SDQ)/6–311G(d,p)//MP2(fc)/6–
31G(d,p) and the G3 level of theory. It should be noted,
however, that MP2/6–31G(d,p) and B3LYP/6–311G(d)
calculations erroneously predict that bonding of the
phenyl group to the nitrogen end of the N2O is strongly
preferred, in accordance with previously discussed
drawbacks of these methods.


+(%+2*,$(%,


Highly reactive electrophiles H�, CH3
�, and Ph� bond


strongly to either the terminal nitrogen or the oxygen
atom of nitrous oxide, but not to the central nitrogen.
Weaker electrophiles t-Bu� and PhCH2


� bond only
weakly. On the evidence of our results for Ph(N2O)�,
and by analogy with the relative stabilities of alkane- and
arenediazonium ions (the former being reactive inter-
mediates in deamination-type reactions and the latter
being cations of stable salts), we propose that Ph(N2O)�


(or substituted variants) may be sufficiently stable to be
isolable as, for example, tetrafluoroborate salts.
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ABSTRACT: 5-Methoxyfuroxano[3,4-d]pyrimidine (3) reacts with electron-rich arenes and ethylene derivatives 4 at
C-7 to yield 7-substituted 6,7-dihydro-5-methoxyfuroxano[3,4-d]pyrimidines (5). Kinetic investigations of these
reactions showed that the rate constants can be described by the correlation equation log k(20°C) = s(N � E). The
electrophilicity parameter E(3) = �8.37 derived from the second-order rate constants indicates that 3 reacts with
nucleophiles of N � 3. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: furoxanopyrimidine; nucleophilic addition; �-adducts; kinetics; linear free-energy relationship
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The electron deficiency of aromatic or heteroaromatic
rings is significantly increased by annelation of a furoxan
ring. There are many examples for the formation of stable
anionic �-complexes in this series.1 Nitro-substituted
benzofuroxans have been recognized to be strong
electrophiles. Since 4,6-dinitrobenzofuroxan (1) was
found to react with heteroarenes faster than the p-
nitrobenzenediazonium ion and the proton,2 it has been
termed a ‘superelectrophile’.3 Compound 1 reacts with
methanol, ethanethiol, L-cysteine, acetone, cyclopenta-
none and 1,3-diketones, and also with aromatic and
heteroaromatic compounds even in the absence of a base.
The ability of such compounds to react with intracellular
amino and thiol functionalities has been considered to be
responsible for their antileukemic activity.4


Much attention has been given to aza- and diazaben-
zofuroxans.1a,1b,5 Recent investigations have shown that
6-nitro[2,1,3]oxadiazolo[4,5-b]pyridine-1-oxide (2), an
aza analog of 1, affords an anionic �-adduct with OH�


which is slightly more stable than the corresponding �-
adduct of 1.6 It was thus indicated that the efficiency of an
aza group in the aromatic ring in promoting �-adduct
formation is comparable to that of a nitro substituent.


Previously, we reported the formation of �-adducts
when 5-methoxy[1,2,5]oxadiazolo[3,4-d]pyrimidine 1-
oxide (5-methoxyfuroxano[3,4-d]pyrimidine) (3) was


dissolved in primary, secondary or tertiary alcohols as
well as in water.7 Compound 3 also reacts with
carbanions derived from different CH-acids [from
pKa = 20.0 (acetone) to 5.21 (dimedone)] to yield the
corresponding �-adducts.8


We have recently demonstrated that the reactions of
carbocations with �-nucleophiles can be described by
Eqn. (1),9–13 and we have recommended a series of
benzhydryl cations and �-nucleophiles as reference
compounds for characterizing the electrophilic and
nucleophilic reactivities of further reagents.12,13


log k�20�C� � s�N � E� �1�


where E = electrophilicity parameter, N = nucleophilicity
parameter and s = nucleophile-specific parameter. We
have now employed this method for determining the
electrophilic reactivity of 3 and will demonstrate how to
employ the E-parameter of 3 for predicting potential
reaction partners.


 01.2,1


1	����3�3


5-Methoxyfuroxano[3,4-d]pyrimidine (3) reacts with the
electron-rich aromatic and non-aromatic CC double-
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� �����*�
���� ���


Nucleophile N-Parametera Solvent Product Yield, %


4a 2.48 DMSO 5a 23


4b — DMSO 5b 29


4c 5.21 CH2Cl2 5c 30


4d 5.41 CH2Cl2 5d 47


4e � 5.5 DMSO 5e 45


4f 5.85 DMSO 5f 47


4g 6.22 CH2Cl2 5g 55


4h 6.57 CH2Cl2 5h 62


4i 8.23 CH2Cl2 5i 63


4j 9.00 CH2Cl2 5j 79


4k 11.40 CH2Cl2 5c 26


4l 12.56 CH2Cl2 5k 58


4m 13.36 CH2Cl2 5c 24


a


From Ref. 12.
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bonded systems 4a–m in DMSO or CH2Cl2 at room
temperature to give the 7-substituted 5-methoxyfur-
oxano[3,4-d]-6,7-dihydropyrimidines 5a–k, respectively
(Table 1).


Compounds 5a–k show 1H NMR spectra with a signal
at � 4.95–6.75 (7-H). The strong upfield shift of this
signal compared with �(H7) of 3 (9.41 ppm) and the 13C
NMR signal of the sp3-carbon C-7 at � 41.4–53.7 are in
accord with the 6,7-dihydropyrimidine structure of 5a–k.
Moreover, the 13C resonances at � 104–107 and 158–162
for C-7a and C-3a, respectively, and the presence of the
characteristic ‘furoxan’ absorption band at 1600–
1640 cm�1 in the IR spectra14 indicate that the pyri-
mido[3,4-d]furoxan ring has been retained. Additional
structural evidence comes from the x-ray crystal structure
of 5j, which unequivocally proves the position of the
exocyclic NO-group (Fig. 1).


#������3


The formation of 5a–k proceeds through the interme-
diacy of the zwitterions 6a–k, which are generated by the
attack of nucleophiles at C-7 of 3 (Scheme 1).


Since the change of hybridization of C-7 changes the
nature of the conjugated �-system, the reaction described
in Scheme 1 is associated with a hypsochromic shift in
the UV spectrum (see Experimental).


When the nucleophiles 4 are used in high excess over


3, their concentrations remain almost constant throughout
the reactions, and the operation of pseudo-first-order rate
laws is indicated by the exponential decay of the
absorbance of 3 at � = 301 nm in dichloromethane.
Division of the pseudo-first-order rate constant k1� by
the concentration of the nucleophiles gave the second-
order rate constants k2 for the reactions of 3 with 4k, 4l
and 4m (Table 2).


1H NMR spectroscopy was used to follow the kinetics
of the reaction of 3 with N-methylpyrrole (4f). The
disappearance of 7-H of 3 (� 9.41) occurred with equal
rate to the appearance of the resonances of 5, indicating
that the proton shift in the intermediate 6 is a fast process
(Fig. 2).


Equation (1) can now be used to calculate E(3) from
the rate constants given in Table 2 and the N- and s-
parameters of the nucleophiles 4f,k–m published pre-
viously.12,13 Table 2 shows that closely similar values of
E are derived from the reactions of 3 with different
nucleophiles, indicating that Eqn. (1) is suitable for
describing the reactions under consideration.


The good agreement of the E-values derived from
reactions in dichloromethane (entries 2–4, Table 2) with
the E-value derived from a reaction in DMSO solution
(entry 1) cannot a priori be expected since the rates of
reactions of neutral nucleophiles with neutral electro-
philes yielding zwitterionic intermediates may show
considerable solvent dependence.15,16 Possibly because
of the high polarity of the reactant 3, the solvent
dependence of the rate constant is small in these
reactions.


-*1/.11*%+


With an electrophilicity parameter E = �8.37, 5-meth-
oxyfuroxano[3,4-d]pyrimidine (3) ranks among the
strongest noncharged electrophiles, comparable in its
reactivity to stabilized carbocations and cationic metal �-
complexes as shown in Fig. 3.


At typical concentrations (1 M), second-order reactions
with k2 = 1 	 10�4 M�1 s�1 proceed slowly with a half-
life of 3 h. Since the slope parameters s of nucleophiles as
defined by Eqn. (1) are typically in the range 0.7� s
�1.2, we have derived the rule of thumb that reactions of
electrophiles with nucleophiles will take place at room
temperature, when E � N ��5.9,12


As a consequence of the electrophilicity parameter
E(3) = �8.37 derived above, the furoxanopyrimidine 3
can be expected to react with nucleophiles of N� 3–4.
Table 1 shows that with the exception of 4a, all
nucleophiles 4 which were found to react with 3 fall into
this category. From the reactivity parameters of 4a
(N = 2.48, s = 1.09) and 3 (E = �8.37) one would derive a
second-order rate constant of 4 	 10�7 M�1 s�1, corre-
sponding to a half-life of 1 month at room temperature for
1 M solutions. The isolation of 23% of 5a after 12 h at


5����� 4� 	�'�����*����
�� ���������  012345 ��*6����*�# *+
�6


1����� 4�
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room temperature indicates that the reaction between 3
and 4a proceeds faster than expected.


In agreement with their N-parameters, allyltrimethyl-
silane (N = 1.79) and 3-methylanisole (N = 0.13) did not
react with 3 at room temperature. With N = 3.61, 2-
methylfuran is a borderline case. Although we have so far
not isolated a product from 3 and 2-methylfuran, it is
likely that a reaction should be observed when prolonged
reaction times are employed.


/%+/2.1*%+


Annelation of a furoxan ring significantly increases the
electron deficiency of the pyrimidine ring with the
consequence that non-catalyzed reactions of 5-methoxy-
furoxano[3,4-d]pyrimidine (3) with electron-rich arenes
and alkenes become possible. Additions of �-nucleo-
philes to 3 follow Eqn. (1) and, therefore, allow one to
characterize 3 by an electrophilicity parameter.


Since the rate-determining step of the reaction
sequence shown in Scheme 1 resembles that of
nucleophilic aromatic substitutions, it is likely that this
important class of reactions can also be described by Eqn.
(1). Preliminary results corroborate this indication.


07'0 *�0+,$2


The proton and carbon NMR spectra were obtained by
using Bruker ARX 300 (300 MHz) and Varian INOVA
400 (400 MHz) spectrometers. 1H NMR chemical shifts
refer to tetramethylsilane (�H 0.00) and 13C NMR
chemical shifts refer to the solvent as internal standard
(DMSO-d6 �C 39.5). DEPT experiments were used to
obtain information about the multiplicities of 13C
resonances. Signal assignments were based on gHSQC
experiments. The IR spectra were recorded on a Perkin-
Elmer 325 instrument. A Perkin-Elmer � 16 spectrometer
was used for measuring the UV–visible spectra. Melting-
points (uncorrected) were determined on a Reichert
Thermovar.


All reactions were performed under an atmosphere of
dry nitrogen. Dichloromethane and DMSO were freshly
distilled from CaH2 before use.


����� ������	
��� ������� �� �6 ���� ������ ���
Monoclinic, space group P21/c, No. 14. Unit cell dimen-
sions: a = 12.129(4), b = 6.477(2), c = 15.596(5) Å,
� = 95.96(3)°, volume 1218.5(7) Å3, Z = 4, Dc =
1.473 mg m�3, F(000) = 568, T = 293(2) K, �(Mo K�)
= 0.120 mm�1. Data collection: Nonius MACH3


,(�� 8� 2��� �*������� +*� �
� ������*�� *+ � ���
 �
� �����*�
���� �
 ��� �!��� ��� �����������*� *+ �
� ������*�
������'
��������� 4 *+ �


Nucleophile k(20°C) (M�1 s�1) Na sa E


4f (2.628 
 0.128) 	 10�3 5.85 1.03 �8.36
4k (2.634 
 0.045) 	 102 11.40 0.83 �8.48
4l (5.907 
 0.044) 	 102 12.56 0.70 �8.60
4m (1.801 
 0.037) 	 104 13.36 0.81 �8.10


E(3) = �8.37b


a Data from Ref. 12.
b By minimization of �2 = �[log ki � si (Ni � E)]2 as described in Ref. 12. The calculations were actually performed with more decimal places for log k, N, and
s than indicated in the table. The use of log k, N, and s given in the table leads to slightly deviating results.


5����� 8� �! 7�2 ������� ������ �
� ������*� *+ �����
*�'+��*���*,��-��.�'��������  �# ���
 7����
'��'��*��  �
# �� ��(1��/


�� 89°	
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diffractometer, colourless plate (0.13 	 0.23 	
0.53 mm), mounted in a glass capillary, cell constants
from 25 centered reflections. Mo K� radiation, � =
0.71073 Å, graphite monochromator, �� 2� scan,
scan width (0.98 � 0.55 tan�)°, maximum measuring
time 60 s, intensity of three standard reflections checked
every 2 h, � range 2.63–23.99° for all 
h, �k, �l
reflections, 1998 reflections measured, 1915 unique and
1449 reflections with I � 2�(I). Lorentz, polarization and
absorption correction (Tmin/Tmax 0.9057 and 0.9972).
Structure solution with SHELXS-86 and refinement with
SHELXL-93 (G. M. Sheldrick, SHELXS-86 and
SHELXL-93 programs for the solution and the refine-
ment of X-ray structures, University of Göttingen, 1986
and 1993). Final R1 = 0.0536 and wR2 = 0.1358 for 1449
reflections with I � 2�(I) and 177 variables. R1 = 0.0726
and wR2 = 0.1561 for all data. Weight: SHELXL-93.
Extinction coefficient 0.0175(36). Maximum and mini-
mum of the final difference Fourier synthesis 0.262
and �0.268 e Å�3. ZORTEP plot (L. Zsolnai and G.
Huttner, ZORTEP, University of Heidelberg, 1994).
CCDC-193388 contains the supplementary crystallo-
graphic data for this paper. These data can be obtained
free of charge via www.ccdc.cam.ac.uk/conts/retrie-
ving.html (or from the Cambridge Crystallographic Data
Center, Cambridge, UK).


����
������������������� ���!����� ���� CAUTION:
5-Methoxyfuroxano[3,4-d]pyrimidine (3) has an irritat-
ing effect on the respiratory system and the skin! Avoid
inhalation and skin contact! Compound 3 was prepared as


described.7 A solution of NaNO2 (3.2 g, 46 mmol) in
25 ml of water was added dropwise with stirring to a
solution of 4-hydrazino-2-methoxy-5-nitropyrimidine17


(5.0 g, 27 mmol) in 87 ml of 0.75 M HCl at � 2 to 0°C
(20 min). The mixture was then allowed to warm to room
temperature and stirring was continued for 2 h. The
yellow precipitate was filtered, washed with water and
dried in vacuo. Purification by column chromatography
(silica gel, absolute CHCl3) and heating in absolute
CHCl3 (60°C, 6 h) yielded 3 (3.54 g, 78%), m.p. 85–
87°C (n-hexane) (lit.7 m.p. 85–87°C). 1H NMR (DMSO-
d6), � 4.05 (s, 3H, OCH3), 9.41 (s, 1H, 7-H); 13C NMR
(DMSO-d6), � 56.5 (OCH3), 105.8 (C-7a), 156.8 (C-7),
159.9 (C-3a), 166.4 (C-5); UV (CH2Cl2), �max 301, 314,
333 (sh) nm.


"�����  ��	����� ��� 
�� ���	
��� �� � #�
� 
��
��	�� ���� �� Under a nitrogen atmosphere, nucleo-
phile 4 (3.3 mmol) was added to a stirred solution of 3
(500 mg, 2.97 mmol) in 3 ml of dry DMSO (or CH2Cl2).
After 20 h, the reaction mixture was poured into water
(100 ml) and extracted with ethyl acetate or CH2Cl2
(3 	 50 ml). The organic layer was dried (CaCl2) and the
solvent was evaporated to give a residue, which was
purified by column chromatography (silica gel, chloro-
form). Crystallization from ethanol yielded pure products
5a–k.


$��%�����&�!�
���� ��������!�
��������������������
'�$�������� ���!����� ���� M.p. 213–214°C. 1H NMR
(DMSO-d6), � 3.69, 3.77, 3.84 (3s, 3 	 3H, 5-OCH3, 2�-
OCH3, and 4�-OCH3), 5.82 (br. s, 1H, 7-H), 6.52 (dd,
J = 8.4, 2.4 Hz, 1H, ArH), 6.59 (d, J = 2.3 Hz, 1H, ArH),
7.16 (d, J = 8.4 Hz, 1H, ArH), 8.58 (br. s, 1H, NH); 13C
NMR (DMSO-d6), � 48.1 (d, C-7), 54.3, 55.3, 55.7 (3q, 5-
OCH3, 2�-OCH3 and 4�-OCH3), 99.2 (d, Ar), 104.2 (s, C-
7a), 104.9 (d, Ar), 116.9 (s, Ar), 130.7 (d, Ar), 158.5 (2C),
160.7, 161.4 (2s, C-3a, C-5 and Ar); UV (MeOH): �max


234 nm (log � = 4.2), 282 nm (log � = 3.8). Anal. Calcd
for C13H14N4O5 (306.3): C, 50.98; H, 4.61; N, 18.29.
Found: C, 50.90; H, 4.66; N, 18.37%. IR (KBr): 3429,
2951, 2839, 1652, 1612, 1576, 1539, 1508, 1444, 1372,
1342, 1300, 1262 cm�1.


$��%���'�(��!�
���� ��������!�
�����������������
���'�$�������� ���!����� ��(�� M.p. 233–235°C. 1H
NMR (DMSO-d6), � 3.71 (s, 6H, 2 	 OCH3), 3.79, 3.82
(2s, 2 	 3H, 2 	 OCH3), 6.15 (d, J = 1.0 Hz, 1H, 7-H),
6.27 (s, 2H, ArH), 8.39 (br. s, 1H, NH); 13C NMR
(DMSO-d6), � 41.4 (d, C-7), 54.2, 55.4, 56.0 (3q, OCH3),
91.4 (d, Ar), 104.7, 105.0 (2s, C-7a and Ar), 159.0, 161.0,
161.7 (3s, C-3a, C-5 and Ar); UV (MeOH), �max 241 nm
(log � = 4.2). Anal. Calcd for C14H16N4O6 (336.3): C,
50.00; H, 4.80; N, 16.66. Found: C, 49.69; H, 4.51; N,
16.70%. IR (KBr): 3435, 2952, 2845, 1653, 1609, 1575,
1541, 1496, 1449, 1371, 1338, 1302, 1282, 1260, 1230,
1207 cm�1.


5����� �� 	*������*� *+ �
� ������*�
������' 4 *+ � ���
 �
��
*+ ������� �
����� ��� �*���
����� ������*�
����


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 431–437


5-METHOXYFUROXANO[3,4-d]PYRIMIDINE 435







%������
��������������������'�$�������� ���!�����$�
��	�	��������� ����� M.p. 201–203°C. 1H NMR
(DMSO-d6), � 1.46–2.50 (m, 8H, 4 	 CH2), 2.90–3.03
(m, 1H, CH), 3.78 (s, 3H, OCH3), 5.24 (d, J = 1.8 Hz, 1H,
7-H), 7.97 (br. s, 1H, NH); 13C NMR (DMSO-d6), � 23.7,
25.9, 26.8, 41.0 (4 t, 4 	 CH2), 46.8 (d, C-7), 51.6 (d,
CH), 54.4 (q, 5-OCH3), 103.7 (s, C-7a), 158.8, 161.1 (2s,
C-3a and C-5), 208.2 (s, CO); UV (MeOH), �max 241 nm
(log � = 3.9). Anal. Calcd. for C11H14N4O4 (266.3): C,
49.62; H, 5.30; N, 21.04. Found: C, 49.61; H, 5.28; N,
21.12%. IR (KBr): 3430, 3277, 2952, 2869, 1699, 1651,
1579, 1554, 1450, 1359, 1333, 1311, 1291, 1249,
1217 cm�1.


This compound was obtained also from 3 and the
enamines 4k and 4m in CH2Cl2 after acidic work-up of
the reaction mixture.


�������
��������������������'�$�������� ���!�����$�
�� �� ���%���� ����� M.p. 184–185°C (lit.8 m.p. 184–
185°C). 1H NMR (DMSO-d6), � 2.11 (s, 3H, CH3), 3.05
(mc, 2H, CH2), 3.80 (s, 3H, OCH3), 5.04 (t, J = 2.2 Hz,
1H, 7-H), 8.23 (br. s, 1H, NH); 13C NMR (DMSO-d6), �
30.2 (q, CH3), 43.2 (t, CH2), 43.6 (d, C-7), 54.3 (q,
OCH3), 104.5 (s, C-7a), 158.5, 160.8 (2s, C-3a and C-5),
204.9 (s, CO); UV (MeOH): �max 242 nm (log � = 3.8). IR
(KBr): 3436, 3244, 1716, 1656, 1565, 1549, 1459, 1438,
1404, 1371, 1351, 1312, 1281, 1269 cm�1.


$����&�!�
���!��� ��������!�
�����������������
���'�$�������� ���!����� ����� M.p. 209–211°C. 1H
NMR (DMSO-d6), � 2.90 [s, 6H, N(CH3)2], 3.87 (s, 3H,
OCH3), 5.74 (d, J = 1.8 Hz, 1H, 7-H), 6.72, 7.10 (AA�
BB� system with JAB = 8.7 Hz, 2 	 2H, ArH), 8.90 (br. s,
1H, NH); 13C NMR (DMSO-d6), � 39.9 [q, N(CH3)2],
50.4 (d, C-7), 54.5 (q, OCH3), 104.3 (s, C-7a), 112.2 (d,
Ar), 124.4 (s, Ar), 127.8 (d, Ar), 150.7 (s, Ar), 157.7,
160.6 (2s, C-3a and C-5); UV (MeOH): �max 264 nm (log
� = 4.2). Anal. Calcd. for C13H15N5O3 (289.3): C, 53.97;
H, 5.23; N, 24.21. Found: C, 54.09; H, 5.33; N, 23.91%.
IR (KBr): 3413, 3195, 3062, 2959, 2855, 1651, 1611,
1580, 1519, 1482, 1446, 1373, 1305, 1265, 1251,
1204 cm�1.


$��%�)���
�� ���������!�
��������������������'�$�
������� ���!����� ��
�� M.p. �230°C. 1H NMR
(DMSO-d6), � 3.56 (s, 3H, NCH3), 3.83 (s, 3H, OCH3),
5.95 (br. s, 2H, 7-H and 5�-H), 6.07 (s, 1H, 4�-H), 6.73 (br.
s, 1H, 3�-H), 8.85 (br.s, 1H, NH); 13C NMR (DMSO-d6),
� 33.7, 43.7, 54.6, 103.4, 106.9, 109.1, 124.2, 126.9,
157.8, 160.3; UV (MeOH), �max 232 nm (log � = 4.2).
Anal. Calcd. for C10H11N5O3 (249.2): C, 48.19; H, 4.45;
N, 28.10. Found: C, 48.22; H, 4.64; N, 28.20%. IR (KBr):
3410, 3197, 3064, 2955, 2859, 1654, 1610, 1585, 1524,
1480, 1449, 1372, 1307, 1269, 1250, 1208 cm�1.


%������
��������������������'�$�������� ���!�����$�
����� �����
������ ����� M.p. 198–200°C (lit.8 194–


196°C). 1H NMR (DMSO-d6), � 3.64 (mc, 2H, CH2),
3.79 (s, 3H, OCH3), 5.28 (br. s, 1H, 7-H), 7.50–7.96 (m,
5H, Ph), 8.31 (s, 1H, NH); 13C NMR (DMSO-d6), � 39.0
(t, CH2), 43.9 (d, C-7), 54.4 (q, OCH3), 104.8 (s, C-7a),
128.0, 128.8, 133.7 (3d, Ar), 135.9 (s, Ar), 158.6, 160.9
(2s, C-3a and C-5), 196.1 (CO); UV (MeOH), �max


243 nm (log � = 4.3). Anal. Calcd for C13H12N4O4


(288.3): C, 54.17; H, 4.20; N, 19.44. Found: C 54.10;
H, 4.23; N, 19.51%. IR (KBr): 3430, 1680, 1652, 1574,
1543, 1449, 1363, 1294, 1254, 1223 cm�1.


%������
��������������������'�$�������� ���!�����$�
��	�	� ��
����� ����� M.p. 197–200°C. 1H NMR
(DMSO-d6), � 1.73–2.23 (m, 6H, 3 	 CH2), 2.75 (mc, 1H,
CH), 3.81 (s, 3H, OCH3), 5.22 (br. s, 1H, 7-H), 8.42 (br. s,
1H, NH); 13C NMR (DMSO-d6), � 19.7, 22.4, 37.6 (3t,
3 	 CH2), 46.5 (d, C-7), 49.5 (d, CH), 54.5 (q, OCH3),
103.5 (C-7a), 158.2 (C-3a), 161.4 (C-5), 215.8 (CO); UV
(MeOH), �max 243 nm (log � = 3.9). Anal. Calcd for
C10H12N4O4 (252.2): C, 47.62; H, 4.80; N, 22.21. Found:
C, 47.58; H, 4.72; N, 22.30%. IR (KBr): 3432, 3277,
2960, 2880, 1722, 1653, 1584, 1549, 1444, 1394, 1379,
1342, 1313, 1304, 1279, 1252, 1212 cm�1.


*���� ���!�
��������������������'�$�������� ���!��
����$����	�
�
� ����� M.p. 205–206°C. 1H NMR
(DMSO-d6), � 3.09 (dd, 2J = 16.4 Hz, 3J = 4.6 Hz, 1H,
1/2 	 CH2), 3.24 (dd, 2J = 16.4 Hz, 3J = 4.2 Hz, 1H, 1/2
	 CH2), 3.81 (s, 3H, OCH3), 5.28 (t, J = 4.4 Hz, 7-H),
7.03–7.47 (m, 5H, Ph), 8.65 (br.s, 1H, NH); 13C NMR
(DMSO-d6), � 36.0 (t, CH2), 44.6 (d, C-7), 54.5 (q,
OCH3), 103.8 (s, C-7a), 121.4, 126.0, 129.5 (3d, Ar),
150.0 (s, Ar), 158.4, 160.8 (2s, C-3a and C-5), 167.9 (s,
CO2Ph); UV (MeOH), �max 239 nm (log � = 3.9). Anal.
Calcd for C13H12N4O5 (304.3): C, 51.32; H, 3.98; N,
18.41. Found: C, 51.27; H, 3.95; N, 18.45%. IR (KBr):
3430, 3323, 3009, 2951, 1727, 1648, 1577, 1552, 1535,
1487, 1449, 1393, 1361, 1321, 1288, 1255, 1233 cm�1.


��
�� %����!�
��������������������'�$�������� ����
!�����$����%�!�
�� �� ����
� ��6�� M.p. 173–174°C.
1H NMR (DMSO-d6), � 1.13, 1.16 (2s, 2 	 3H, 2 	 CH3),
3.59 (s, 3H, CO2CH3), 3.82 (s, 3H, OCH3), 4.95 (s, 1H,
7-H), 8.68 (s, 1H, NH); 13C NMR (DMSO-d6), � 20.8,
21.2 (2q, 2 	 CH3), 50.1 [s, C(CH3)2], 52.6 (q, CO2CH3),
53.7 (d, C-7), 54.7 (q, OCH3), 103.1 (s, C-7a), 158.9,
161.3 (2s, C-3a and C-5), 173.7 (CO2CH3); UV (MeOH),
�max 239 nm (log � = 3.8), 256 nm (log � = 3.8). Anal.
Calcd for C10H14N4O5 (270.2): C, 44.44; H, 5.22; N,
20.73. Found: C, 44.46; H, 5.14; N, 20.82%. IR (KBr):
3432, 3309, 3073, 2988, 2956, 2844, 1724, 1643, 1574,
1548, 1532, 1463, 1440, 1392, 1374, 1308, 1282,
1268 cm�1.


�������
��������������������'�$�������� ���!�����$�
���������������%���� ��!�� M.p. 184–186°C. 1H NMR
(DMSO-d6), � 2.36 (mc, 2H, CH2), 3.33 (m, 1H, CH),
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3.80 (s, 3H, OCH3), 4.26 (mc, 2H, CH2), 5.16 (br.s, 1H,
7-H), 8.66 (br.s, 1H, NH); 13C NMR (DMSO-d6), � 23.4,
40.7, 46.8, 54.4, 66.5, 103.4, 158.4, 161.1, 175.3; UV
(MeOH), �max 242 nm (log � = 3.9). Anal. Calcd for
C9H10N4O5 (254.2): C, 42.53; N, 22.04. Found: C, 42.48;
N, 21.90%. IR (KBr): 3433, 3275, 2956, 2863, 1721,
1652, 1581, 1547, 1448, 1362, 1317, 1295, 1255,
1216 cm�1.


+���
�	 ��,��
���
����� The kinetic investigation of the
reaction of 5-methoxyfuroxano[3,4-d]pyrimidine (3)
with N-methylpyrrole (4f) in DMSO-d6 at 20°C was
performed on a Varian Mercury 200 (200 MHz) NMR
instrument. The UV–visible kinetic measurements (con-
ventional and stopped-flow) and the data evaluation were
carried out as described previously.13 For details, see
Table 3.
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Nuc [3]0 (mol l�1) [Nuc]0 (mol l�1) Solvent Conversion (%) k2(20°C) (M�1 s�1)


N-Methylpyrrole (4f) 2.337 	 10�1 3.170 	 10�1 DMSO 78 2.472 	 10�3 (NMR)a


2.176 	 10�1 3.202 	 10�1 DMSO 86 2.786 	 10�3 (NMR)a


2.345 	 10�1 5.762 	 10�1 DMSO 86 2.626 	 10�3 (NMR)a


1-(N-Morpholino)cyclohexene (4k) 1.240 	 10�4 5.226 	 10�4 CH2Cl2 58 2.636 	 102 (UV–vis)b


9.712 	 10�5 1.023 	 10�3 CH2Cl2 53 2.578 	 102 (UV–vis)b


6.166 	 10�5 1.299 	 10�3 CH2Cl2 55 2.688 	 102 (UV–vis)b


2-(Trimethylsiloxy)-4,5-dihydrofuran (4l) 1.130 	 10�4 4.661 	 10�4 CH2Cl2 56 5.957 	 102 (UV–vis)b


7.357 	 10�5 6.067 	 10�4 CH2Cl2 67 5.850 	 102 (UV–vis)b


1.298 	 10�4 1.338 	 10�3 CH2Cl2 76 5.914 	 102 (UV–vis)b


1-(N-Piperidino)cyclohexene (4m) 2.724 	 10�5 2.425 	 10�4 CH2Cl2 1.807 	 104 (UV–vis)b,c


2.724 	 10�5 4.850 	 10�4 CH2Cl2 1.844 	 104 (UV–vis)b,c


2.724 	 10�5 7.275 	 10�4 CH2Cl2 1.753 	 104 (UV–vis)b,c


2.724 	 10�5 9.700 	 10�4 CH2Cl2 1.645 	 104 (UV–vis)b,c


2.724 	 10�5 1.212 	 10�3 CH2Cl2 1.595 	 104 (UV–vis)b,c


a The kinetics of the reaction were followed by 1H NMR spectroscopy (200 MHz).
b The reaction was monitored photometrically at � = 301 nm.
c Stopped-flow measurements.
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ABSTRACT: The electronic structure of N-sulfenylimines was studied in detail using ab initio MO and density
functional methods. The S—N rotational barriers and N-inversion barriers in HS—N=CH2 at the G2MP2 level were
found to be 5.60 and 21.76 kcal mol�1, respectively. There is a partial p�–p� bond and a relatively weak nN → �*S—R


anomeric � bond between sulfur and nitrogen in N-sulfenylimines. NBO analysis was carried out to estimate
quantitatively the above delocalizations in RS—N=CH2 (R = H, Me, Cl, F, BH2) systems. Copyright  2003 John
Wiley & Sons, Ltd.


KEYWORDS: N-sulfenylimines; p�–p� interactions; anomeric interactions
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N-Sulfenylimines (I) (N-alkylidenesulfenamides, sufeni-
mines) are important species belonging to the general
class of N–sulfur binding imines, H2C=NSR. Sulfenyl-
imines have been used as intermediates in the synthesis of
cephalosporins, cephamycines and carbohydrate deriva-
tives1 and hence undergo reduction at the iminyl bond
and oxidation at sulfur. They undergo nucleophilic
addition at the iminyl carbon and electrophilic addition
at nitrogen.2 N-Sulfenylimines are used to prepare �-
lactams, primary amines, etc., by nucleophilic attack at
the iminyl carbon.3 Oxidation of N-sulfenylimines give
sulfinimines, which are precursors for the asymmetric
synthesis of amino acids and many biologically important
organic molecules.4


The interactions between sulfur and nitrogen in these
systems is a topic of special interest. On the one hand we
may expect a partial p�–p� bond between sulfur and
nitrogen because isoelectronic S-nitrosothiols (II) show
cis–trans isomerization across this bond.5 On the other
hand, an anomeric � bond due to nN → �*S—R negative
hyperconjugation should be expected as in sulfenamides6


(III). These two interactions are in orthogonal planes and
could play an important role.


Davis and co-workers7 estimated the planar N-
inversion barrier in N-sulfenylimines and reported that
they are smaller than that in imines. The low N-inversion
barriers have been attributed to d-orbital participation on
sulfur. Our studies on S–N interactions in sulfenamides,6


sulfonamides8 and sulfinimines9 indicate negligible


participation from the d-orbitals on sulfur. Hence it is
important to study the reasons for the relatively lower N-
inversion barriers in N-sulfenylimines. In this paper, we
report the electronic structure of N-sulfenylimines and
address the above aspect.


#��$ �%  & "�'"!'��� %


Ab initio MO10 and density functional theory (DFT)11


calculations were carried out using the Gaussian 94W12


package, with the Windows version of the Gaussian 94
suite of programs. Complete optimizations were per-
formed on the conformations of N-sulfenylimine 1-c, 1-t,
rotational transition state 1-rts and inversion transition
state 1-its using the HF/6–31 � G* basis set. Since these
molecules possess several lone pairs of electrons,
inclusion of diffuse functions in the basis set is
important.10 To study the effect of electron correlation
on the geometries and energies, full optimizations were
performed using the MP2(full)/6–31 � G*13 and B3LYP/
6–31 � G*14 levels also. Frequencies were computed
analytically for all optimized species at the HF/6–
31 � G*, MP2(full)/6–31 � G* and B3LYP/6–31 � G*
levels in order to characterize each stationary point as a
minimum or a transition state and to determine the zero
point vibrational energies (ZPE). The ZPE values
obtained at the HF/6–31 � G*, MP2(full)/6–31 � G*
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and B3LYP/6–31 � G* levels were scaled by factors of
0.9135, 0.9661 and 0.9806, respectively.15 The final
values of S—N rotational barriers were estimated using
the G2MP216 and CBS-Q17 methods.


Atomic charges in all the structures were obtained using
the natural population analysis (NPA) method within the
natural bond orbital (NBO) approach18 using the B3LYP/
6–31 � G* wavefunction. Substituent effects on the S–N
interaction were studied on RS—N=CH2 (R = Me, Cl, F,
BH2). The solvent effect on the different conformers was
also studied at the B3LYP/6–31 � G* level.


��%!'�% �� ��%"!%%� 


The complete optimizations of different conformations of


HSN=CH2 indicated the presence of two minima (cis, 1-
c and trans, 1-t, with respect to the S—N bond) and one
rotational transition state, 1-rts and N-inversion transi-
tion state, 1-its (Fig. 1), on the potential energy surface.
The structural data corresponding to these structures
obtained at the HF/6–31 � G*, MP2(full)/6–31 � G* and
B3LYP/6–31 � G* levels are given in Table 1. Both the
ground-state structures 1-c and 1-t are found to have Cs


symmetry. The S—N bond length in 1-c is 1.688 Å at the
HF/6–31 � G* level, increasing to 1.702 Å after includ-
ing the electron correlation at the MP2 and B3LYP
levels. This is consistent with the earlier observation that
at electron correlated levels the S—N bond lengths are
overestimated.19 The C=N bond length in 1-c is 1.284 Å,
which is comparable to that in H2C=NH (1.283 Å) at the
MP2(full)/6–31 � G* level. The S—N bond length in 1-c


&	(��� )� ���� ����� ��� ��� !�	���� ���������� 	
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	����� 	
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Parameter


HF/6–31 � G* MP2(full)/6–31 � G* B3LYP/6–31 � G*


1-c 1-t 1-rts 1-its 1-c 1-t 1-rts 1-its 1-c 1-t 1-rts 1-its


C=N 1.250 1.252 1.252 1.233 1.284 1.287 1.285 1.261 1.274 1.276 1.273 1.257
S—N 1.688 1.706 1.739 1.591 1.702 1.728 1.774 1.587 1.702 1.732 1.791 1.583
S—H 1.335 1.322 1.328 1.341 1.356 1.338 1.343 1.366 1.367 1.347 1.352 1.386
C—H 1.084 1.083 1.083 1.087 1.097 1.095 1.094 1.098 1.098 1.096 1.096 1.100
C—H 1.077 1.077 1.079 1.087 1.086 1.087 1.089 1.098 1.089 1.089 1.093 1.100
C=N—S 122.9 117.9 117.1 180.0 120.7 115.8 114.5 180.0 122.4 117.2 115.2 180.0
N—S—H 100.8 95.4 97.7 102.3 100.3 94.2 95.8 103.2 101.3 94.4 96.1 104.0
H—C=N 124.3 124.5 124.4 122.0 124.4 125.0 124.7 121.8 124.5 125.4 125.1 121.8
H—C=N 118.3 118.0 117.9 122.0 117.4 116.8 116.8 121.8 117.7 117.0 116.9 121.8
H—S—N=C 0.0 179.9 71.3 — 0.0 180.0 75.0 — 0.0 180.0 75.6 —
H—C=N—S 0.0 0.0 �0.6 — 0.0 0.0 0.0 — 0.0 0.0 �0.3 —
H—C=N—S 180.0 180.0 179.4 — 180.0 180.0 179.9 — 180.0 180.0 179.7 —
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is shorter than that (1.712 Å) in sulfenamide 2-syn,
suggesting that there is a partial � bond between sulfur
and nitrogen in 1-c. The S—N bond length in 1-t is longer
than that in 1-c at all levels, e.g. at the MP2(full)/6–
31 � G* level the S—N bond length is longer in 1-t by
0.026 Å. The N—S—H angles in 1-c and 1-t are 100.3°
and 94.2°, respectively, at the MP2(full)/6–31 � G*
level, close to that of divalent sulfur. The shorter S—N
bond length and larger N—S—H bond angle in 1-c
relative to 1-t suggest that there is a strong negative
hyperconjugative interaction in 1-c, because a similar
trend was observed between 2-syn and 2-anti due to
negative hyperconjugation.6 In the S—N bond rotational
transition state (1-rts) the S—N bond length is 1.774 Å at


the MP2(full)/6–31 � G* level, an elongation by 0.072 Å
with respect to 1-c. In the N-inversion transition state (1-
its), the S—N bond length is 1.587 Å, a contraction of
0.115 Å with respect to 1-c at the same level.


The absolute energies and the relative energies of 1-c,
1-t, 1-rts and 1-its at various levels are given in Tables 2
and 3. The energy difference (�E) between the cis and
trans isomers in 1 is 1.46 kcal mol�1 at the HF/6–
31 � G* level. �E between 1-c and 1-t decreases with
increase in the complexity of the quantum mechanical
levels. At the G2MP2 and CBS-Q levels the value is 0.56
and 0.49 kcal mol�1, respectively. The S—N rotational
barrier in 1 is 5.15 kcal mol�1 at the HF/6–31 � G*
(�ZPE) level. Inclusion of electron correlation using the


��+�� *� �1�	"��� ����!�� '�2�2( 	
 ��� ���	��  	�
	����� 	
 �/��"
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Method 1-c 1-t 1-rts 1-its


HF/6–31 � G* �491.5242592 �491.5266036 �491.5177586 �491.4881986
MP2(full)/6–31 � G* �491.9586930 �491.9610768 �491.9509411 �491.9208155
B3LYP/6–31 � G* �492.8096118 �492.8115026 �492.8006762 �492.7779010
G2MP2 �492.1886555 �492.1895550 �492.1806283 �492.1548708
CBS-Q �492.2023959 �492.2031821 �492.1940756 �492.1699728
(NIF)a 0 0 1 1


a NIF = number of imaginary frequencies.


��+�� ,� 5�"���� ����!�� '� �" �	"��( 	
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Method �E1-t → 1-c Rotational barrier 1-t → 1-rts Inversion barrier 1-t → 1-its


HF/6–31 � G*a 1.47 (1.46) 5.55 (5.15) 24.10 (23.46)
MP2(full)/6–31 � G*b 1.49 (1.41) 6.36 (5.91) 25.26 (24.62)
B3LYP/6–31 � G*c 1.19 (1.06) 6.79 (6.24) 21.08 (20.44)
G2MP2 (0.56) (5.60) (21.76)
CBS-Q (0.49) (5.71) (20.84)


a At the HF/6–31 � G* level scaled by 0.9135.
b At the MP2(full)/6–31 � G* level scaled by 0.9661.
c At the B3LYP/6–31 � G* level scaled by 0.9806.
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Structure Delocalization nN → �*S—H nS → �*C—N nS → �*C—N


1-c E(2)a 5.56 4.18 21.87
�Eb 1.01 1.70 0.55
Fij


c 0.07 0.07 0.10
1-t E(2)a 1.69 0.06 18.57


�Eb 1.07 1.70 0.55
Fij


c 0.04 0.03 0.09
1-rts E(2)a — 0.67 —


�Eb — 1.70 —
Fij


c — 0.08 —
1-its E(2)a 17.95 11.15 43.75


�Eb 0.80 1.77 0.55
Fij


c 0.11 0.13 0.12


a Second order energy (kcal mol�1).
b Energy difference between the two molecular orbitals (a.u.).
c Fock matrix element (a.u.).
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Møller–Plesset method increases the rotational barrier by
0.76 kcal mol�1, but the inclusion of electron correlation
using the density functional B3LYP method increases the
barrier by 1.09 kcal mol�1. At high-accuracy G2MP2 and
CBS-Q levels the rotational barrier is 5.60 and
5.71 kcal mol�1, respectively. The S—N rotational
barrier in 1 (5.60 kcal mol�1) is less than that in to
sulfenamide 2-anti (6.57 kcal mol�1 at the G2MP2
level). The smaller rotational barrier in 1 than 2 may be
due to weaker negative hyperconjugative interactions in
1. NBO analysis (Table 4) in 1-c showed that second-
order energy [E(2)] associated with the nN → �*S—H


delocalisation (anomeric � interactions) is
5.56 kcal mol�1. In 1-t this negative hyperconjugative
interaction becomes very weak [E(2) = 1.69 kcal mol�1]
and in 1-rts it becomes negligible. Because of the weaker
negative hyperconjugation, the S—N bond length in 1-t
is longer than that in 1-c.


The atomic charges obtained using the NPA method
are given in Table 5. In 1-c there is a strong negative
charge on nitrogen (�0.621) and a positive charge on
sulfur (0.233). During rotation the S—N bond polariza-


tion decreases in 1-t compared with that in 1-c, in
accordance with the observed changes in the negative
hyperconjugation. NBO analysis shows a second-order
delocalization due to nS → �*C=N interaction in 1-c
[E(2) = 21.87 kcal mol�1]. This delocalization induces
partial � character between sulfur and nitrogen. Hence
it can be concluded that there are two types of partial �
bonds between sulfur and nitrogen in N-sulfenylimines.
These two are in orthogonal planes, i.e. the p�–p� bond is
perpendicular to the molecular plane and the anomeric �
bond is in the molecular plane. During S—N rotation
both of these interactions become destroyed, increasing
the S—N bond length, and are responsible for the
rotational barrier. However, the S—N rotational barrier
in 1 is weaker than that in sulfenamide 2-anti, which has
only anomeric � character. This analysis suggests that the
combined strength of the partial p�–p� bond and the
anomeric � bond in 1-c is weaker than the anomeric �
interaction in 2-anti. This is surprising because the p�–
p� bond strength is in general expected to be larger than
the anomeric � bond strength. To verify this observation,
we estimated the S—N bond dissociation energy (Table
6) in 1-c and 2-anti, which are 56.07 and
66.14 kcal mol�1, respectively, at the G2MP2 level.
The smaller S—N bond dissociation energy in 1-c
confirms that the S—N bond strength is weaker than
that in 2-anti. The 3p–2p interaction leading to a p�–p�
bond is weak because of the smaller overlap between the
3p and 2p orbitals. The anomeric � bond is also very
weak because the sp2-hybridized nitrogen in 1-c does not
have freedom for inversion and partial rehybridization.
Such a freedom is available in 2-anti. Hence the
combined strength of the partial p�–p� bonds in 1-c is
weaker than the anomeric � interactions in 2-anti.


The planar N-inversion barrier in 1 is 21.76 kcal mol�1


(20.84 kcal mol�1) at the G2MP2 (CBS-Q) level. These
values are comparable to the experimental estimate of the
planar N-inversion barrier (20.3–20.8 kcal mol�1) in
arylsulfenimines, XC6H4SN=CMe2 (X = H, 4-Cl, 4-Br,
3-NO2, 4-NO2).7 These values are lower than that in
imines CH2=NR (�30–32 kcal mol�1). Davis and
Kluger7b rationalized this observation in terms of the
donation of electrons from nitrogen to the d-orbital on
sulfur. In the two ground states (1-c, 1-t) and during the
S—N bond rotation (i.e. in 1-rts), the d-orbital


��+�� .� ������" �	��"��	� ���"��� '�%�( 	
 3��4�3& ��
��� $%&'
�""()*+��� �, "���"


Atom 1-c 1-t 1-rts 1-its


C �0.072 �0.067 �0.019 �0.098
N �0.621 �0.622 �0.625 �0.705
S 0.233 0.164 0.136 0.367
H 0.073 0.133 0.114 0.076
H 0.173 0.181 0.186 0.184
H 0.212 0.210 0.207 0.176
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Parameter
Sulfenimine


(1-t)
Sulfenamide


(2-anti)


S—N bond lengtha 1.728 1.730
H—S—N bond angleb 94.2 96.5
S—N rotational barrierc 5.91 8.09
S—N BDEd 56.07 66.14
Atomic charges
S 0.164 0.116
N �0.622 �1.073
NBO analysis
nN → �*S—R
E(2)e 1.69 4.60
�Ef 1.07 0.97
Fij


g 0.04 0.06


a In Å
b In degrees
c


In kcal mol�1.
d


Bond dissociation energy at G2MP2 level in kcal mol�1.
e


Second-order energy in kcal mol�1.
f


Energy difference between the molecular orbitals in a.u.
g


Fock matrix elements in a.u.


��+�� 0� :	�� ��� 	  ���� �� ��� �� 	��/	���� ��"	 �"9�/
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Parameter 1-t 1-its


Occupancies
nN 1.961 1.873
RY*(S) 0.004 0.016
E(2)a


nN → �*S—H 1.71 17.95
nN → �*RY(s) 2.54 11.38


a Second-order energy in kcal mol�1.
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participation has been found to be negligible. However,
in the inversion transition state 1-its, the d-orbital
occupancy increased significantly. For example, the d-
orbital population in 1-t is 0.004 and in 1-its it is 0.016. In
fact, the nN → RY*(S) delocalization in 1-its amounts
to 11.38 kcal mol�1 and nN → �*S—H delocalization
amounts to 17.95 kcal mol�1 (much larger than that in
1-t) (Table 7). Hence it may be concluded that in 1-its the
d-orbital participation and negative hyperconjugative
interactions together play an important role. NBO
analysis (Table 4) on 1-its clearly supports this argument;
there is an increase in the second-order energy E(2) due to
nN → �*S—H and nS → �*C=N delocalization (17.95 and
43.75 kcal mol�1, respectively). The decrease in the S—
N and C=N bond lengths (1.587 and 1.261 Å, respec-
tively) in 1-its is indicative of an increase in bond order
between the respective atoms. The high inversion barrier
relative to the rotational barrier seems to be the result of
an increase in lone pair–lone pair repulsions between
sulfur and nitrogen in 1-its. The high inversion barrier
makes the transformation of 1-c to 1-t improbable
through inversion and it rather occurs through rotation.


The importance of anomeric interactions in N-
sulfenylimines can be understood from the studies of
the substituents effect. The S—R �* energy decreases
with increase in the electronegativity on R, hence the �E
between �*S—R and nN also decreases. This is manifested
in the form of an increased nN → �*S—R delocalization
energy.


Table 8 shows the important geometric, energetic and
electronic parameters for RS—N=CH2 systems (R = H,
1-c; Me, 4-c; Cl, 5-c; F, 6-c; BH2, 7-c). The S—N bond
length gradually decreases with increase in electronega-
tivity of R. The S—N rotational barrier increases in the
same order. The second-order energy E(2) due to
nN → �*S—R negative hyperconjugation increases in the
same order. The electropositive substituents decrease the
negative hyperconjugative effect as indicated by the BH2


group. All these points indicate an increase in the
anomeric � strength with increase in the electronegativity
of the substituents. nS → �*C=N delocalization also
increases in the order 7 � 1 � 4 � 5 � 6. This shows


the increase in the p�–p� strength also in the substituted
N-sulfenylimines in the cis conformation. The decrease
in the S—N rotational barrier in water medium also
emphasizes the importance of anomeric interactions in N-
sulfenylimines.


" "'!%� %


Theoretical studies showed that N-sulfenylimines possess
two types of partial � bonds, (a) due to p�–p� interactions
between sulfur and nitrogen arising from the
nS → �*C=N electron delocalization and (b) due to an
anomeric � bond arising from the nN → �*S—R interac-
tions. The anomeric � strength in N-sulfenylimines is
much weaker than that in sulfenamides. The S—N
rotational barrier in substituted N-sulfenylimines in-
creases with increase in electronegativity of the sub-
stituents. The p�–p� interactions and anomeric �
interactions increase in 1-its, which leads to a lower
inversion barrier relative to imine and the N-inversion
barrier decreases in the same order, comparable to the
experimentally observed values.
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ABSTRACT: Cyclopropylbenzene radical chlorination leads to hydrogen atom abstraction and to ring opening. The
contribution of the last process is increased in the presence of acids and in polar solvents. It is suggested that the ring
opening process proceeds via radical cation formation by single electron transfer from cyclopropylbenzene to the
chlorine atom in the first stage of reaction. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: mechanism; ring opening; free radical chlorination; radical cations
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The free radical halogenation of cyclopropanes produces
halogen-substituted cyclopropanes and dihalosubstituted
propanes (Scheme 1).


The ring opening reaction is usually described in the
literature as a bimolecular radical substitution on a
carbon atom (SH2C)‡ and involves the backside attack of
a chlorine atom on the least-hindered position of
cyclopropane, resulting in the formation of the most
stable ring-opened radical. Free radical processes have
been thoroughly investigated in the bromination of
arylcyclopropanes1,2 and chlorination of cyclopropane;3


however, little is known about the chlorination of


cyclopropylbenzene.4 This reaction is of considerable
interest because arylcyclopropanes can be easily oxidized
to form radical cations,5,6 which may form ring opening
products upon nucleophilic attack (Scheme 2). Moreover,
such a radical cation pathway has been proposed for the
side-chain photochlorination of polyalkylbenzenes.7


#��%&�� �"  !��%��!$"


Free radical chlorination of cyclopropylbenzene (CPB)
leads to 1-chloro-1-phenylcyclopropane, 1,3-dichloro-1-
phenylpropane and products of aromatic electrophilic
substitution (2- and 4-chlorophenylcyclopropanes)
(Scheme 3). The yield of electrophilic substitution
products is solvent dependent and ranges from 5 to 70
mol%.


The observed ratio of 1-chloro-1-phenylcyclopropane
to 1,3-dichloro-1-phenylpropane [(kC/kH)obs, chemo-
selectivity] is a convenient parameter for describing the
reaction system:


kC


kH


� �
obs


� �1�
�2� � 2


�1�


The chemoselectivity is statistically corrected by a factor
of two, because ring opening in cyclopropylbenzene can
proceed by cleavage of two identical carbon–carbon
bonds. We found that in polar solvents (kC/kH)obs is not
constant, but becomes larger with higher conversion of
cyclopropylbenzene. Addition of gaseous hydrogen
chloride to the initial reaction mixture increases the
chemoselectivity. However, addition of an acid scaven-
ger (K2CO3) decreases (kC/kH)obs (Table 1).


The increase in chemoselectivity in the presence of
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hydrogen chloride can be a consequence either of an
increase in the rate of the ring opening reaction or of a
decrease in the rate of radical abstraction. To understand
what reaction is affected by the presence of acid we have
studied the free radical chlorination of CPB–2-chloro-
benzyl chloride and CPB–ethylbenzene substrate mix-
tures (Schemes 3 and 4).


The regioselectivity of ethylbenzene chlorination, (k�/
k�)obs, and the relative reactivities of benzylic hydrogens
(kH/k�)obs, (kH/kH�)obs, were not affected by the addition
of acids or acid scavengers, implying that the presence of
acids has little effect on the rate of hydrogen abstraction.
In sharp contrast, the yield of ring-opened products and


the relative rate constants (kC/k�)obs and (kC/kH�)obs were
greatly affected by the presence of acids (Table 2).


It should be noted that the chemoselectivity values of
CPB in the two substrate mixtures are very different from
that of CPB alone. This is due to the fact that in the
substrate mixtures, the co-substrates generate additional
quantities of HCl (Scheme 4) and thus accelerate the ring
opening. The higher the reactivity of the benzylic
hydrogen atom of the co-substrate, the faster the rates
of CPB ring opening will be, since the yield of hydrogen
chloride increases. Accordingly, (kC/kH)obs for the CPB–
ethylbenzene mixture is greater than that for the CPB–2-
chlorobenzylchloride mixture.


In support of our conclusion that HCl influences the
ring-opening step exclusively, we carried out CPB free
radical chlorination with reagents, such as tert-butyl
hypochlorite and especially N,N-dichlorophenylsulfona-
mide, which do not produce HCl as reaction product8


(Table 3). As expected, the ring opening process was
essentially absent in the latter case.


���	�	 (


���	�	 )


����	 '� �����
���������	 �� ��' �������������


Solvent


(kC/kH)obs


Without additive With HClb With K2CO3
c


CCl4 1.3 � 0.2 1.5 � 0.2 1.0 � 0.2
CHCl3 5.5 � 1 25 � 2 3.2 � 0.3
CH2Cl2 12 � 1 40 � 7 4.5 � 0.5


a [CPB] = 0.40 M, [Cl2] = 0.16–0.19 M, T = 36 � 1°C, hv.
b Hydrogen chloride was bubbled into the reaction mixture for 1 min before
irradiation.
c 200–1000 mol% relative to Cl2 concentration.
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We investigated the influence of the acid concentration
on the chemoselectivity to obtain additional kinetic data,
which might help to understand better the mechanism of
ring opening of CPB. Acetic and trifluoroacetic acid were
used, because their concentration can be measured more
accurately than that of gaseous HCl.


We found that the ring opening reaction was
accelerated on addition of acids (Fig. 1). The curvatures
of the plots corresponding to acetic and trifluoroacetic
acid are the reverse of each other. We assume that
chlorination of CPB in trifluoroacetic acid is a complex
reaction. Cyclopropanes can react with trifluoroacetic
acid via an electrophilic mechanism9 and such process
distorted the results of the gas chromatographic analysis
of our reaction mixtures. In the case of the highest
investigated concentration of trifluoroacetic acid, the
chromatographic peaks of unidentified products overlap


the peaks of the studied products. In contrast, acetic acid
reacts with cyclopropanes very slowly. In control
experiments we checked that there are no side-reactions
during chlorination of CPB in this solvent. Finally, CPB
was chlorinated in different solvents and the chemos-
electivity was studied as a function of the solvent. It was
found earlier that regioselectivity of free radical chlor-
ination (e.g. of ethylbenzene or 2,3-dimethylbutane)
depends on the solvent owing to chlorine atom
complexation (Cl�/Solv, where Solv = benzene, pyridine,
carbon disulfide, alkyl bromides, etc).10,11 No relation-
ship was found between the regioselectivity of ethylben-
zene, (k�/k�)obs, and the chemoselectivity of CPB, (kC/
kH)obs. Therefore, the difference in chemoselectivities in
various solvents could not be explained by chlorine atom
complexation. The chemoselectivity values were corre-
lated with a variety of solvent parameters (Kirkwood
function, internal pressure, viscosity, ET and others), but
a satisfactory correlation was found only with Dimroth’s
ET scale (R2 = 0.97) (Fig. 2).


According to our data (Table 2) for (kH/k�)obs and (kH/
kH�)obs, hydrogen substitution from the benzylic position
of CPB proceeds by the classical SH2H mechanism.
However, it is unlikely that ring opening proceeds by
SH2C, because such a reaction should be not affected by
addition of acids. We propose that this reaction occurs by
a radical cation process (Scheme 5).


The first step of the proposed mechanism is a single


����	 (� (�)����� �� �**�����
 �� ��� 
���������	 �� ������������ �� �+�,
��
����� 
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Additive (kC/kH)obs (k�/k�)obs (kH/k�)obs (kC/k�)obs (kC/kH)obs (kH/kH�)obs (kC/kH�)obs


— 22 � 2 7.5 � 0.5 0.20 � 0.06 4.5 � 0.2 14 � 2 10 � 1 140 � 18
HCl 34 � 3 8.3 � 0.5 0.17 � 0.05 5.9 � 0.2 40 � 10 10 � 1 400 � 98
CH3COOH 40 � 2 7.0 � 0.6 0.28 � 0.05 11.0 � 0.7 32 � 3 14 � 2 450 � 43
K2CO3 17 � 2 10.3 � 0.5 0.23 � 0.04 3.9 � 0.1 6 � 1 9 � 1 49 � 9


a [CPB] = 0.40 M; [PhCH2CH3] = 0.82 M; [Cl2] = 0.16–0.19 M; solvent CH2Cl2; T = 36 � 1°C; hv.
b [CPB] = 0.40 M; [2-ClC6H4CH2Cl] = 3.9 M; [Cl2] = 0.16–0.19 M; solvent CH2Cl2; T = 36 � 1°C; hv.


����	 )� �����
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Reagent Conditions (kC/kH)obs


Cl2 hv, 36°C 1.2
(CH3)3COCl hv, 36°C 0.2–0.3
C6H5SO2NCl2 AIBNb, 80°C �0.05


a [CPB] = 0.40 M, [reagent] = 0.08–0.16 M, solvent CCl4.
b Azobisisobutyronitrile (5 mol%).
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electron transfer from the CPB molecule to a chlorine
atom, which usually is rate determining in an overall
irreversible transformation. This assumption is supported
by the values of the one-electron oxidation potentials of
CPB (E°ox vs SCE = 1.94 V)6 and chlorine atom (E°ox vs
NHE = 2.1 V,12 which corresponds approximately to 1.83
V vs SCE) in acetonitrile, if one considers that acids shift
the oxidation potential of chlorine atom in a positive
direction. In other words, acids can accelerate an electron
transfer step because of hydrogen bond formation with a
radical ion pair. The non-linear (parabolic) dependence
of chemoselectivity on the concentration of acetic acid
may be explained by assuming that two molecules of acid
are involved in the electron transfer reaction.13


The correlation of chemoselectivity with ET scale may
be explained by better stabilization of the radical ion pair
in polar solvents.


�,-�#!.�"��&


������� ���	
�����
��	 Reaction systems were ana-
lysed by gas chromatography on a Tsvet-104 instrument
equipped with a flame-ionization detector. Analyses were
carried out using a 3 m � 3 mm i.d. SE-30 column.
Cyclopropylbenzene and its derivatives, tert-butyl hypo-
chlorite and N,N-dichlorophenylsulfonamide were
synthesized by the usual methods. Ethylbenzene, 2-


chlorobenzyl chloride and solvents were commercially
available. All solvents were distilled prior use. The
solvents such as chlorinated hydrocarbons were purified
by passing through a column packed with potassium
permanganate on aluminium oxide before distillation
with the purpose of eliminating the inhibitors of free
radical reactions (these inhibitors are standard additives
to commercially available chlorinated hydrocarbons
which prevent its light-induced decomposition).


�
���
� ���	�������	 Selectivities were calculated
using the following equations:


k�
k�


� �
obs


� �PhCHClCH3� � 3
�PhCH2CH2Cl� � 2


�2�


kH


k�


� �
obs


� ��-ClCPB� � �PhCH2CH3�0 � 2
�PhCHClCH3� � �CPB�0


�3�


kH


kH	


� �
obs


� ��-ClCPB� � �2-ClC6H4CH2Cl�0 � 2
�2-ClC6H4CHCl2� � �CPB�0


�4�


kC


k�


� �
obs


� �PhCHClCH2CH2Cl� � �PhCH2CH3�0
�PhCHClCH3� � �CPB�0


�5�


kC


kH	


� �
obs


� �PhCHClCH2CH2Cl� � �2-ClC6H4CH2Cl�0
�2-ClC6H4CHCl2� � �CPB�0


�6�
Although the relative constants were obtained at


considerably high conversion of substrates (30–40%),
no further chlorination of the primary reaction products
was observed. In the case of two substrate systems, the
assumption that the initial and final concentrations of two
competitors are equal resulted in an error no larger than
10%.


We mentioned above that the chemoselectivity
depends on the conversion of CPB in polar solvents.
This is connected with by-product hydrogen chloride,
that is produced in SH2H and SEAr processes. In order to
fix the reaction conditions we carried out experiments
with a constant concentration of molecular chlorine
(0.16–0.19 mol l
1). However, it should be noted that the
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portion of CPB spent on the radical pathways (SH2H and
SH2C) is different in various solvents and in the presence
of additives. This is due to the different ratio of the
radical and the electrophilic processes in various media.


Kinetic experiments were carried out in 1 ml open
glass tubes thermostated by a water flow from an
ultrathermostat (VEB MLW U15C) with stirring by a
magnetic microstirrer.


For chlorination with molecular chlorine, a solution of
substrate was thermostated for 10 min, then irradiation
with a 400 W medium-pressure mercury arc lamp at a
distance of 30 cm was turned on and a titrated solution of
chlorine in carbon tetrachloride (1.0–1.2 M) was added to
the substrate (e.g. the resulting concentration of CPB was
0.4 M), then irradiation was continued for 10 min. Such a
method of chlorine solution addition is used to prevent
the electrophilic aromatic substitution which otherwise
proceeds to a great extent. Chlorination with tert-butyl
hypochlorite was carried out in the same manner, but the
chlorinating agent was added to the substrate before
irradiation. There was no residual reagent in the above
reactions (KI probe) at the end of these experiments
(conversion of reagent was 100%), therefore the samples
were analysed by gas chromatography without additional
treatment. For chlorination with N,N-dichlorophenylsul-
fonamide, a solution of the substrate, the chlorinating
agent and azobisisobutyronitrile (5 mol%) was heated on
water-bath (80°C) with stirring for 3–5 h. Residual
reagent was removed by shaking the reaction mixture


with aqueous KI and the organic layer was dried and
analysed by gas chromatography.
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ABSTRACT: The oxidation of organic sulfides with several substituted oxo(salen)manganese(V) complexes was
investigated in 90% acetonitrile–10% water and the reaction is second-order overall, first-order each in sulfide and
complex. Electron-releasing substituents in sulfides and electron-withdrawing substituents in oxo(salen)manga-
nese(V) complexes accelerate the rate of oxidation. The second-order rate constants for the oxidation of p-substituted
phenyl methyl sulfides follow a linear Hammett relationship with � = �1.85. However, correlation between log k2 and
2� is excellent with � = 0.48 for the oxidation of thioanisole by substituted oxomanganese(V) complexes. The rate of
oxidation of alkyl phenyl sulfides and dialkyl sulfides with oxo complexes was also examined and the reactions show
a moderate steric effect. Substituent, acid and solvent effect studies reveal the operation of an SN2 mechanism.
Copyright  2003 John Wiley & Sons, Ltd.
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Transition metal-catalysed transfer of oxygen atoms to
organic substrates is of interest in the study of bio-
inorganic mechanisms and the development of efficient
catalysts in the laboratory and industrial organic synth-
esis.1 Currently, synthetic metallaporphyrins and metal-
lasalens are receiving considerable interest as models of
the cytochrome P-450 class of enzymes.2 With single
oxygen donors, e.g. dioxygen,3 H2O2,4 percarboxylic
acids,5 iodosylarenes,6 hypochlorite,7 sodium per-
chlorite8 and activated N-oxides,9 these compounds form
high-valent oxometal complexes, which, like monooxy-
genases, are capable of oxygenating organic substrates.
Several mechanisms have been proposed for oxygen
transfer by hypervalent oxometal species. Oxygen
transfer may proceed via electron transfer,10 radical
addition,11 �-radical cation,12 carbocation formation,13


metallaoxetane formation14 and combinations of these
mechanisms.15 Kochi and co-workers studied epoxida-
tion of olefins with Crv=O and Mnv=O complexes
and showed that oxochromium(V)16 has an electro-
philic character and oxomanganese(V)17 a radical-like
character.


Although a large number of reports on the reactivity of
oxometal complexes have appeared, most of them
describe alkene epoxidation studies, and those dealing


with the oxidation of compounds of heteroatoms are very
limited.18,19 The fact that cytochrome P-450 model
complexes can readily catalyse the oxygenations of
nitrogen and sulfur compounds makes the study of the
reactivity of oxometal complexes towards organosulfur
compounds20 interesting and useful in understanding the
mechanism of biologically important oxygen atom
transfer processes. Recently, NaOCl, a cheap and readily
available representative of the family of single-oxygen
donors, has been used effectively in the presence of
manganese–salen catalysts to epoxidize a variety of
olefins.21,22 Jacobsen and co-workers21a,b used chiral
salen-based manganese(III) catalysts for epoxidation
reactions with the terminal oxidants PhIO and NaOCl.
They reported that both the terminal oxidants PhIO
and NaOCl produce a common oxo intermediate,
[(salen)Mnv=O]�. Adam and co-workers22 studied the
(salen)MnIII-catalysed epoxidation of chiral allylic al-
cohols, oxidation of silyl enol ethers and ketene acetals
with PhIO–NaOCl in the presence of 4-phenylpyridine
N-oxide. They also established that in the absence of a
chlorine source (CH2Cl2, Cl�), the reaction between
(salen)MnIII complexes and PhIO–NaOCl leads to
oxo(salen)manganese(V) complexes.22c Selective oxida-
tion of sulfides to sulfoxides has been of continuing
interest, for which numerous methods have been devel-
oped. Transition metal-catalysed sulfoxidations have
been reported for oxidants such as H2O2, PhIO and t-
BuOOH.23 Oxidation of organic sulfides with aqueous
sodium hypochlorite has been reported.24 Only very few
catalytic oxidation of organic sulfides with NaOCl have
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been described.25 Siedlecka and Skarzewski25b studied
the oxidation of sulfides with sodium hypochlorite
catalysed by 2,2,6,6-tetramethylpiperidine-1-oxyl and
reported that only 33% of sulfoxide was obtained without
catalyst whereas 95% of sulfoxide was produced with
catalyst.


We have initiated a systematic study on the oxygena-
tion reactions of organosulfur compounds with oxometal
complexes by taking Cr, Mn and Ru as metal ions.
Recently we reported the mechanism of oxidation of
organic sulfides and sulfoxides with PhIO catalysed by
metal–salen complexes.26–28 We initially proposed single
electron transfer from organic sulfide to the oxometal ion
as the rate-controlling step in the oxygen atom transfer
reaction from several cationic oxo(salen)manganese(V)26


complexes to sulfide. However, in a subsequent study, by
comparing the reactivity of organic sulfides and sulf-
oxides towards the same oxidant, oxo(salen)mangane-
se(V), a common mechanism involving the electrophilic
attack of the oxygen of the oxidant at the sulfur centre of
the substrate was proposed.28 Similarly, the selective
oxidation of organic sulfides to sulfoxides with oxo(sa-
len)chromium(V) complexes proceeds through the elec-
trophilic attack of oxygen at the sulfur center of the
organic sulfide.27


In this paper, we report the kinetics and mechanism of
the oxidation of thioanisoles with oxo(salen)mangane-
se(V) complexes 2a–f generated in situ from the
corresponding [(salen)MnIII]�PF6


� complexes and
NaOCl as represented in Eqn. (1).


The active species in the present reaction is considered
to be the oxo(salen)manganese(V) complex, as proposed
by Jacobsen and co-workers21a,b and others21c,22 in the
(salen)MnIII-catalysed NaOCl oxidation of achiral deri-
vatives. We could not isolate this oxo(salen)mangane-
se(V) complex and the present spectral data are similar to
those in earlier reports.17,26,28 Even though there is no
report on the structural characterization of the oxo(sa-
len)manganese(V) complex, recent theoretical work29


suggested a triplet ground state for this species. Groves et
al.30a and others30b–e have characterized oxomangane-
se(V)–porphyrin complexes in recent years. We chose the
salen ligand because it is similar to porphyrin and the
electronic and steric nature of the metal complex can be


tuned by introducing electron-withdrawing and electron-
releasing substituents and bulky groups in the ligand.


()*($��("#�+


���������


Thioanisole, para-substituted thioanisoles and alkyl
phenyl sulfides were prepared by known methods26a,31


and were purified by distillation under reduced pressure
or recrystallization from suitable solvents. The physical
constants of these sulfides were found to be identical with
literature values.26a,31 Further, the sulfides showed no
impurity peaks in 1H NMR spectra, and the HPLC
analyses proved the presence of single entity in each
sulfide. The dialkyl sulfides purchased from Aldrich were
used as such. Sodium hypochlorite (s.d.fine) was
determined by an iodometric method. Acetonitrile (GR,
Merck) was first refluxed over P2O5 for 5 h and then
distilled.


The [(salen)MnIII]�PF6
� complexes 1a–f were synthe-


sized according to reported procedures.17,28 The results
of IR and UV–visible spectral studies of all the com-
plexes were found to be identical with literature data.17


The oxo(salen)manganese(V) complexes 2a–f were
obtained by mixing equimolar quantities of complex
and sodium hypochlorite. As oxomanganese(V) com-
plexes undergo autodecomposition, the solutions were
prepared freshly for each kinetic run.


������� 
������
����


The kinetic measurements were carried out in 90%
acetonitrile–10% water at 20 � 0.1°C under pseudo-first-
order conditions ([sulfide] �[oxo complex]) using a
Perkin-Elmer UV–visible spectrophotometer (Lambda
3B) fitted with thermostated cell compartments. Reaction
mixtures for kinetic runs were prepared by quickly
mixing the solutions of the oxo complex and sulfide in
varying volumes so that in each run the total volume was
5 ml. The progress of the reaction was monitored by
following the decay of oxo complex at 680 nm.


The rate constants were obtained from the slopes of
linear plots of log(At � A�) versus time, where At is the
absorbance at time t and A� is the experimentally
determined infinity point. The first-order self-decom-
position rate constants k1(dec) of oxo(salen)manganese(V)
complexes were determined from the first-order plots up
to 50–60% of reaction. The plots for the decay of the oxo
complex in the presence of sulfide were linear over 40%
of reaction, and the pseudo-first-order rate constants
k1(obs) were determined from the disappearance of the oxo
complex up to this extent. The values of k1 were obtained
from k1 = k1(obs) � k1(dec) and the second-order rate
constants were obtained from k2 = k1/[sulfide]. The
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precision of the rate constant values in all the kinetic runs
is given in terms of 95% confidence limit of Student’s t-
test. The thermodynamic parameters �H≠ and �S≠ were
evaluated using the Eyring equation by the method of
least squares.


��������
���� ��	 ���	��� ��������


The stoichiometry of the reaction between the
(salen)MnV=O complex and sulfide was studied under
the experimental conditions ([2a] = 0.0026 M;
[PhSMe] = 0.20 M). The reaction gave sulfoxide in ca
72% yield and MnIII complex in ca 95% yield with a
negligible amount of sulfone. Accordingly, the stoichio-
metry of the reaction can be represented by


O MnV�salen���PhSMe��MnIII�salen���PhSOMe


�2�


The reaction mixture from an actual kinetic run was
subjected to vacuum evaporation and the residue was
then extracted with chloroform. The extract was dried
over anhydrous Na2SO4 and the solvent evaporated. The
product was dissolved in methylene chloride and gas
chromatographic analyses of the samples showed that
sulfoxide was the sole product. The yield of sulfoxide,
ranging from 70 to 85%, depended on the sulfide and
oxomanganese(V) complex employed.


$(�'+#� �"& &���'���%"


The (salen)MnIII complexes 1a–f are all readily soluble in
90% acetonitrile–10% water. The electronic spectra of
these clear brown solutions are characterized by absorp-
tion bands with �max � 350 nm tailing to beyond 400 nm.
When a clear brown solution of (salen)MnIII in aceto-
nitrile–water is treated with equimolar quantities of
sodium hypochlorite, it immediately turns dark brown,
indicating the formation of oxomanganese(V) spe-
cies.21,22 The formation of oxo(salen)manganese(V)
species is invariably associated with the following two
changes: (i) the characteristic peak of (salen)MnIII at
�max � 350 nm disappears and (ii) a new absorption band
at �max � 530 nm appears (Fig. 1). The dark brown
solution, on standing, faded to the original light brown
within 2–3 h. When the same experiment was carried out
in the presence of thioanisole, the dark brown colour was
discharged to original light brown within 15–20 min and
phenyl methyl sulfoxide was isolated in 72% yield [Eqn.
(3)].


PhSMe-----------------------------��(salen)MnIII


NaOCl
PhSOMe �3�


The absorption spectrum of the final solution coincided
with that of the original (salen)MnIII complex. We have
tried to isolate the active (salen)MnV=O species in the
following way. A solution of 2.6 � 10�3 M 1a in
acetonitrile–water was treated with an equimolar quantity
of sodium hypochlorite at 20°C. The dark brown solution
of 2a was poured directly into a pool of diethyl ether
cooled to �40°C. The dark brown solid was filtered at
low temperature. The crude solid product was thermally
labile and could not be purified by recrystallization. Upon
dissolution, the crude solid was found to be impure
compared to an in situ generated solution of 2a, on the
basis of their reported spectroscopic characterization.
Therefore, the oxomanganese(V) complexes were gen-
erated in situ for the studies reported here.


�������� � ������ ���
 ������� ��
 ���
���
�������,� �� ����	��


The kinetics of oxygen atom transfer from oxomangane-
se(V) complexes to sulfides was studied spectrophoto-
metrically in 90% acetonitrile–10% water at 20°C by
monitoring the disappearance of oxo complex at 680 nm.
Under pseudo-first-order conditions, excellent linear
plots of log(At � A�) versus time were obtained; from
these plots, the pseudo-first-order rate constants k1(obs)


and hence k1 and k2 were determined (Table 1). The
excellent linearity of the log(At � A�) versus time plots
(r � 0.995) and at a constant initial concentration of
sulfide, the constancy of k1 values at different [2a]0


establish that the reaction is first-order in oxo(salen)-
manganese(V) complex (Table 1). The pseudo-first-order
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rate constant, k1, for the oxidation of methyl phenyl
sulfide (MPS) by the oxomanganese(V) complex in-
creases with increase in substrate concentration. The plot
of k1 versus [MPS]0 is a straight line passing through the
origin (Fig. 2; r = 0.997). The double logarithmic plot of
k1 versus [MPS]0 is linear (r = 0.999) with a slope of
unity. Hence the reaction is overall second-order, first-
order in each reactant. Similar results were obtained for
the oxidation of substituted phenyl methyl sulfides with
oxomanganese(V) complexes 2a–f. Hence the rate law


can be depicted as


�d	2
0
dt


� k2	2
0	sulfide
0 �4�


Addition of pyridine N-oxide (PyO), a donor ligand, to
the dark brown solution of 2a caused no change in the
absorption spectrum of oxomanganese(V). The effect of
donor ligand on the reaction rates was determined by
measuring k1 at various concentrations of added PyO.
The rate data in Table 2 indicate that PyO has no
appreciable effect on the reaction rate. The constant k2


values at different [PyO] indicate that PyO does not bind
with oxomanganese(V) species. If binding of PyO
occurred as in the case of oxochromium(V) complexes,16


then changes in the absorption spectra and reaction rates
would have been observed. This conclusion is consistent
with the observation of Powell et al.9 that the manganese
porphyrins lack affinity for a sixth axial ligand. Similar
results were observed in the (salen)MnIII-catalysed PhIO
oxidation of olefins17 and sulfides.26


To study the effect of acidity on the reaction rate, the
rates at different concentrations of trichloroacetic acid
were measured and are given in Table 3. The rate of
oxidation increases significantly with increase in con-
centration of acid. To understand the nature of the
transition state, the kinetics of oxidation of methyl phenyl
sulfide were measured at various solvent compositions
and the rate data are included in Table 3. The reaction
rate increases as the amount of water in the solvent is
increased.


��1�������� ����


The second-order rate constants for the oxidation of para-
substituted thioanisoles with 2a are given in Table 4.


#�1�� ./ .��� #	������� 
	� ��� 	+���	� 	
 �/� "� 0� � %�& �#��	�����'��& (���� �� ��°��


102[MPS]0 (M) 103[2a]0 (M) 104k1(obs) (s�1)b 104k1(dec) (s�1)c 104k1 (s�1)d 103k2 (M�1 s�1)e


10 1.00 10.0 � 0.2 5.44 � 0.09 4.56 � 0.11 4.56 � 0.11
10 1.60 9.97 � 0.17 5.72 � 0.16 4.25 � 0.01 4.25 � 0.01
10 2.00 9.58 � 0.21 5.24 � 0.09 4.34 � 0.12 4.34 � 0.12
10 2.60 9.96 � 0.19 5.52 � 0.03 4.44 � 0.16 4.44 � 0.16
10 3.00 10.2 � 0.2 5.79 � 0.16 4.41 � 0.04 4.41 � 0.04
10 3.60 10.3 � 0.1 5.99 � 0.05 4.31 � 0.05 4.31 � 0.05


5 2.60 7.75 � 0.15 5.52 � 0.03 2.23 � 0.12 4.46 � 0.24
15 2.60 11.8 � 0.2 5.52 � 0.03 6.28 � 0.17 4.19 � 0.11
20 2.60 14.1 � 0.3 5.52 � 0.03 8.58 � 0.27 4.29 � 0.14
40 2.60 22.0 � 0.6 5.52 � 0.03 16.5 � 0.6 4.15 � 0.15
50 2.60 26.8 � 0.6 5.52 � 0.03 21.3 � 0.6 4.26 � 0.12


100 2.60 51.3 � 1.4 5.52 � 0.03 45.8 � 1.4 4.58 � 0.14


a As determined by a spectrophotometric technique following the disappearance of oxomanganese(V) at 680 nm; the error quoted in k values is the 95%
confidence limit of Student’s t-test.
b Estimated from pseudo-first-order plots over 40% reaction.
c Estimated from first-order plots over 50–60% reaction in the absence of sulfide.
d Obtained as k1 = k1(obs) � k1(dec).
e Individual k2 values estimated as k1/[sulfide].


-����� 0/ /�	�� 	
 )� ������ 0���1��2 
	� ��� 	+���	� 	
 �� �3
���	��	���	�� (�� 0�* �" ��	���	�� (�� 01* �# ������
���1�� (�� 0�* �� ��	���	�� (�� 0�* �� ��	���	�� (��
0�* �
 ��	���	�� (�� 0�* �, �3����	+���	���	�� (�� 0�*
�� ��	���	�� (�� 0	 � %�& �#��	�����'��& (���� ��
��°�* 002 4 �$���� �


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 589–597


592 A. CHELLAMANI AND S. HARIKENGARAM







Those sulfides containing electron-releasing groups in the
benzene ring accelerate the rate whereas those with
electron-withdrawing groups retard the rate. A plot of log
k2 versus �p shows an excellent correlation with the �
value of �1.85 � 0.04 (Fig. 3; r = 0.998). When ��/��


values are used a satisfactory correlation is obtained
(� = �1.05, r = 0.970). Both �� and �� values were
employed simultaneously in the plot of log k2 with
��/��. Thus a better correlation is observed with � values
than ��/�� values. The negative reaction constant
indicates an accumulation of positive charge at the sulfur
centre, while the magnitude of � value indicates the
extent of charge development on the sulfur atom in the
transition state of the rate-determining step.32 Further, the
plot of log k2 against the oxidation potential (Eox) of
sulfides33 was linear with a correlation coefficient of
r = 0.980 and a slope of �3.49.


The influence of the electronic effect of the oxidant on


#�1�� 0/ 5

�#� 	
 ������ 63	+�� 	� ��� ���� 	
 	+���	� 	
 ��	���	�� "� 0� � %�& �#��	�����'��& (���� �� ��°��


102[MPS]0 (M) 103[2a]0 (M) 102[PyO] (M) 104k1(obs) (s�1)b 104k1(dec) (s�1)c 104k1 (s�1)d 103k2 (M�1 s�1)e


10 2.60 2.5 9.74 � 0.12 5.44 � 0.07 4.30 � 0.05 4.30 � 0.05
10 2.60 5.0 10.0 � 0.2 5.39 � 0.05 4.61 � 0.15 4.61 � 0.15
10 2.60 10.0 9.70 � 0.11 5.02 � 0.10 4.68 � 0.01 4.68 � 0.01
10 2.60 20.0 10.7 � 0.1 5.89 � 0.08 4.81 � 0.02 4.81 � 0.02
10 2.60 25.0 10.3 � 0.2 5.60 � 0.11 4.70 � 0.09 4.70 � 0.09


a As determined by a spectrophotometric technique following the disappearance of oxomanganese(V) at 680 nm; the error quoted in k values is the 95%
confidence limit of Student’s t-test.
b Estimated from pseudo-first-order plots over 40% reaction.
c Estimated from first-order plots over 50–60% reaction in the absence of sulfide.
d Obtained as k1 = k1(obs) � k1(dec).
e Individual k2 values estimated as k1/[sulfide].


#�1�� 2/ 5

�#� 	
 ����, �#� ��� #���,�, ��� �	�����
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103[acid]
(M) 104k1 (s�1)c CH3CN:H2O (%, v/v) 104k1 (s�1)d


0.5 6.22 � 0.03 90:10 8.58 � 0.25
1.0 9.80 � 0.27 85:15 15.8 � 0.6
5.0 38.0 � 1.3 80:20 18.9 � 0.5


10.0 67.7 � 2.3 75:25 23.0 � 0.9
20.0 157 � 6 70:30 28.2 � 1.1


a General condition: [2a] = 0.0026 M.
b In the evaluation of rate constants, the self-decomposition of 2a at
different [acid] and solvent composition is taken into account.
c [MPS] = 0.10 M; solvent = 90% CH3CN–10% H2O.
d [MPS] = 0.20 M.


#�1�� 3/ ��#	��3	���� ���� #	������� 
	� ��� 	+���	� 	
 �3
7��89��� ��� .�� "� 0�'	 � %�& �#��	�����'��& (����
�� ��°��


No. oxo(salen)MnV X (Eox, V)b 103k2 (M�1 s�1)


1 2a OCH3 (1.26) 16.5 � 0.7
2 2a CH3 (1.41) 10.2 � 0.4
3 2a H (1.53) 4.29 � 0.14
4 2a F (1.54) 3.61 � 0.17
5 2a Cl (1.55) 2.03 � 0.06
6 2a Br 1.66 � 0.09
7 2a COOHc 0.76 � 0.08
8 2a COCH3 (1.73) 0.55 � 0.08
9 2a NO2 (1.85) 0.18 � 0.04


10 2b H 2.91 � 0.12
11 2c H 9.20 � 0.21
12 2d H 26.8 � 1.1


R
13 2a Et 3.19 � 0.11
14 2a n-Pr 2.94 � 0.14
15 2a i-Pr 2.59 � 0.14
16 2a n-Bu 2.34 � 0.10
17 2a t-Bu 1.99 � 0.08


a General conditions: [2] = 0.0026 M; [sulfide] = 0.20 M, unless noted other-
wise.
b Oxidation potential values of sulfides taken from Ref. 33.
c [Sulfide] = 0.10 M.
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the rate of oxidation of thioanisole was studied with
different 5,5�-substituted oxomanganese(V) complexes
2a–d. The second-order rate constants are given in Table
4. Electron-releasing substituents at the 5-positions of the
salen ligand decrease the rate and electron-withdrawing
substituents enhance the rate of oxidation. The plot of log
k2 versus 2�p is linear with a slope of 0.48 � 0.04 (Fig. 4;
r = 0.994). The positive � value indicates the build-up of
negative charge on the metal centre in the transition state
of the rate-determining step.


������ ����


The oxidation of alkyl phenyl sulfides C6H5SR� (R� = Me,
Et, Prn, Pri and But) with oxo(salen)manganese(V)
complexes 2a–d was studied with a view to under-
standing the effect of the bulkiness of alkyl group on the
reaction rate. The rate constants listed in Table 5 show


that the reactivity of alkyl phenyl sulfides decreases in the
order PhSMe � PhSEt � PhSPrn � PhSPri � PhSBut,
indicating that the steric effect exerted by the increasing
bulkiness of the alkyl group is predominant over the �I
(inductive) effect. Further, when log(k2/k2Me) is plotted
against Taft’s steric substituent constant Es,


34 an
excellent correlation is obtained (r � 0.990). These facts
indicate that the reaction is sensitive to steric crowding at
the reaction centre, sulfur. Similar conclusions have been
arrived at in the oxidation of alkyl phenyl sulfides by
peroxoanions,35 phenyliodoso diacetate,36 Cr(VI),31


bis(2,2�-bipyridyl)copper(II) permanganate37 and
(salen)MnIII-catalysed PhIO.26


To understand the reactivity of alkyl sulfides towards
2a and the role of steric effects in this reaction, the
kinetics of oxidation of several dialkyl sulfides with 2a
were studied and the relevant data are included in Table
4. The observed kinetic data indicate that the dialkyl
sulfides are oxidized more slowly than thioanisole and
the reaction is sensitive to steric effects. Further, the
effect of substituents at the 7-positions of the salen ligand
of oxomanganese(V) complexes on the reaction rate was
studied using 2a, 2e and 2f. The rate data provided in
Table 6 show that the presence of a methyl or phenyl
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No. R� (Es)
b


Oxo(salen)manganese(V) complexes 103k2 (M�1 s�1)


2a 2b 2c 2d


1 Me (0.00) 4.29 � 0.14 2.91 � 0.12 9.20 � 0.25 26.8 � 1.1
2 Et (�0.07) 4.00 � 0.24 2.50 � 0.16 8.85 � 0.23 25.1 � 0.9
3 Prn (�0.36) 3.19 � 0.16 1.96 � 0.12 6.55 � 0.22 22.3 � 0.9
4 Pri (�0.47) 2.94 � 0.15 1.63 � 0.08 5.73 � 0.12 18.0 � 0.5
5 But (�1.54) 1.39 � 0.11 0.63 � 0.08 2.56 � 0.12 9.55 � 0.35


�c 0.31 � 0.01 0.41 � 0.02 0.36 � 0.02 0.29 � 0.03
r 0.998 0.999 0.997 0.991


a General conditions: [2] = 0.0026 M; [sulfide] = 0.20 M.
b Taft’s steric parameter taken from Ref. 34.
c Obtained by correlating log(k2/k2Me) with Es.
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X


Oxo(salen)manganese(V) complexes 103k2 (M�1 s�1)


2a 2e 2f


OCH3 16.5 � 0.7 15.0 � 0.4 14.7 � 0.4
CH3 10.2 � 0.4 7.42 � 0.27 7.00 � 0.12
H 4.29 � 0.14 3.87 � 0.08 3.31 � 0.07
F 3.61 � 0.17 2.82 � 0.08 2.56 � 0.06
Cl 2.03 � 0.06 1.47 � 0.12 1.39 � 0.05
Br 1.66 � 0.09 1.35 � 0.05 1.24 � 0.04
COOHb 0.76 � 0.08 0.64 � 0.14 0.60 � 0.01
COCH3 0.55 � 0.08 0.36 � 0.03 0.32 � 0.05
NO2 0.18 � 0.04 0.11 � 0.02 0.09 � 0.01


a General conditions: [2] = 0.0026 M; [sulfide] = 0.20 M, unless otherwise
noted.
b [Sulfide] = 0.10 M.
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group at the 7-positions slightly reduces the rate. Thus the
steric effect observed in the present study is small. A
similar observation has been reported in the oxidation of
alkyl aryl sulfides with PhIO catalysed by (salen)MnIII


and (salen)RuIII complexes.26,38


��������



There are two possible mechanisms for the oxidation of
organic sulfur compounds by metal ions and other
oxidants. One is the nucleophilic attack of organic sulfide
on the oxidant, known as the SN2 mechanism. The second
mechanism involves a single electron transfer (SET)
from sulfide to oxidant. Oxidants such as peroxybenzo-
ate,39 hydroperoxidase,40 Cr(VI),31 Ce(IV)41 and oxo-
ruthenium(IV)19 oxidize sulfides by a SET mechanism.
The oxidation of sulfides by peroxoanions,35 phenylio-
doso diacetate,36 bis(2,2�-bipyridyl)copper(II) permanga-
nate,37 molybdenum peroxypolyoxoanions,42


sulfamyloxaridines,43a pyridinium hydrobromide perbro-
mide,43b pyridinium halochromates,44 permanganate45,46


oxo(salen)manganese(V)28 and oxo(salen)chro-
mium(V)27 follow an SN2 mechanism. Further, the
mechanism of oxidation may be a continuum between
these two extremes, SET and SN2.47a Pross established
that the SN2–SET continuum has general significance.47b


However, for the oxidation of sulfides by PhIO catalysed
by metallaporphyrin,18 a clear distinction between the
SET and SN2 mechanisms has not been made, hence both
mechanisms have been proposed for this oxidation
reaction.


In the present investigation, since we identified oxo-
manganese(V) species as the crucial intermediate for the
catalytic oxidation, let us now consider how the oxygen
atom is actually transferred from the oxo species to the
sulfide in the rate-limiting step. The observed first-order
dependence with respect to sulfide and the absence of
kinetic saturation (even at the high concentration of
sulfide) indicate that prior coordination of sulfide to
oxomanganese(V) is unimportant. Substituent effect
studies can give an insight into the mechanism of the
[(salen)MnV=O]� oxidation of organic sulfides. In the
present study a � value of �1.85 was obtained. In the
oxidation of sulfides by hydrogen peroxide48 (� = �1.13),
periodate (� = �1.40), permanganate45a (� = �1.52),
peroxydisulfate35a (� = �0.56), lead tetracetate50


(� = �2.1), pyridinium halochromates44 (� = �2.1),
Lewis acid-catalysed permanganate46 (� = �1.11), per-
ruthenate51 (� = �0.66), (salen)MnIII-catalysed PhIO28


(� = �1.86), and oxo(salen)chromium(V) complexes27


(� = �2.7), an SN2 mechanism has been postulated. On
the other hand, in the oxidation of thioanisoles by tert-
butyl p-chloroperoxybenzoate39 (� = �1.68), Cr(VI)31


(� = �2.07), singlet oxygen52 (� = �1.63), peroxymono-
sulfate53 (� = �1.0), isoalloxazine hydroperoxide40


(� = �1.68), carboxylato-bound chromium(V)54


(� = �1.19), oxo(phosphine)ruthenium(IV) complexes19


(� = �1.56), Ce(IV)41 (� = �3.3) and Fe(III)–polypyridyl
complexes55 (� = �3.2), a SET mechanism has been
proposed. Hence the low or high magnitude of the � value
cannot be taken as evidence for the operation of a SET or
SN2 mechanism in a particular reaction. According to
Miller et al.,40 a decision on reaction mechanism simply
based on the magnitude of the � value cannot be reliable.
Reactions54–57 that involve rate-limiting SET from sulfur
to yield radical cation intermediates are known to give
better Hammett correlations when �� substituent con-
stants are used. In the present study, as log k2 is better
correlated with � rather than ��/��, a single electron
transfer is not likely the rate-limiting step of the reaction.
If the transition state resembles a radical cation, as
predicted by the Hammond postulate58 for a SET mech-
anism, a better correlation should have been observed
with �� values. Hence the observed better correlation of
log k2 with � than ��/�� may be taken as a clue for the
operation of an SN2 mechanism in the present reaction.46


Furthermore, the substituted oxo(salen)manganese(V)
complexes 2a–d display an excellent Hammett correla-
tion of log k2 with 2�p in favour of electrophilic attack of
oxidant on the sulfide sulfur.16 The excellent correlation
of the rates of alkyl phenyl sulfides with Es values may
favour nucleophilic attack of sulfide on the oxidant.59


The observed significant increase in the rate of oxidation
with increase in the concentration of trichloroacetic acid
demonstrates the electrophilic nature of the oxidant. The
addition of acid leads to the protonation of the oxidant28


and the protonated species is more electrophilic, thereby
favouring the reaction. The rate enhancement with
increase in the polarity of the medium indicates the
formation of a charge-separated transition state which is
in favour of the SN2 mechanism for the oxo(salen)man-
ganese(V) oxidation of organic sulfides. Similar results
have been observed in the oxidation of aryl methyl
sulfides with a similar oxidant, oxo(salen)chromium(V)
complexes,27 and in the PhIO oxidation of aryl methyl
sulfides and sulfoxides catalysed by (salen)MnIII com-
plexes.28 Further, from the linear log k2 versus Eox plot
we can obtain useful information on the mechanism of
the reaction by comparing the results observed in the
present study with the recent observations made by Goto
et al.60 on sulfoxidation catalysed by high-valent


����
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intermediates of heme enzymes. Goto et al.60 observed a
slope of �10.5 when the reaction proceeds through an
electron transfer mechanism and �2.2 in the case of the
reaction proceeding via direct oxygen transfer. Hence the
observed slope of �3.5 in the present study is in favour of
a mechanism proceeding through direct oxygen transfer.
Based on similar arguments Sivasubramanian et al.61


proposed a direct oxygen transfer mechanism for the
oxo(salen)iron oxygenation of organic sulfides.


Based on the arguments presented above, the SN2
mechanism shown in Scheme 1 is proposed for the
oxidation of organic sulfides with sodium hypochlorite
catalysed by (salen)MnIII complexes. The proposed
mechanism involves the incipient formation of an
intermediate 1 in the rate-limiting electrophilic attack
of the oxidant on the sulfide sulfur. Then the intermediate
1 decomposes to give (salen)MnIII and sulfoxide as the
product. The proposed SN2 mechanism is supported by
the acceleration of rate by electron-attracting groups on
the 5,5�-positions of salen(2c and 2d) and by electron-
donating groups in aryl methyl sulfides.


The oxo(salen)manganese(V) oxidation of para-sub-
stituted phenyl methyl sulfides was carried out at four
different temperatures, and the thermodynamic par-
ameters evaluated using the Eyring equation are collected
along with k2 values in Table 7. The �H≠ (48–
65 kJ mol�1) and �S≠ (�125 to �93 J K�1 mol�1) values
are in favour of two electron transfer rather than single
electron transfer in the rate-limiting step of the
reaction.27,62,63 Although the correlation between �H≠


and �S≠ is poor (r = 0.812), a plot of log k2 at 20°C versus
log k2 at 40°C is linear (r = 0.997, slope = 0.92 � 0.03,
s = 0.048) indicating that all the sulfides are oxidized by a
similar mechanism.


�%"�+'��%"


An SN2 mechanism has been elucidated for the oxidation
of aryl methyl sulfides with sodium hypochlorite cata-


lysed by (salen)MnIII complexes by varying the electro-
nic nature of the substrate and oxidant. Rate studies with
alkyl phenyl and dialkyl sulfides show the operation of a
moderate steric effect.
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ABSTRACT: The reactivity of 1-benzoyl-3-phenyl-1,2,4-triazole (1a) was studied in the presence of a range of weak
bases in aqueous solution. A change in mechanism is observed from general-base catalysed hydrolysis to nucleophilic
substitution and general-base catalysed nucleophilic substitution. A slight tendency is also observed for the more
hydrophobic general bases to show higher reactivity towards 1a. Aspartame is an effective nucleophile, possibly
because nucleophilic substitution is subject to intramolecular general-base catalysis. A general conclusion derived
from the present results is that unexpected rate effects can only be rationalised provided that the detailed reaction
mechanisms are well understood. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: hydrolysis; changes in mechanism; general-base catalysis; general-acid catalysis; nucleophilic
substitution
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The hydrolysis reaction of the activated amide 1-benzoyl-
3-phenyl-1,2,4-triazole (1a) is general-base catalysed
(Scheme 1).1


In highly aqueous solutions, the concentration of water
is sufficiently high for water to act (detectably) as both a
general base and a nucleophile. Hence, in the absence of
other general bases, the water-catalysed (i.e. pH-
independent) hydrolysis is the sole reaction. In the
presence of sufficiently basic cosolutes, the water-
catalysed reaction is unimportant. More basic cosolutes
are much more effective catalysts for hydrolysis than
water. Consequently, despite the relatively low molality
of added general bases, the general-base catalysed
hydrolysis pathway competes with the water-catalysed
pathway. It is stressed that even though in the water-
catalysed reaction the second water molecule in the
activated complex (i.e. B = H2O, Scheme 1) acts as a
general base, a distinction is drawn between the water-
catalysed reaction and general-base catalysed reaction.


Increased basicity of cosolutes usually leads to a
concomitant increase in nucleophilicity. This increase in
nucleophilicity provides an alternative reaction pathway:
nucleophilic attack on the carbonyl functionality, fol-


lowed by loss of the (substituted) 1,2,4-triazole leaving
group (Scheme 2).


In this mechanism, the nucleophilic water molecule is
replaced by a stronger nucleophile. The similarity with
the water-catalysed hydrolysis goes even further, as the
nucleophilic substitution reaction can also be catalysed
by general acids and bases. Some of the possible
catalysed reaction pathways for nucleophilic substitu-
tion2–4 are illustrated in Scheme 3, there are many
different pathways for reactions of nucleophiles with
amides and esters. The exact pathway depends on factors
such as leaving group ability, nucleophilicity and solvent.
Here, we shall only discuss those reactions pathways,
that, we contend, are relevant for the system under study.


If nucleophilic attack is the rate-determining step, the
reaction can be catalysed by a general base or by
hydroxide, deprotonating the nucleophile. Similarly, the
negative charge developing on the amide carbonyl can be
stabilized by general acids, resulting in general-acid
catalysis. However, if expulsion of the 3-phenyl-1,2,4-
triazole from a protonated tetrahedral intermediate is rate
determining, the reaction could be general-base cata-
lysed. Further, departure of the leaving group may be
general-acid catalysed.


In this intricate play of reactivity, reactants can assume
many different roles, resulting in a series of related but
different reaction pathways. It is therefore of paramount
importance to have a detailed understanding of these
reaction pathways if we are to fully understand the
observed rate effects induced by general bases. We
therefore studied the effect of a range of general bases on
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the reactivity of 1a in order to identify possible competing
reaction pathways. The results are used in a reinterpreta-
tion of the previously reported5 rate-accelerating effects
of some �-amino acids on the hydrolysis of 1a.


We have previously shown that encounter complexes
between reactive probes and added inert cosolutes can be
stabilised by hydrophobic interactions.6 However, if the
cosolute is not inert, formation of an encounter complex
constitutes the first step for bimolecular (or higher
molecularity) reactions. Hence, if a cosolute reacts with
the reactive probe, or catalyses the reaction of the reactive
probe, more hydrophobic cosolutes are expected to show
slightly higher reactivity than hydrophilic cosolutes with
identical functional groups. Similarly, in a linear free
energy relationship, more hydrophobic reactive cosolutes
are expected to show deviations towards higher reactivity
provided that hydrophobic interactions are not of similar
importance in both processes.


The molecular picture of an unreactive cosolute
blocking the reactive centre of the activated amide from
attack by water proposed by us before6–8 is expected to be
equally valid in general-base catalysed hydrolysis and
(catalysed) nucleophilic substitution. In buffer solutions
of general bases in which the conjugate general acid is
also present, intriguing compensating effects are possi-
ble. Increasing the hydrophobicity of the general base
will lead to an increased efficiency in general-base
catalysis (see above) and to a concomitant increase in the
rate-retarding effect of the conjugate general acid.


%!*(+$* ,�' '#*)(**#&�


����������	� 
�����	�	 �� 
����-����� ���	 ��
.����


The effect was determined of different general bases on
the (pseudo-)first-order rate constant of hydrolysis of 1a.
In all cases, at low molality and constant buffer ratio, the
increase in rate constants was linear with increasing
molality of added general base (Fig. 1).


In order to obtain the sole effect by the general bases,
the effect of the conjugate general acid on the observed
rate has to be calculated. In the absence of general base,
the general acids were found to decrease the rate of the
water-catalysed reaction. We attribute this decrease to
blocking by the cosolute of the reaction centre from
attack by water.6–8 We contend that a similar inhibition of
reaction occurs for the general-base catalysed hydrolysis.


Hypothetically, in the absence of inhibition by
cosolute and in the pH-range in which the reaction
without added general bases is only water-catalysed, the
rate constant is described by the equation


k�mb� � k�mc � 0� � mbkb �1�


where mb is the molality of general base, kb is the
(pseudo-)second-order rate constant for catalysis by the
general base and k(mc = 0) is the (pseudo-)first-order
rate constant in the absence of cosolute. Previously, Eqn.


*
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*
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*
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(2) has been employed to describe the effects of
inert cosolutes on the water-catalysed hydrolysis reac-
tions:


ln
k�mc�


k�mc � 0�
� �


� 2
RTm2


0


�gcx � gc���mc � N�M1mc �2�


where k(mc) is the (pseudo-)first-order rate constant in an
mc molal aqueous solution of inert cosolute c, k(mc = 0)
the rate constant in the absence of added cosolute, R the
gas constant and T the absolute temperature. Signifi-
cantly, [gcx � gc ��] is the difference in interaction Gibbs
energies between the cosolute c and the reactants x on the
one hand and the activated complex ≠ on the other. Ml is
the molar mass of water, N is the number of water
molecules involved in the rate-determining step and � is
the practical osmotic coefficient for the aqueous solution
where the molality of added solute is mc. For the water-
catalysed hydrolysis, N = 2. Further, the solutions are
very dilute and hence, � can be taken as unity; m0 is the
(hypothetical) ideal reference state and corresponds to
1 mol kg�1. The term [gcx � gc ��] is denoted as G(c).


Equation (3) is a simpler form of Eqn. (2):


ln
k�mc�


k�mc � 0�
� �


� amc �3�


where mc is the molality of inert cosolute c and a
quantifies the rate effect induced by cosolute c. Equation
(3) can be rewritten as


k�mc� � k�mc � 0�eamc �4�


The conjugate acid of the general-base catalyst is the
only inert cosolute. Hence, for the present case, mc is the
molality of conjugate acid ma. If Eqn. (1), describing the
kinetics of reaction without inhibition, is substituted into
Eqn. (4), describing the inhibiting effect of added
unreactive cosolutes, we obtain


k�ma�mb� � �k�mc � 0� � mbkb�emaa �5�


where a is the (rate-retarding) effect of the acidic form of
the cosolute on both the water-catalysed and general-base
catalysed reaction. The kinetic data were fitted to Eqn.
(5). The results together with pKa values are summarised
in Table 1.


Fitting data to an equation related to Eqn. (5), in which
the acidic form is assumed to inhibit only the water-
catalysed reaction, leads to less satisfactory fits. Intro-
ducing an additional parameter to distinguish between
rate-retarding effects on the water-catalysed and on the
base-catalysed hydrolysis seems unjustifiable.


Employing the theory developed in previous work, the
effect of the formation of encounter complexes from
reactant(s) and an inert cosolute can be expressed in
terms of G(c) values (for a brief review, see Ref. 11).
These G(c) parameters were calculated using Eqn. (6) [cf.
Eqns (2) and (3)]:


a � 2
RTm2


0


G�c� � N�Mw �6�


where m0 is 1 mol kg�1, N is the number of water
molecules incorporated in the activated complex, � is the


 �"��� �� (����� �� �##�# ��������,������� ���# -�.�
��������,������� ���# -�. �# ��	�����������,��	���/
������� ���# -�. ������� -�		 ������ ������ 01� �# &* ��	���
�� 23�2	 43�4� 23$4	 43�4 �# 03$4	 43�4� ���&������	�5
�� �# �� ��� ��� ��	�	����� �� ���# �# ����� ���&������	�.
� ��� ��#��	���� �� ��


$���� �� �����	/���� ����	���# ��#��	���� �� �� �� $�63$ +���


Parameter Ethanoate Chloroethanoate Butanoate


pKa
b 4.769 2.8610 4.829


kb (10�4 s�1 mol�1 kg) 16.63 (0.47) 2.08 (0.09) 20.61 (0.22)
a (kg mol�1) �0.30 (0.03) �0.11 (0.02) �0.56 (0.01)
k(mc = 0) (10�4 s�1) 13.2 (0.2) 13.0 (0.1) 13.0 (0.1)
a Numbers in parentheses are standard errors based on a least-squares fit of kinetic data using Eqn. (5).
b All pKa values, except those for the �-amino acids and hydroxylamine, were obtained from a literature search using the Beilstein Crossfire system.
Available values were collected, assessed and averaged. Only one, representative, reference is given for every pKa.
c Second-order and third-order rate constants are given with units s�1 mol�1 kg and s�1 mol�2 kg2, respectively. These unconventional units facilitate
comparison with and introduction of G(c) values. The exceptions are rate constants for hydroxide-catalysed hydrolysis, given in s�1 mol�1 dm3, as
hydroxide concentrations were calculated from the pH of the solutions.
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practical osmotic coefficient of water and Mw is the molar
mass of water. N was set to 2, despite the fact that only
one water molecule is involved in the rate-determining
step for the general-base catalysed reaction. The error
introduced in this way is small as the term N�Mw is small
and the contribution of general-base catalysis to the
overall rate constant is generally less than 50%. The G(c)
values for ethanoate and butanoate of � 327 	 37
and �649 	 13 J kg mol�2, respectively, correspond to
the corresponding values for the water-catalysed reac-
tion. This correspondence supports the hypothesis that
rate-retarding effects are similar for water-catalysed and
for general-base catalysed hydrolysis and is consistent
with the notion that the rate-retarding effects are (largely)
caused by blocking of the reaction centre.


Using the results given in Table 1, a Brønsted plot was
constructed for carboxylate general bases and water [Fig.
2, Eqn. (7)].


log kb � 0�29pKa � 4�24 �7�


The Brønsted � is 0.29 	 0.05, slightly lower than the
value for activated amides without the phenyl substituent
in the triazole ring.1,12,13


Interestingly, in terms of general-base catalysis, com-
parison of ethanoate and butanoate shows that the latter is
slightly more effective. The observed difference cannot
be explained on the basis of its slightly higher pKa. This
pattern could be caused by the more hydrophobic nature
of butanoate, resulting in additional hydrophobic stabil-
isation of the encounter complexes formed between 1a
and butanoate in the initial stages of the activation
process.


 ��� ��	��
�����	� ������	�	 �� ��
��������

	��	��������


Phenylalaninamide hydrochloride and alaninamide hy-
drochloride are both rate retarding in their fully


protonated form; G(c) = �1869 and �234 J kg mol�2,
respectively.5,14 In their deprotonated forms, they can
function as general bases. It was expected that especially
phenylalaninamide, being strongly rate retarding in the
protonated state and hence forming rather stable
encounter complexes, would be an effective catalyst for
hydrolysis.


Indeed, the reactivity of 1a in the presence of
unprotonated alaninamide and phenylalaninamide is
high. The pH dependence of the reactivity of 1a in the
presence of alaninamide and phenylalaninamide (Fig. 3)
indicates that high reactivity is indeed associated with
deprotonation of the general base.


The results for alaninamide and phenylalaninamide
were fitted to Eqn. (8), using a non-linear least-squares
procedure:


k�mc� pH� � k�mc� � kOH 
 10pH�14


� k1amc


1 � 10pKa�pH
�8�


The first term on the right-hand side, k(mc), is the rate


 �"��� �� 7�8���# &	�� ��� �����	/���� ����	���# ��#��	����
�� ��
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constant for hydrolysis at pH 4 in the presence of mc


molal protonated cosolute c. The second term on the
right-hand side yields the rate of hydroxide-ion catalysed
hydrolysis with kOH the second-order rate constant for
hydroxide-catalysed hydrolysis and 10pH�14 the concen-
tration of hydroxide. The third term on the right-hand
side represents the rate of reaction with the cosolute,
where k1a is the rate constant of reaction of the cosolute
with 1a, mc is the total molality of cosolute and
(1 � 10pKa�pH)�1 is the fraction of cosolute in the
deprotonated form. The results are summarised in Table
2.


The rate constants, 51 	 17 
 10�2 and 22 	 2 
 10�2


s�1 mol�1 kg for alaninamide and phenylalaninamide,
respectively, are significantly higher than the values of
12.2 
 10�3 and 8.33 
 10�3 s�1 mol�1 kg predicted on
the basis of the Brønsted plot for general-base catalysed
hydrolysis and their literature pKas of 8.02 and 7.45,
respectively15 [the pKa values obtained from fitting to
Eqn. (8) lead to only marginally higher predicted values].
We attribute this marked difference in reactivity of 1a for
these general bases to a change in reactivity from
general-base catalysed hydrolysis to nucleophilic sub-
stitution. The UV/Vis properties of amides, the expected
products of nucleophilic substitution reactions, are only
slightly different from those of the products of hydro-
lysis. Hence the spectral changes upon reaction (followed
at a single wavelength) give no information about the
actual reaction occurring, other than that the amide
functionality is reacting. However, comparison with the
literature16,17 reveals that the difference spectrum upon
reaction is in accord with formation of an amide instead
of a carboxylate. The structurally related activated amide
1-acetyl-1,2,4-triazole has also been shown to undergo
general-base catalysed hydrolysis and nucleophilic sub-
stitution by a variety of nucleophiles.18


The rate constant for hydroxide-catalysed hydrolysis
of 1a in the presence of phenylalaninamide is consider-
ably lower than the rate constant of 1130 s�1 mol�1 dm3


for hydroxide-catalysed hydrolysis of 1a without co-
solute.13 Previously, the effect of 2-methylpropan-2-ol on
the hydroxide-ion catalysed hydrolysis of 1a has been
studied.12 At low mole fractions of added 2-methylpro-
pan-2-ol, the second-order rate constants (kOH) showed a
maximum when plotted against the mole fraction of 2-


methylpropan-2-ol. This maximum was attributed to a
destabilisation of the initial state of the hydroxide-ion
catalysed hydrolysis. This destabilisation of the initial
state has been shown to originate from the unfavourable
Gibbs energy of transfer of the hydroxide anion from
water to water with cosolute, more than cancelling the
corresponding favourable Gibbs energy of transfer of
1a. For neutral hydrolysis of 1a in aqueous solu-
tions containing 2-methylpropan-2-ol,19 G(c) = �392 J
kg mol�2. G(c) for the same reaction in the presence
of phenylalaninamide hydrochloride14 is � 1869 J
kg mol�2. Compared with solutions with added 2-
methylpropan-2-ol, this pattern indicates that the stan-
dard chemical potential of 1a is lowered more in
solutions with added phenylalaninamide. Therefore,
added phenylalaninamide could lead to a rate decrease
if the stabilising effect of phenylalaninamide more than
cancels the expected destabilising effect of phenylalanin-
amide on the hydroxide anion. However, the effect of
phenylalaninamide on the standard chemical potential of
hydroxide anion is unknown. Hence, reliable estimates of
kOH cannot be made. Related to the unknown effect of the
added cosolute on the standard chemical potential of the
hydroxide anion, the effect of added cosolute on the
water self-ionization constant is unknown. Hence, using
[OH�] based on the observed pH should be done with
caution.


The values for pKa obtained using Eqn. (8) as given in
Table 2 are both higher than literature values. Together
with the observed pattern in the deviation between the
experimental and calculated values (Fig. 3, right-hand
side), this trend indicates that Eqn. (8) underestimates the
rate constants at higher pH. As nucleophilic substitution
can be general-base catalysed, the increasing molalities
of unprotonated amine not only increase nucleophile
molalities, but also increase catalyst molalities. In
addition, at lower pH, the rate constants might be
underestimated as a result of inhibition of reaction by
the protonated amine. In order to test the hypothesis of
general-base catalysed nucleophilic substitution, the
effect of both ethanoate/ethanoic acid and butanoate/
butanoic acid buffers on the rate of reaction of 1a with
phenylalaninamide was determined (Fig. 4).


According to the plot on the left-hand side of Fig. 4, the
rate of reaction between 1a and alaninamide increases


$���� �� )��������� �� �� � ��� &������ �� �	�����#� �# &���	�	�����#� �� $�63$ +�


Parameter Alaninamide Phenylalaninamide


pKa 8.58 (lit.15: 8.02) 7.69 (lit.15: 7.45)
k1a (s�1 mol�1 kg) 0.51 (0.17) 0.22 (0.02)
k(mc) (10�4 s�1) 12.3 10.3
kOH (102 s�1 mol�1 dm3) n.s.b 7.3 (0.8)


a Numbers in parentheses are standard errors based on a least-squares fit of kinetic data using Eqn. (8).
b The value of 1720 (930) s�1 mol�1 dm3 obtained from the curve-fitting procedure cannot be regarded as significant considering the error margin.
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with increasing buffer concentration. The contribution of
general-base catalysed hydrolysis and (general-base
catalysed) nucleophilic substitution is calculated from
the observed rate constant k(m1a,m1b,m2a,m2b) and the
calculated rate constant of the water-catalysed reaction in
the presence of only the rate retarding protonated
cosolutes k(m1a,m2a). The values obtained in this way
were not corrected for rate-retarding effects. A similar
pattern is found for the reaction of phenylalaninamide
with 1a. This pattern indicates that general-base cata-
lysed nucleophilic substitution is indeed occurring, which
explains the deviating pKa values from the curve fits.
From a plot of the corresponding second-order rate
constants as a function of total buffer molality m2a � m2b


(Fig. 4, right-hand side), the rate constant for uncatalysed
nucleophilic substitution knuc can be determined. For
phenylalaninamide, a value of 0.153 	 0.007
s�1mol�1kg is obtained (cf. Table 2). Unfortunately,


based on the available data, a value for knuc for
alaninamide cannot be determined.


Using hydroxylamine, an even higher reactivity than
that observed for alaninamide and phenylalaninamide
was found, despite its lower pKa (Fig. 5).


The observed rate constant of 53.1 	 7.4 s�1 mol�1 kg
(104.9 	 14.8 s�1 mol�1 kg based on only deprotonated
hydroxylamine, kHONH2.HCl = 0.69 	 0.03 s�1 mol�1 kg)
is exceptionally high. Error margins are based on
inclusion of the apparent outlier at 5.2 mmol kg�1 and
the notion that a negative intercept is physically
unrealistic. The negative intercept could be caused by
two factors. First, a small change in protonation (the pH
decreases slightly) upon dilution of the hydroxylamine
buffer stock solution. Second, a second-order (in total
hydroxylamine molality) term corresponding to general-
base or general-acid catalysed nucleophilic substitution.
Both effects would lead to an overestimate of the second-


 �"��� 0� )��������� �� �� :��� �	�����#� �# &���	�	�����#� � ��� &������ �� ��������,������� ���# �# ��������,
������� ���# �������3 '���1 ��� ����������� �� �����	/���� ����	���# ��#��	���� �# ��	��&��	�� ����������� �� ��� �������#
����� �� � ������ �� ����	 ��	�	��� �� �	�����#� ��#����	���#� �# �	�����#� -�������. �� ����	 ����������� ��
��������,������� ���# -01�. ������� -�$���$�. �� -�. 43$ � -�. 43��� -�. 432; �# -�. 43 2 ��	 9���3 )����1 ����#/��#��
���� ������ 9�� ��� ��	��&��	�� ����������� �� &���	�	�����#� �� � ������ �� ����	 ��	�	��� -�$���$�. �� -�. ��������,
������� ���# �# -�. ��������,������� ���# ��	�	���
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�����������3 '���1 ��#��<�	���� �# ��#��<�	���� ��#����	���#� � �1� ������ &* = 23��	 434;3 %����# 	��� �#����� �����
������ -��� ��<�.3 )����1 ��#��<�	���� ��#����	���#�� &* = 03 ;	 4340
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order rate constant of reaction. Based on the pKa of 5.9620


and Eqn. (7), the expected rate constant is 40.1 
 10�4


s�1 mol�1 kg for general-base catalysis. This large
discrepancy between the predicted value for general-
base catalysed hydrolysis and the observed value again
strongly suggests that the reaction pathway that is
followed is not general-base catalysed hydrolysis. The
high reactivity of hydroxylamine is often accounted for in
terms of the �-effect,21 therefore the results are indicative
for nucleophilic attack on 1a. Hydroxylamine has two
nucleophilic centres (of different reactivity), further
enhancing reactivity. Nucleophilic attack by hydroxyl-
amine will occur on the amide functionality of 1a,
eventually leading to N-hydroxybenzamide. Surprisingly,
the hydroxyl moiety is most nucleophilic in hydroxyl-
amine in the case when p-nitrophenyl acetate is the
substrate undergoing nucleophilic attack, resulting in an
initial excess of the product from nucleophilic attack by
the hydroxyl moiety. However, this initial unstable
product can react further to N-hydroxybenzamide.22,23


The zwitterionic form of hydroxylamine is not present in
detectable amounts,20,23 practically excluding the O-
deprotonated hydroxylamine as the nucleophile.


Using n-propyl- and n-pentylamine as well as
benzylamine, again high reactivities were found but the
observed rate constants were not linear with concentra-


tion of general base (Fig. 6). We attribute this pattern to
general-base catalysed nucleophilic substitution,4 but
general-acid catalysis (by the conjugate acids) cannot be
excluded.3,24,25


The observed rate constants were fitted to the equation


k�mc� � kpH � k2ndmc � k3rdm2
c �9�


where kpH is the (pseudo-)first-order rate constant for
reaction in the absence of added general base at the
experimental pH, k2nd is the second-order rate constant
based on total buffer concentration for nucleophilic
substitution (and a minor fraction general-base catalysed
hydrolysis) by cosolute c, mc is the molality of cosolute c
and k3rd is the third-order rate constant for the general-
base catalysed nucleophilic substitution. Assuming that
general-base catalysed hydrolysis makes a negligible
contribution to the observed rate, knuc can be calculated
(Table 3) from k2nd.


According to Table 3, n-pentylamine provides the most
effective non-catalysed nucleophilic substitution. How-
ever, the increase in reactivity appears to be too large to
be caused solely by the difference in pKa and different
steric effects. This increase in reactivity points towards
more favourable interactions between n-pentylamine and
1a compared with those between n-propylamine and 1a.


 �"��� 2� 
������# ����� �� ������� ��� ��3 '���1 � ��� &������ �� -�. /&��&�	���� �# -�. /&���	����3 7����� ������ ���
�1� -����1���#.� &* = �32�	 434 ��� /&��&�	���� �# �320	 4340 ��� /&���	����3 )����1 � ��� &������ �� ��>�	����3
7����� ����� �� �1� -����1���#. �# &* = �30�	 434�
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Parameter n-Propylamine n-Pentylamine Benzylamine


pKa 10.6626 10.6427 9.3628


k2nd (s�1 kg mol�1) 6.9 (1.8) 14.5 (4.6) 5.5 (0.8)
knuc (s�1 kg mol�1)c 69 (18) 145 (46) 11.1 (1.6)
k3rd (102 s�1 kg2 mol�2) 5.4 (1.0) 4.6 (2.4) 10.7 (0.6)


a The numbers in parentheses are standard errors based on a least-squares fit of the kinetic data using Eqn. (9).
b knuc = 10k2nd, the rate effect of the protonated amine in this concentration range is expected to be negligible.29


c Solvent kinetic isotope effect of 1.6 was found for the reaction. However, many factors influence this isotope effect, including the shift in pKa of the amine
upon changing from H2O to D2O as the solvent.
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The second-order terms (in amine), however, are
comparable (although care has to be taken in interpreting
the value for n-pentylamine) suggesting that self-
association of n-pentylamine is comparable to self-
association of n-propylamine. Previously, for nucleophi-
lic substitution of sufficiently hydrophobic p-nitrophenyl
esters by hydrophobic amines, the second-order (in
nucleophile) process was found to be more effective
because the reactants tend to cluster.30,31


The reactivity of benzylamine in comparison with that
of the alkylamines is surprisingly high taking into
account its lower pKa. Given the present data set, the
second-order term (in amine) cannot be compared with
second-order terms for the alkylamines. The buffer ratio
is different and the influence of basicity (or acidity) on
general-base (or general-acid) catalysis of nucleophilic
substitution is unknown, because Brønsted plots for
general-base catalysis and general-acid catalysis of
nucleophilic substitution have not been determined.18


An experiment, conducted under the conditions of
the kinetic runs, was performed on a milligram (of
substrate) scale. Benzylamine was used as nucleophile
and 1b instead of 1a was used as substrate. Both 1H NMR
and 13C NMR spectra of the product correspond to
literature spectra of N-benzylbenzamide,32–34 corrobor-
ating the view that nucleophilic substitution did indeed
take place. Reaction between 1b and phenylamine in
benzene was shown to yield N-phenylbenzamide.35


Moreover, 1b has been used as a benzoylation reagent
in dry cyanomethane,36 both consistent with the possi-
bility of nucleophilic substitution of 1b and the related
1a.


An overall Brønsted plot of rate constants for general-
base catalysed hydrolysis kb and uncatalysed nucleophilic
substitution knuc of 1a (both indicated by k1a) shows
considerable scattering (Fig. 7). Note that in all LFERs,
only the linear terms describing the bimolecular (un-
catalysed) nucleophilic substitution reaction have been
used.


For general bases with comparable nucleophilic
groups, a correlation is obtained between observed rate
constant and pKa. However, the correlation does not
extend over different groups of bases, in agreement with
extensive literature data.37,38 Remarkably, the observed
rate constants for aromatic amines acting as a nucleophile
seem to be consistently higher than those for non-
aromatic amines with the same pKa would have been, i.e.
the data points for aromatic amines lie above and to the
left of a line through the non-aromatic amines.


An interesting case is presented by aspartame (Asp-
PheOMe) (Scheme 4). Aspartame offers a number of
functional groups, the carboxylic acid and the amine
being the most important for the present study. The
carboxylate group is expected to be a general-base
catalyst in the hydrolysis reaction of 1a. The amine group
will act as nucleophile, the relative importance of both
reactions being dependent on the degree of protonation of


both groups. From the pKa of the carboxylic acid
functionality39,40 of 3.2, we conclude that in the molality
range up to 0.044 mol kg�1 of aspartame, the contribu-
tion of the carboxylate group to the observed rate of
reaction is negligible. The pH–rate profile for reaction of
1a with aspartame at three concentrations of aspartame is
given in Fig. 8.


From the non-linear least-squares fits to the observed
rate profiles, the second-order rate constant for nucleo-
philic substitution on 1a by aspartame is 7.8 	 0.2
s�1 mol�1 kg. As can be seen from Fig. 7, this rate
constant for nucleophilic substitution is clearly much
higher than expected. We attribute this increase to two
factors. First, aspartame is a rather hydrophobic mol-
ecule, which could form hydrophobically stabilised
encounter complexes (cf. the effect of benzylamine).
Second, the nucleophilic substitution by aspartame can
be intra-molecularly general-base catalysed by the
carboxylate functionality, thereby greatly enhancing the
nucleophilicity of aspartame (Scheme 5). It is interesting
to view aspartame as a cyclised, non-nucleophilic general
base catalyst for hydrolysis. The molecule consists of two
�-amino acids, and has a hydrophobic ‘binding site’ and a
‘catalytic center’.
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Despite the fact that comparing basicities of nucleophiles
with kinetic nucleophilic reactivities towards carbon
compounds is not a proper rate-equilibrium comparison
(Parker41 and Hine and Weimar42 developed the concept
of ‘carbon basicity’) reactivity of general bases in
nucleophilic substitution is roughly correlated with their
basicity. However, there are many factors influencing
reactivity other than basicity,43 the most important being
the elusive �-effect21 and steric factors. Often, nucleo-
philicity varies with basicity within a series of
compounds, which can be attributed to differences in
solvation of different nucleophilic groups and a differ-
ence in hardness/softness of the nucleophile. In view of
the failure of basicity as an indicator of nucleophilicity,
alternative scales of nucleophilicity have been developed,
most importantly Richie’s44 N� (for nucleophilic addi-
tion on sp2 carbon) and the Swain and Scott45 n parameter
(for nucleophilic substitution on sp3 carbon). There are


links between the two scales,46 but a unifying scale for
nucleophilicity does not exist.


We compare rate constants for uncatalysed nucleo-
philic substitution and general-base catalysed hydrolysis
of 1a with the rate constants for the same reactions
of p-nitrophenyl acetate (p-NPA). There are ample
experimental data on nucleophilic substitution on
p-NPA2,23,47–50 and the available data for p-NPA form
a reliable basis for linear free energy relationships
(LFERs).51 Most importantly, however, the change in
reaction pathway from general-base catalysed hydrolysis
to nucleophilic substitution of 1a is mirrored by p-NPA.
Both are carbonyl compounds showing approximately
the same reactions with added general bases. Also, the
anions of both 3-phenyl-1,2,4-triazole and 4-nitrophenol
are reasonably good leaving groups based on the pKa


values of the parent compounds of 9.5852 and 7.15,53


respectively.
When log k1a is plotted as a function of log kp�NPA for


different bases/nucleophiles, a linear correlation is found
(Fig. 9) with a slope of 0.91. The correlation includes data
points for hydroxylamine (an �-effect nucleophile) and
hydroxide anion (a charged nucleophile).


Interestingly, the LFER spans regions of different
reactivity; general-base catalysed hydrolysis for both 1a
and p-NPA by water (1) and ethanoate (3)54 and
nucleophilic substitution by hydroxylamine (5), benzyl-
amine (9), propylamine (10), pentylamine (11) and
hydroxide (12). This pattern is in line with the argument
formulated by Fersht and Jencks55 that ‘such a correlation
shows only that the two compounds being compared have
similar transition states for each individual reaction under
consideration; if there is a change in the nature of the
transition state with changing nucleophile … the
correlation shows that this change takes place in a
similar manner for both compounds.’


We conclude that the enhanced reactivity compared
with what would be expected on the basis of general-base
catalysis alone is indeed caused by a change in mech-
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anism to nucleophilic substitution. The linear free energy
relationship also allows reliable estimates to be made
of the rates of uncatalysed nucleophilic substitution
on 1a.
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��������
 	��	��������
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As described above, a range of possible interactions
between cosolute and hydrolytic probe sometimes result
in rather complex reactivity patterns. For example,
phenylalaninamide and alaninamide show rate-decreas-
ing effects in their protonated forms, but are strong
nucleophiles in their deprotonated forms. Similarly, the
effect of the carboxylate buffers is a composite effect of
the rate retardation by the protonated form and catalysis
by the carboxylate.


Previously,56 rate effects induced by �-amino acids
have been studied at a pH of 4.0, at which the �-amino
acids are present mainly in their zwitterionic forms. Rate-
enhancing effects were found for a range of �-amino
acids and even for some of their derivatives. Rate-
enhancing effects were not found to correlate with the
pKa of the carboxylic acid moiety. Furthermore, the
kinetic solvent isotope effect did not change significantly
and no linearity of the slope of kobsd versus molality of
cosolute was observed. Hence, the kinetic effects were
‘not governed by general-base catalysis of the �-amino
acid carboxylate group, but involve medium effects
instead.’56 The kinetic analyses presented here, however,
indicate that apart from general-base catalysis by the �-
amino acid carboxylate group, nucleophilic substitution
by the �-amino acid amine group is also a possible
reaction pathway. Consequently, the observed rate effects
are rather difficult to interpret, as a linear Brønsted plot is
not to be expected. In addition, given the observed G(c)
values and the data in Fig. 4.1 of Ref. 56, it is difficult to
draw conclusions about the linearity of the observed
rate effects with molality of cosolute. This is especially
the case since possible general-base or general-acid
catalysis will produce deviations from linearity in plots
of k(mc) versus molality. The deviation is towards
higher k(mc) at higher molalities, which can accidentally
produce good linear plots of ln[k(mc)/k(mc = 0)] against


cosolute molality mc. Finally, the observed kinetic
solvent isotope effect of 2.49 for the hydrolysis of 1a in
0.5 mol kg�1 glycine at pH 4 is very similar to the 2.69
observed for the reaction in water at pH 4 without
cosolute. Unfortunately, however, this value will be
influenced by the increase in pKa of both the �-amino acid
carboxylate and the �-amino acid amine functionality
upon changing the solvent from H2O to D2O. The
increase in pKa for the glycine carboxylate group57 of
0.39 results in a larger fraction of the �-amino acid
carboxylate group becoming neutralised. Together with
the expected kinetic solvent isotope effect, this leads to a
decrease in rate constant. Consequently, the observed rate
of the nucleophilic substitution reaction will be de-
creased, even though no proton transfer takes place in the
uncatalysed nucleophilic substitution reaction. The
increase in pKa of the �-amino acid amine functionality57


of 0.63 results in fewer free amine groups being available
for reaction, also leading to a decrease in observed rate
constant. Hence the similarity in kinetic solvent isotope
effects could be merely coincidental, which interfered
with the interpretation of the result obtained for �-amino
acids.


We contend that for the least hydrophobic �-amino
acids, rate-retarding effects are negligible and only rate
enhancements are observed caused by general-base
catalysed hydrolysis and nucleophilic substitution.56


The effect of general-base catalysis of hydrolysis can
be calculated using Eqn. (7), pKa values of the �-amino
acids58 and pH (Table 4).


If the residual observed rate enhancements are
attributed to uncatalysed nucleophilic substitution by
free amine, excellent correlation is again observed (Fig.
10) with data for p-NPA.


Hence, even though the fraction of unprotonated amine
functionalities is of the order of ppm, the unprotonated
amine functionality of �-amino acids is strongly
nucleophilic, rendering nucleophilic substitution kineti-
cally detectable at a pH as low as 4.0 for hydrophilic �-
amino acids. More hydrophobic �-amino acids, however,
show rate retardation as the main effect at a pH of 4.0.
However, the observed rate retardations will be a
combined effect of inhibition by the hydrophobic �-
amino acid, general-base catalysis and nucleophilic
substitution.


$���� 0� )��������� �� �� � �?����� ��	���� �� $�63$ + � ��� &������ �� �/���� ���#��


�-Amino acid pKa
b G(c) k(mc = m0) (10�4 s�1) mbkb


c (10�4 s�1) knuc (102 kg mol�1 s�1)


Glycine 2.35, 9.78 875 (21) 24.5 (0.5) 2.8 (1.3) 5.8 (1.5)
Alanine 2.34, 9.69 558 (16) 19.0 (0.3) 2.7 (1.2) 2.0 (0.8)
Valine 2.32, 9.62 467 (9) 17.6 (0.2) 2.7 (1.2) 1.2 (0.6)
Leucine 2.36, 9.60 518 (21) 18.4 (0.4) 2.8 (1.3) 1.4 (0.6)


a Numbers in parentheses are standard errors.
b In the calculation of the errors in G(c), mbkb and knuc, the errors in the pKa values were set to 0.05 and 0.1 for the first and second pKa, respectively.
c Calculated using Eqn. (7).
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In aqueous solutions containing general bases, activated
amide 1a is subject to water-catalysed hydrolysis,
general-base catalysed hydrolysis with a Brønsted � of
0.29 and nucleophilic substitution with a Brønsted � of
�1.5 for amine nucleophiles. In certain cases, nucleo-
philic substitution is general-base and/or general-acid
catalysed. Reactivities of more hydrophobic general
bases seem to be consistently higher than reactivities of
hydrophilic general bases supporting an explanation
based on the formation of hydrophobically stabilised
encounter complexes. In future studies, rate effects of
cosolutes, in particular rate-enhancing effects, should be
scrutinised for unexpected catalytic effects or changes in
mechanism. In the present study we have shown that
small fractions of compounds present in, e.g., a
deprotonated state, albeit in ppm, can induce large rate
effects.


!78!%#�!�$,+


���������	 All buffers were made from commercially
available acids, alkylamines or benzylamine (from Acros
or Aldrich) using aqueous NaOH or aqueous HCl of
known concentration (Titrisol). Aspartame was kindly
provided by Professor Dr H. E. Schoemaker (DSM/
University of Amsterdam). 1-Benzoyl-3-phenyl-1,2,4-
triazole (1a) and 1-benzoyl-1,2,4-triazole were synthe-
sised according to literature procedures.13,59,60



������ ����������	 Aqueous solutions were prepared
by weight immediately before use. Buffers were prepared
by partially (to the desired buffer ratio) neutralising the
corresponding acid by adding the appropriate amount of
1.000 mol l�1 aqueous NaOH by volume or by weight.
Buffer ratios were routinely accurate to within 1%.


Buffer solutions containing n-propylamine and n-pentyl-
amine were prepared by addition of the appropriate
amount of 1.000 M aqueous HCl within 2 min prior to
monitoring the reaction of 1a in order to prevent
evaporation of the volatile amines from the solutions.
Water was distilled twice in an all-quartz distillation unit.
All reactions were monitored at 273 nm (or the lowest
possible wavelength above 273 nm if a given cosolute
had absorption bands at that wavelength) and at
25.0 	 0.1°C. Amide 1a was injected as 5–7 �l of a
stock solution containing 1a in cyanomethane into about
2.8 ml of an aqueous solution of cosolute in a concentra-
tion range in which the reaction could be followed in a
stoppered 1.000 cm quartz cuvette. The resulting con-
centrations were about 10�5 mol dm�3 or less. The pH of
all solutions was checked at the end of each kinetic
experiment using either a Ross semi-micro combination
pH electrode or a Sentron ISFET pH probe and was found
to correspond well (not more than 0.2 pKa units below)
with the predicted pH from the pKa and the buffer ratio.
NMR spectra were recorded on Varian Gemini 200 (1H:
200 MHz) and VXR 300 (1H: 300 MHz) spectrometers.
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INTRODUCTION


The acid-catalyzed hydrolysis of aliphatic diazo com-
pounds is a much-studied reaction that has figured pro-
minently in the development of modern ideas on acid–
base catalysis (for reviews, see Ref. 1). Diazo compounds
are also synthetically useful materials; they can, for
example, be transformed, via the Wolff rearrangement,
into ketenes, which readily undergo a wide variety of
useful reactions.2 The synthetic utility of diazo com-
pounds, however, is limited by their facile acid-catalyzed
hydrolysis, and information on the nature of this acid-
catalyzed reaction, and especially on how its rate depends
on substrate structure, is consequently of practical value.


We have already reported studies of the kinetics and
mechanisms of acid-catalyzed hydrolyses of diazophe-
nylacetic acid, 1,3 its carboxylate ion, 2,3 and methyl
diazophenylacetate, 3.4 We now add to that an investiga-
tion of the acid-catalyzed hydrolysis of diazophenylace-
tamide 4.


EXPERIMENTAL


Materials. Diazophenylacetamide (4) was a sample that
had been made for another purpose.5 All other materials
were of the best available commercial grades.


Kinetics. Rates of reaction of diazophenylacetamide were
measured by monitoring the decay of its absorbance at its
absorption maximum, �max¼ 260 nm, using initial diazo
compound concentrations of the order of 5� 10� 5


M.
Measurements were made with a Cary 2200 spectrometer
whose cell compartment was thermostatted at
25.0� 0.05�C. The data so obtained fit the first-order
rate law well, and observed first-order rate constants were
calculated by least-squares fitting of a single exponential
function.


Product analysis. Product identification was done by high-
performance liquid chromatographic (HPLC) analysis
using a Varian Vista 5500 instrument with a NovoPak C18


reversed-phase column and methanol–water (50 : 50, v/v)
as the eluent. The product was characterized by compar-
ing the retention time and UV spectrum with those of an
authentic sample.


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 598–602


*Correspondence to: A. J. Kresge, Department of Chemistry,
University of Toronto, Toronto, Ontario M5S 3H6, Canada.
E-mail: akresge@chem.utoronto.ca
Contract/grant sponsor: Natural Sciences and Engineering Research
Council of Canada.







RESULTS


The acid-catalyzed hydrolysis of the diazo group of
diazophenylacetamide (4) is expected to produce man-
delamide (5) as its product:


This was found to be the case: HPLC analysis of spent
reaction mixtures of hydrolyses conducted in 10� 4


M


aqueous perchloric acid showed the presence of mande-
lamide and no other product.


Rates of this hydrolysis reaction were measured in
aqueous perchloric acid solution, using both H2O and
D2O as the solvent, at a constant ionic strength of 0.10 M,
maintained by the addition of sodium perchlorate as
required. The data obtained are summarized in Supple-
mentary Table S1 at the epoc website at http://www.
wiley.com/epoc and are also displayed in Fig. 1. It can be
seen that the observed first-order rate constants are
linearly related to acid concentration. Linear least-
squares analysis gave the hydronium ion catalytic coeffi-
cient kHþ ¼ 3:12 � 0:02 and the isotope effect kHþ=kDþ ¼
2:22 � 0:03.


Rates of decay of diazophenylacetamide were also
measured in aqueous (H2O) acetic, formic, methoxyace-
tic and chloroacetic acid buffers, using series of solutions
of constant stoichiometric buffer ratio and constant ionic
strength (0.10 M), but varying buffer concentration. The
data obtained are summarized in Supplementary Table S2
at the epoc website.


In the case of the acetic acid buffers, this technique
kept hydronium ion concentrations sufficiently constant
along a given buffer solution series to maintain a constant
level of hydronium ion catalysis along that series. As


Fig. 2 illustrates, buffer catalysis was strong and, since
observed first-order rate constants increased linearly with
increasing buffer concentration, the data were analyzed
by least-squares fitting of the linear buffer dilution
expression:


kobs ¼ kintcp þ kbuff½buffer� ð2Þ


The buffer catalytic coefficients so obtained, kbuff, were in
turn separated into their general acid, kHA, and general
base, kB, components with the aid of the equation:


kbuff ¼ kB þ ðkHA � kBÞfA ð3Þ


in which fA is the fraction of buffer present in the acid
form. Figure 3 shows that the data conformed to this
relationship well; least-squares fitting gave kHA¼
(2.36� 0.03)�10�2 l mol�1 s�1 and kB¼ (6.13� 3.10)�
10�4 l mol�1 s�1.


(1)


Figure 1. Rates of hydrolysis of diazophenylacetamide in
H2O (O) and D2O (�) solutions of perchloric acid at 25�C


Figure 2. Relationship between observed first-order rate
constants and buffer concentration for the reaction of
diazophenylacetamide in aqueous acetic acid buffers with
buffer ratio¼ 1.0 at 25�C


Figure 3. Separation of buffer catalysis into its general acid
and general base components for the reaction of diazophe-
nylacetamide in aqueous acetic acid buffers at 25�C
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This kind of analysis, unfortunately, could not be
applied to data obtained in buffer solutions of the other,
stronger buffer acids used here, because hydronium ion
concentrations, and therefore fA, failed to remain suffi-
ciently constant along given buffer solution series. Such
‘buffer failure’ is a difficulty common to dilute solutions
of moderately strong buffer acids, and it can be handled
in a variety of ways.6a The method used here involved
least-squares fitting of the expression:


kobs ¼ kHþ½Hþ� þ kHA½HA� þ kB½A�� þ kH2O ð4Þ


with the concentrations [Hþ], [HA] and [A�] as indepen-
dent variables, and kHþ , kHA, kB and kH2O as parameters
determined by the fit. The concentration variables needed
for this purpose were obtained by calculation, using
acidity constants of the buffer acids from the literature
and activity coefficients appropriate to the ionic strength
of the experiments (0.10 M) recommended by Bates.7 The
least-squares fitting was done using GraFit software.8


This analysis was carried out for the chloroacetic,
methoxyacetic and formic acid buffers, and also for the
acetic acid buffers. The results obtained are given in
Table 1. It can be seen that the value of kHA for acetic acid
obtained in this way agrees very well with that deter-
mined using Eqns (3) and (4) as described above, and that
values of kHþ acquired from each of the four different
buffers are consistent with that determined directly using
perchloric acid solutions (see above). The general base
catalytic coefficients, kB, and the rate constants for the
water reaction, kH2O, on the other hand, are not well
determined: their statistical uncertainties (standard
deviations¼ 68% confidence intervals) are comparable
to their values; this is consistent with expectation (see
below).


The results in Table 1 also show that the values of kHA


decrease with decreasing strength of the catalyst acid;
this also is as expected. The data, in fact, give a reason-
ably good Brønsted relation (Fig. 4), with the Brønsted
exponent �¼ 0.66� 0.06; this is a reasonable value of �
for a reaction with the present velocity. The hydronium
ion catalytic coefficient falls below this Brønsted relation
by a considerable margin (two orders of magnitude), as is
usually the case for reactions such as the present one
involving rate-determining proton transfer to carbon.9


DISCUSSION


The acid-catalyzed hydrolysis of �-diazocarbonyl com-
pounds such as the substrate investigated here may occur
by either one of three principal reaction mechanisms.1


Two of these involve rapid pre-equilibrium protonation of
the substrate, either on carbonyl oxygen or on diazo
carbon, followed by rate-determining displacement of
the diazo group by water; the third mechanism consists
of rate-determining diazo carbon protonation followed by
rapid diazo group displacement.


The two pre-equilibrium reaction mechanisms can be
expected to give hydronium ion isotope effects in the
inverse direction, kHþ=kDþ<1. This is because the pre-
equilibrium step produces a water molecule:


H3Oþ þ S��*)��
fast


H2O þ HSþ ��!r:d product ð5Þ


Table 1. Results of analysis according to Eqn (4) for the hydrolysis of diazophenylacetamide in aqueous buffer solutions at
25�Ca


Buffer acid pKa kHA (10�2 l mol�1 s�1) kB (10�4 l mol�1 s�1) kHþ ( l mol�1 s�1) kH2O (10�5 s�1)


ClCH2CO2H 2.87 40.4� 5.2 273� 194 3.39� 0.55 �171� 58
CH3OCH2CO2H 3.57 17.9� 0.4 �7.5� 18.1 3.54� 0.15 1.83� 5.43
HCO2H 3.75 9.05� 0.19 �9.55� 8.95 2.81� 0.11 3.57� 2.77
CH3CO2H 4.76 2.40� 0.04 4.30� 2.08 3.51� 0.15 1.29� 0.62


a Ionic strength¼ 0.10 M (NaClO4).


Figure 4. Brønsted relation for the reaction of diazopheny-
lacetamide in aqueous solution at 25�C. The catalysts, from
right to left, are ClCH2CO2H, CH3OCH2CO2H, HCO2H and
CH3CO2H


Scheme 1
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whose O—H bonds are stronger than the O—H bonds of
the hydronium ion.6b,10 The reaction therefore proceeds
with a tightening up of the isotopically substituted bonds,
which leads to an inverse isotope effect. Since the isotope
effect determined here for the present reaction,
kHþ=kDþ ¼ 2:22, is not inverse, these pre-equilibrium
reaction mechanisms may be dismissed.


In the rate-determining carbon protonation reaction
mechanism, on the other hand, there will be a hydron in
flight in the reaction’s transition state, and the isotope
effect in this case will therefore have a primary compo-
nent; it will consequently be in the normal direction,
kHþ=kDþ >1. The magnitude of this isotope effect, how-
ever, will be reduced by a minor inverse component
produced by tightening of the ‘non-reacting’ O—H bonds
of the hydronium ion as they are transformed into O—H
bonds of a water molecule.10,11 The isotope effect
observed here is in fact a typical value for such a
process.11


Reactions that occur by rate-determining proton trans-
fer from the hydronium ion generally also take place by
rate-determining proton transfer form other acids. This
leads to general acid catalysis rather than specific hydro-
nium ion catalysis, just as is observed here. The catalytic
efficacy of the general acids, moreover, usually decreases
with decreasing general acid strength, producing a
Brønsted relation with exponent in the normal �¼ 0–1
range,9,12 again as found here.


The reaction mechanism established here for acid-
catalyzed hydrolysis of diazophenylacetamide, consist-
ing of rate-determining proton transfer from acid catalyst
to diazo carbon, is also the mechanism by which acid-
catalyzed hydrolysis of diazophenylacetic acid itself
occurs,3 and also that of its carboxylate ion3 and its
methyl ester.4 The hydronium ion catalytic coefficients
(kHþ , l mol�1 s�1) for all four reactions are shown in
Scheme 1.


The considerable variation in reactivity along this
series may be understood in terms of the fact that these
diazo carbonyl compounds are resonance hybrids of
several canonical forms that delocalize negative charge
from the diazo group, as shown in structure 6, on to the
diazo carbon atom, as shown in 7, and also on to the
carbonyl oxygen atom, as shown in 8 (Scheme 2). This
delocalization of negative charge onto the carbonyl
oxygen, however, is opposed by negative charge deloca-
lization on to the same atom from the group X, as shown
in 9. The stronger this opposing delocalization, the
weaker is the delocalization on to this oxygen atom
from the diazo group, and consequently the stronger is
the negative charge density on the diazo carbon atom. On
the reasonable assumption that the rate of protonation
of the diazo carbon atom is determined by the negative
charge density on this atom, rates of reaction will be
controlled by the negative charge-releasing ability of
the group X. This ability as measured, for example, by
the Hansch, Leo and Taft resonance substituent constants
Rþ, rises in the order OMe<OH<NH2<O�,13 which is
the same as the rising order of the hydronium ion
catalytic coefficients. These Rþ substituent constants,
in fact, as shown by Fig. 5, give a reasonably good
quantitative correlation of the rate data.
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ABSTRACT: In this paper, we present the synthesis of new diphosphenes TbtP=PTbt and BbtP=PBbt having
extremely bulky substituents, 2,4,6-tris[bis(trimethylsilyl)methyl]phenyl (Tbt) and 2,6-bis[bis(trimethylsilyl)-
methyl]-4-[tris(trimethylsilyl)methyl]phenyl groups (Bbt). Their x-ray crystallographic analysis revealed their
unique structures in the solid state. Furthermore, the configurations of these extremely overcrowded diphosphenes,
TbtP=PTbt and BbtP=PBbt, are twisted in different ways in spite of the close structural similarity between Tbt and
Bbt groups. DFT calculations were performed to estimate the energy difference between the two configurations of
diphosphenes. In addition, their structures and physical properties were compared with those of their heavier
congeners, distibenes (ArSb=SbAr, Ar = Tbt and Bbt) and dibismuthenes (ArBi=BiAr, Ar = Tbt and Bbt) having
the same substituents. Although the reactivities of the extremely hindered diphosphenes might be considerably
suppressed owing to the severe steric congestion, it was found that they can react with elemental sulfur and selenium
to give the corresponding thia- and selenadiphosphirane derivatives, respectively, in addition to the previously
reported diphosphenes. Copyright  2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc


KEYWORDS: diphosphenes; steric protection; kinetic stabilization; group 15 elements; distibene; dibismuthene;
multiple bond; chalcogenadiphosphirane
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Multiple-bond compounds between heavier group 15
elements have fascinated chemists for a long time.1–3


Since the first isolation of the diphosphene
Mes*P=PMes*,4 intensive studies have been performed
using several steric protection groups on the chemistry of
a variety of diphosphenes (RP=PR),1 diarsenes
(RAs=AsR)2 and phosphaarsenes (RP=AsR).3


Although the conventional steric protection groups
could not be applied to the synthesis of distibene and
dibismuthene, we have recently succeeded in the
syntheses and isolation of the first stable distibenes and
dibismuthenes, RE=ER (E = Sb or Bi, R = Tbt ot Bbt),
by taking advantage of the more effective steric
protection groups, 2,4,6-tris[bis(trimethylsilyl)methyl]-
phenyl (Tbt) and 2,6-bis[bis(trimethylsilyl)methyl]-4-
[tris(trimethylsilyl)methyl]phenyl (Bbt) groups.5,6 Now,
all the doubly bonded compounds between heavier group


15 elements are no longer imaginary species but actually
exist.7


Here, it was considered worth comparing the features
of Tbt- and Bbt-substituted diphosphenes 1a,b with those
of the distibenes 2a,b and the dibismuthenes 3a,b (Chart
1) to make a systematic comparison among a series of
heavier dipnictenes under the same effects of substitu-
ents. There is a question of whether extremely bulky
substituents such as Tbt or Bbt groups could be
applicable to kinetic stabilization of the lighter analogue,
diphosphene, regardless of severe steric repulsion. In this
paper, we present the details of the syntheses of new
diphosphenes having extremely bulky substituents, Tbt
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and Bbt groups, together with their physical and chemical
properties.
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We examined the synthesis of new diphosphenes having
Tbt and Bbt groups via the most traditional method, i.e.
the simple reductive coupling reaction of the correspond-
ing dichlorophosphines. When ArPCl2 (4a, Ar = Tbt; 4b,
Ar = Bbt) prepared by the reaction of ArLi with PCl3
were treated with metallic magnesium in THF at room
temperature, stable red crystals of diphosphenes ArP=
PAr (1a, Ar = Tbt; 1b, Ar = Bbt) were obtained in more
than 90% yield (Scheme 1). The characteristic low-field
chemical shifts of 531.8 ppm for 1a and 529.1 ppm for 1b
in the 31P NMR spectra in C6D6 strongly indicated their


P=P double-bond character. Thus, the Tbt and Bbt
groups were found to be effective protection groups to
stabilize not only the heavier Sb=Sb and Bi=Bi double
bonds but also the lighter P=P double bond.
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The molecular geometries and selected bond lengths and
angles of 1a,b revealed by x-ray crystallographic analysis
are shown in Figs 1 and 2. In the all cases of distibenes
2a,b and dibismuthenes 3a,b, their molecular structures
have a center of symmetry in the middle of their E=E
(E = Sb, Bi) double bonds and have trans configurations
with the plane of the aryl rings of the Tbt or Bbt groups
perpendicular to their C—E—E—C (E = Sb, Bi)
planes.6a Also, the diphosphene Mes*P=PMes* (5) has
been reported to have similar features in its struc-
ture.4 The molecular structures of the newly obtained,
extremely hindered diphosphenes 1a and 1b also have
trans configurations with their aryl substituents (Tbt
or Bbt, respectively), in addition to the distibenes and
dibismuthenes. However, in sharp contrast to 2a,b and
3a,b, the diphosphenes 1a and 1b do not have an
intramolecular center of symmetry, and the two Tbt and
Bbt groups in 1a and 1b are intertwined with each other.


The bond lengths of the P=P double bonds in 1a
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[2.051(2) Å] and 1b [2.043(1) Å] are very close to that in
Mes*P=PMes* (5; 2.034 Å)4 and they are considerably
shorter by ca 8% than the typical P—P single-bond length
[(PhP)5, 2.217 Å;8 (PhP)6, 2.237 Å9]. Thus, it was found
that the difference in geometries between diphosphenes
and their heavier analogues do not affect the double-bond
character of the central P=P bond in the solid state. It
appears that the bulkiness of the two Tbt or Bbt groups
does not allow them to be parallel owing to the steric
repulsion between the bulky CH(SiMe3)2 groups at the
ortho positions accompanied by the shorter bond length
of P=P double bonds than those of Sb=Sb [2a,
2.6422(7) Å;5a 2b, 2.7037(6) Å6a] and Bi=Bi [3a,
2.8206(8) Å;5b 3b, 2.8699(6) Å6a] double bonds. Here, it
was found that the P—C bonds between the phosphorus
and the ipso-carbon atoms of the extremely bulky Tbt or
Bbt group were rotated to release the severe steric
repulsion without elongating the central P=P bond in the
solid state.


The two planes of the aryl rings of Tbt or Bbt groups
are nearly perpendicular in both 1a and 1b, but the nature
of the distortion between the substituents and the C—P—
P—C plane is different in 1a and 1b. The difference is
clearly indicated by Fig. 3, in which the side views of 1a
and 1b are shown. As for the case of Tbt-substituted
diphosphene 1a, both of the two Tbt groups are twisted
from the C—P—P—C plane by 50° and 57°. By contrast,
in the case of 1b the plane of the aryl ring of one Bbt
group [Bbt group attached to P1 in Figs 1(B) and 2] is
almost perpendicular (83°) and that of the other [Bbt


group on P2 in Figs 1(B) and 2] is nearly parallel (23°) to
the C—P—P—C plane (see Table 1). Therefore, the C—
P—P angle at P2 atom [114.9(1)°] is wider than that at
the other phosphorus atom (P1) [97.8(1)°] in 1b owing to
the steric repulsion between the P=P double bond and
one of the CH(SiMe3)2 groups at the ortho-position of the
Bbt group. A diphosphene and a diarsene having bulky
m-terphenyl ligands [2,6-Mes2C6H3 or 2,6-Tip2C6H3


(Tip = 2,4,6-triisopropylphenyl)] have been recently re-
ported to have a twisted configuration similar to diphos-
phene 1b.7c,10 Although it was found that the bulkiness of
the substituents on the central atoms of the diphosphenes
causes the twisted structure, the reason for the difference
in configurations between 1a and 1b is not clear. The
crystals of 1a and 1b contain different solvents (1a,
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Compound d (P=P) (Å)
� P—P—C


(°)


Dihedral
anglesa


(°)


1a (TbtP=PTbt)b 2.088 110.9 39
103.0 65


1b (BbtP=PBbt)b 2.068 101.7 85
114.4 23


1a� (ArP=PAr)b 2.055 105.9 56
105.9 56


1b� (ArP=PAr)b 2.065 98.4 81
114.7 13


1a (TbtP=PTbt)c 2.051(2) 106.4(2) 50
104.5(2) 57


1b (BbtP=PBbt)c 2.043(1) 97.8(1) 83
114.9(1) 23


a The dihedral angles between aryl group and the C—P—P—C plane.
b Ar = 2,6-[CH(SiMe3)2]2C6H3. Structural parameters were obtained by the
theoretical calculations at the B3LYP/[TZ(2d) for P, 6–31G(d) for Si and 3–
21G for C and H] level as the local minimum point because it was difficult
to find the global minimum point owing to the immense number of atoms.
c Structural parameters were obtained by x-ray crystallographic analysis
(see Figs 1 and 2).
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benzene; 1b, hexane), but they are not thought to affect
the molecular geometries of the diphosphenes.


In order to estimate the energy gap between the two
types of conformations observed for 1a and 1b, DFT
calculations were performed. When experimentally
obtained structures of 1a and 1b were used as initial
structures, the local minima of TbtP=PTbt and
BbtP=PBbt were found, respectively. Next, the struc-
tural optimization were examined for two diphosphenes
1a� and 1b� (ArP=PAr, Ar = 2,6-[CH(SiMe3)2]2-C6H3),
whose initial structures were obtained by replacing the
alkyl groups at para positions of the theoretically
optimized structures of 1a and 1b with hydrogen atoms,
respectively. As shown in Table 1, the optimized
structures of 1a, 1b, 1a� and 1b� have twisted conforma-
tions similar to the experimentally obtained structures of
1a and 1b, respectively. The results of theoretical
calculations show that the energy gap between 1a� and
1b� is only 0.8 kcal mol�1 (1 kcal = 4.184 kJ) and 1a� is
slightly more stable than 1b�. Thus, the difference
between the conformations of 1a and 1b may be
attributed to the subtle difference of bulkiness between
Tbt and Bbt groups.
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In the Raman spectra (measured in the solid state) of 1a
and 1b, strong lines attributable to the P=P stretching
were observed at 609 and 603 cm�1, respectively.
These values observed for the diphosphenes are higher
than the frequencies observed for diphosphanes (e.g.
Ph2P � PPh2, 530 cm�1)11 and very similar to the
experimentally observed value for Mes*P=PMes* (5,
610 cm�1).12 In addition, theoretical calculations for the
harmonic vibrational frequency of HP=PH obtained at
the MP2 (606.4 cm�1), B3LYP (615.2 cm�1) and QCSID
(626.4 cm�1)/TZ(2d) [DZ(p) for H] levels6a also support
the assignment of 1a and 1b. Thus, the P=P double-bond
character in 1a and 1b in the solid state is supported by
not only their P=P bond lengths but also the vibrational
information on their P=P bonds.


The solutions of diphosphenes 1a and 1b in common
organic solvents (e.g. hexane, benzene, chloroform) are
red. Diphosphenes have two absorption maxima reason-
ably assigned to the symmetry-allowed � → �* electron
transitions and the symmetry-forbidden n → �* electron
transitions, which appear at wavelengths longer than
300 nm. In Table 2 are shown the absorption maxima and
molar extinction coefficients in the UV/visible spectra of
diphosphenes 1a and 1b together with those for typical
examples of the homonuclear double-bond compounds
between heavier group 15 elements. The red solutions of
1a and 1b in hexane showed two absorption maxima,
which correspond to the � → �* transitions [405 nm
(� = 13000) for 1a and 418 nm (� = 12000) for 1b] and the


n → �* transitions [530 nm (� = 2000) for 1a and 532 nm
(� = 1000) for 1b] of the P=P chromophore, respectively.
Although the UV/visible spectral data strongly supported
the P=P double-bond character of 1a and 1b in solution,
the �max values of these absorption maxima are red
shifted compared with those of the previously reported
diphosphenes 5 and 6. The observed red shifts might be
due to the extremely bulky Tbt or Bbt group on the
phosphorus atoms. As described above, the two Tbt or
Bbt groups on the P=P double bonds in 1a and 1b are
intertwined with each other in the solid state to avoid
severe steric repulsion without elongation of the P=P
double-bond length. In solution, however, the 31P NMR
signals for the two phosphorus atoms and the 1H NMR
signals for the two Tbt and Bbt groups are observed
equivalently in both 1a and 1b. These NMR spectro-
scopic features of 1a and 1b suggest that there is no
restricted rotation of the substituents in solution.
Accordingly, in solution the severe steric repulsion of
Tbt or Bbt groups in 1a and 1b might slightly elongate the
P=P double bonds compared with those of diphosphenes
5 and 6, and the overlapping of �-orbitals of the
phosphorus atoms might be decreased. Therefore, their
absorption maxima for the � → �* and n → �* transi-
tions were observed in the longer wavelength region in
solution, probably owing to the more weakened � bonds
between phosphorus atoms than those of 5 and 6. In
addition, the absorption maximum for the � → �*
transition of Bbt-substituted diphosphene 1b was slightly
red shifted compared with the Tbt-substituted compound
(1a). The bathochromic effect here observed might
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Compounda No.
�1 (nm) (�)
(� → �*)


�2 (nm) (�)
(n → �*) Ref.


Mes*P=PMes* 5 340 (7690) 460 (1360) 4
TsiP=PTsi 6 353 (9474) 484 (62.8) 13
R1P=PR1 7 371 (8000) 455 (501) 10
R2P=PR2 8 393 (7270) 502 (570) 7c
Mes*P=PDis 9 325 (13000) 427 (370) 1c
TbtP=PTbt 1a 405 (13000) 530 (2000) This work
BbtP=PBbt 1b 418 (12000) 532 (1000) This work
TsiAs=AsTsi 10 380 (5000) 505 (10) 14
Mes*As=AsDis 11 368 (6960) 449 (180) 15
R1As=AsR1 12 400 (6970) 462 (650) 7c
R2As=AsR2 13 409 (4060) 504 (120) 7c
TbtSb=SbTbt 2a 466 (5200) 599 (170) 5a
BbtSb=SbBbt 2b 490 (6000) 594 (200) 6a
R1Sb=SbR1 14 451 (5450) Not observed 7c
R2Sb=SbR2 15 470 (6570) Not observed 7c
TbtBi=BiTbt 3a 525 (4000) 660 (100) 5b
BbtBi=BiBbt 3b 537 (6000) 670 (20) 6a
R1Bi=BiR1 16 505 (5010) 970 (30) 7c
R2Bi=BiR2 17 518 (6920) 913 (200) 7c


a Tsi = C(SiMe3)3; Dis = CH(SiMe3)2; Mes = mesityl; Tip = 2,4,6-triiso-
propylphenyl; Mes* = 2,4,6-tri-tert-butylphenyl; R1 = 2,6-Mes2-C6H3;
R2 = 2,6-Tip2-C6H3.


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 450–462


DIPHOSPHENES BEARING EXTREMELY BULKY SUBSTITUENTS 453







indicate a slightly longer P=P double bond of 1b than
that of 1a in solution.


Since the UV/visible spectra of these double-bond
systems are sensitive to the substituents on the central
atoms, it is interesting to compare the absorption maxima
for the � → �* and n → �* transitions among a series of
the RE=ER (E = P, Sb, Bi) systems having the same
substituents. In Fig. 4 are shown the � → �* (squares)
and n → �* (circles) transitions for the series of Tbt- and
Bbt-substituted RE=ER systems (R = Tbt and Bbt,
E = P, Sb, and Bi), although the corresponding diarsenes,
TbtAs=AsTbt and BbtAs=AsBbt, are missing. In both
series of Tbt and Bbt derivatives, it can be seen that their
� → �* and n → �* transitions shift to the longer
wavelength region as the element row is descended.
These trends for the � → �* and n → �* transitions
indicate the weakening of the � bond as the principal
quantum number is increased, and it is consistent with the
results of calculations [HF/DZ(d,p)] on the frontier
orbital energy gaps of HE=EH (E = P, As, Sb, and
Bi).16 In addition, similar trends are also observed for the
absorption maxima of 2,6-Mes2-C6H3 and 2,6-Tip2-C6H3


derivatives.7c
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Kinetic stabilization (in other words, steric protection by
bulky substituents) has some problems caused by the
congestion of the substituents, e.g. difficulty in the
preparation of precursors of the desired substances and/or
low intermolecular reactivity of the stabilized compound.
In order to elucidate the reactivities of the diphosphene
1a and 1b having extremely bulky Tbt and Bbt groups,
their reactions with elemental sulfur and selenium were
examined. We examined the reaction of 1b with
elemental selenium first because 77Se NMR spectro-
scopic data would be helpful in analyses of the reaction
products.


Yoshifuji et al. have reported the reaction of


Mes*P=PMes* (5) with elemental selenium activated
by triethylamine leading to the formation of the
corresponding selenadiphosphirane derivative 18 and
diselenoxophosphorane derivative 19 (Scheme 2).17


When diphosphene 1b was treated with gray selenium
in benzene-d6 at 120°C for 120 h in a sealed tube, a green
crude solution was obtained, indicating the formation of
the corresponding diselenoxophosphorane 20 (Scheme
3). The 31P and 77Se NMR spectra of the crude mixture
indicate the formation of the selenadiphosphirane
derivative 21 (�p = �55.3, �Se = 14.6, 1JSeP = 126 Hz)
and diselenoxophosphorane 20 (�p = 260.6, �Se = 1371.3,
1JSeP = 854 Hz), judging from their characteristic chemi-
cal shifts, coupling patterns and coupling constants,
which were similar to those of 18 and 19. Diselenoxo-
phosphorane 20 could not be isolated owing to its ex-
tremely high sensitivity to light as well as 19. On the
other hand, the selenadiphosphirane 21 is stable under
ambient conditions, and 21 was easily isolated and
purified as orange crystals in 57% yield by HPLC
separation. Counting backwards from the isolated yield
of 21 (57%), the yield of 20 could be estimated to be 12%
on the basis of a comparison of the integrals of the 1H
NMR signals with those of 21 in the crude mixture.
Hence it was found that the diselenoxophosphorane 20
and selenadiphosphirane 21 were formed by the reaction
of the diphosphene 1b with elemental selenium as in the
case of 5. However, it was not necessary to use
triethylamine for the activation of gray selenium in this
case.


Next, we examined the reaction of 1b with elemental
sulfur. Yoshifuji and co-workers have already reported
the reactions of Mes*P=PMes* (5) with elemental sulfur
activated by triethylamine leading to the formation of a
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yellow intermediate 22, which underwent ready thermal
or photochemical isomerization to give thiadiphosphir-
ane 23 (Scheme 4).18 When a benzene-d6 solution of 1b
and elemental sulfur (S8, 5 equiv. as S) was heated at
120°C in a sealed tube for 120 h, the resulting red
solution showed characteristic signals at 529.1, 286.7
and �71.3 ppm by 31P NMR spectroscopy. The observa-
tion of these three signals indicates the presence of
remaining diphosphene 1b (529.1 ppm) and the forma-
tion of dithioxophosphorane 24 (286.7 ppm) and thiadi-
phosphirane 25 (�71.3 ppm), as inferred from analogy
with the reaction of 1b with elemental selenium (Scheme
5). Furthermore, when the solution was heated at 120°C
for 42 h, the 1H NMR spectrum showed the peaks for 1b,
24, and 25 with the ratio of 6:4:5 and the reaction did not
go to completion. Thus, the sulfurization reaction of
diphosphene 1b proceeded more slowly than the
selenization reaction of 1b. In contrast to the sulfurization
reaction of Mes*P=PMes* (5), diphosphene-1-sulfide
derivative 26 [BbtP(S)=PBbt] was not observed in this
reaction. On the other hand, the reaction of 1b with an
excess amount of elemental sulfur (S8, 10 equiv. as S) in
the presence of triethylamine (10 equiv.) at 120°C in
benzene-d6 for 40 h resulted in the formation of
thiadiphosphirane 25 as a main product. Since 1b
completely disappeared under the reaction conditions,
25 could be isolated by HPLC purification as air- and
moisture-stable orange crystals in 88% yield. Here, it was
found that triethylamine would promote the sulfurization
reaction of diphosphene 1b.


Taking into account of these results, it can be
concluded that diphosphene 1b has enough reaction
space around the central P=P bond, although the Bbt
groups are extremely bulky and very effective steric


protecting groups to avoid the oligomerization of the
reactive P=P bonds.


The synthesis and isolation of Bbt-substituted thia- and
selenadiphosphirane derivatives by the reactions of 1b
with elemental sulfur and selenium naturally prompted us
to examine the reaction of 1b with elemental tellurium to
synthesize the heavier analogue, i.e. telluradiphosphirane
derivative 27, since there is only one example of
telluradiphosphirane derivatives19 and no example of a
telluradiphosphirane derivative has been structurally
characterized. However, no change was observed by
31P and 1H NMR spectroscopy when a C6D6 suspension
of 1b and elemental tellurium (5 equiv.) was heated even
at 150°C for 1 week in a sealed tube. The use of
Bu3P=Te (2 equiv.) instead of elemental tellurium at
120°C for 1 week also resulted in the quantitative
recovery of 1b.


Yoshifuji et al. reported that the phosphinidene 28 was
generated as an intermediate in the photolysis (100 W,
�78°C, THF) of 5, where 28 underwent immediate
intramolecular cyclization to give the corresponding
phosophaindane derivative 29 (Scheme 6).20 The inter-
mediate 28 could not be trapped intermolecularly by
MeOH, probably owing to the very fast intramolecular
cyclization of 28 and the extreme congestion around the
central phosphorus atom surrounded by the test-butyl
groups at ortho-positions. On the other hand, a Tbt or Bbt
group has enough space around the 1-position to avoid
intramolecular cyclization, in contrast to the Mes* group.
Indeed, the Tbt-substituted stibinidene (30; Tbt–Sb:),
which is a heavier congener of phosphinidene 31, was
successfully trapped by 2,3-dimethyl-1,3-butadiene via
[1 � 4] cycloaddition without any intramolecular cycli-
zation.21 Taking into consideration of the features of 1a
and 1b in solution, we examined the dissociation reaction
of the diphosphene 1a having Tbt groups leading to the
formation of the corresponding phosphinidene derivative
31.


Although the thermolysis (85°C, 30 h) and photolysis
(100 W, 3 h) of a C6D6 solution of 1a in the presence of
2,3-dimethyl-1,3-butadiene (10 equiv.) was examined in
expectation of trapping the intermediary phosphinidene
31, no phospholene derivative 32, i.e. the expected
[1 � 4] cycloadduct of 31 with 2,3-dimethyl-1,3-buta-
diene, was observed and diphosphene 1a was completely
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recovered (Scheme 7). However, the generation of
phosphinidene 31 in these thermolysis and photolysis
reactions is not completely unlikely because the retro
[1 � 4] reaction of 32 might occur under these conditions
or the trapping reaction of 31 with 2,3-dimethyl-1,3-
butadiene might be much slower than the dimerization
reaction of 31 giving the starting material 1a. Therefore,
no conclusive result on the generation of the phosphini-
dene was obtained in these thermolysis and photolysis
reactions. Since it was conceivable that 29 was produced
not via phosphinidene 28 but via some other radical
intermediates and there has been no report on the
intermolecular trapping reaction of a phosphinidene
generated from a diphosphene so far, it is not clear
whether a phosphinidene is generated by the thermal or
photochemical cleavage of the P=P double bond of a
diphosphene.


���������� � (��*����������
 ���	* 	�
 �����	
�*
�������	���


Although the syntheses of several types of thiadipho-
sphiranes have been reported,22 there is only one example
of structural characterization.22a Therefore, the x-ray
crystallographic analysis of the newly obtained thiadi-
phosphirane 25 is interesting in view of the structural
analysis of thiadiphosphirane derivatives. On the other
hand, there have been two structurally characterized
selenadiphosphirane derivatives, 3323a and 34.23b How-
ever, their three-membered ring skeletons are consider-
ably affected by the electronic perturbation due to their
peculiar substituents such as Cp* and Rf (Chart 2). From
this point of view, the structure of 21 is interesting


because the Bbt group has very little thermodynamic
influence on the central skeleton. Fortunately, single
crystals of [25�0.5hexane] and [21�0.5hexane] were
obtained by recrystallization from hexane at 0°C, and
their structures were determined by x-ray crystallo-
graphic analysis. In Figures 5–8 are shown the ORTEP
drawings and selected bond lengths and angles of the
thiadiphosphirane 25 and the selenadiphosphirane 21. In
both cases the two Bbt groups are oriented in a trans
configuration with respect to the central chalcogenadi-
phosphirane skeleton.


Concerning the thia- and selenadisiliranes 3524 and
36,25 having a three-membered ring with two silicon and
one chalcogen (sulfur or selenium) atoms, a resonance
structure model (A and B) between a three-membered
ring (35a and 36a) and a � complex (35b and 36b) has
been proposed to account for their crystal structures (see
Chart 3).26
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On the other hand, the bond lengths of the P—P bond
[2.2349(12) Å] and the P—S bond [2.1083(13) Å and
2.1285(12) Å] in the thiadiphosphirane 25 are almost
comparable to the corresponding typical single-bond
lengths [P—P single bond, ca 2.2–2.3 Å;8,9 P—S single
bond, 2.14 Å (sum of covalent radii)26]. In the case of
selenadiphosphirane 21, the lengths of the P—P bond
[fragment A, 2.250(3); fragment B, 2.239(4) Å] and the
P—Se bond [fragment A, 2.250(3) and 2.270(3) Å;
fragment B, 2.257(4) and 2.259 (4) Å] are within the
range of the typical P—P single bond lengths (ca 2.2–2.3
Å) and the sum of single-bond covalent radii for


phosphorus and selenium (P—Se single bond, 2.27
Å26), respectively. Thus, it was found that thia- and
selenadiphosphiranes 25 and 21 have a three-membered
ring which consists of reasonable single bonds and almost
no character of a � complex, in contrast to the case of
chalcogenadisiliranes 35 and 36. Since the previously
reported chalcogenadiphosphiranes 23, 33 and 34 have
similar features to those of Bbt-substituted compounds in
the geometries of their three-membered rings, these
central three-membered ring skeletons may be little
affected by substituents. In addition, the structural
optimization at the B3LYP/6–311G(2d,p) level of 2,3-
dimethyl- and 2,3-diphenylchalcogenadiphosphirane
models 37–40 revealed that the structural parameters
for their thia- and selenadiphosphirane skeletons are very
similar to those obtained experimentally for 25 and 21,
respectively (Table 3), suggesting the reliable single
bond character of the chalcogenadiphosphiranes.


����	��


New stable diphosphenes having Tbt and Bbt groups, 1a
and 1b, were synthesized and their structures were
definitively determined by x-ray crystallographic analy-
sis. It was found that the extremely overcrowded
diphosphenes 1a and 1b have interesting structures with
intertwined substituents to preserve the central P=P
double bond lengths in the solid state. In solution,
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however, the NMR and UV/visible spectral data implied
that the entanglements between the substituents were
solved and the severe steric repulsion of Tbt or Bbt
groups of 1a or 1b might slightly elongate and weaken
the P=P double bond.


On the other hand, it was found that 1a and 1b can
react with elemental sulfur and selenium to give thia- and
selenadiphosphiranes, respectively, in spite of the
extreme bulkiness of Tbt and Bbt groups. While Tbt
and Bbt groups are very effective steric protecting groups
to prevent the oligomerization of reactive chemical
bonds, they still have sufficient reaction space around
the 1-position for reactions with some small molecules.
The concept of kinetic stabilization with Tbt and Bbt
groups should certainly be of great use for the construc-
tion and elucidation of the physical and chemical
properties of unprecedented, reactive chemical bonds.27


Furthermore, cooperative theoretical verification of the
experimental outcome will become very important for
elucidating the intrinsic nature of new chemical bondings
between heavier main group elements.


#)&#��2#��%$


������� ���	�
���� All experiments were performed
under an argon atmosphere unless stated otherwise. All


solvents were dried by standard methods and freshly
distilled prior to use. 1H NMR (400 or 300 MHz) and 13C
NMR (100 or 75 MHz) spectra were measured in CDCl3
or C6D6 with a JEOL JNM AL-400 or JEOL JNM AL-
300 spectrometer. Signals due to CHCl3 (7.25 ppm) and
C6D5H (7.15 ppm) were used as references in 1H NMR,
and those due to CDCl3 (77 ppm) and C6D6 (128 ppm)
were used in 13C NMR. Multiplicity of signals in 13C
NMR spectra was determined by the DEPT technique.
31P NMR (121 MHz) and 77Se NMR (57 MHz) spectra
were measured in CDCl3 or C6D6 with a JEOL AL-300
spectrometer using 85% H3PO4 in water (0 ppm) and
diphenyl diselenide (460 ppm) as an external standard,
respectively. High- and low-resolution mass spectral data
were obtained on a JEOL JMS-700 spectrometer. HPLC
(high-performance liquid chromatography) was per-
formed on an LC-908 or LC-918 instrument (Japan
Analytical Industry) equipped with JAIGEL 1H and 2H
columns (eluent: chloroform or toluene). Preparative
thin-layer chromatography (PTLC) was performed with
Merck Kieselgel 60 PF254. Electronic spectra were
recorded on a JASCO V530 UV/visible or JASCO Ubest-
50 UV/visible spectrometer. Raman spectra were
measured at room temperature on a Raman spectrometer
consisting of a Spex 1877 Triplemate and an EG&G
PARC 1421 intensified photodiode-array detector. An
NEC GLG 108 He–Ne laser (632.8 or 1064 nm) was used
for Raman excitation. All melting-points were deter-
mined on a Yanaco micro melting-point apparatus and
are uncorrected. Elemental analyses were carried out at
the Microanalytical Laboratory of the Institute for
Chemical Research, Kyoto University. TbtBr28 and
BbtBr29 were prepared according to the reported
procedures.
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��� 
�	�������������� �.	�� To a solution of TbtBr
(3.16 g, 5.00 mmol) in THF (45 ml) was added tert-
butyllithium (2.24 M pentane solution, 4.9 ml,
11.0 mmol) at � 78°C. After 30 min, PCl3 (0.70 ml,
8.0 mmol) was added. The reaction mixture was warmed
to room temperature and stirred for 17 h. The solvents
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Bond lengths (Å) Bond angles (°)


P—P P—Ch P—Ch—P Ch—P—P


Ch = S
R = Me 37 2.221 2.162 61.8 59.1
R = Ph 38 2.244 2.155 62.8 58.6


Ch = Se
R = Me 39 2.222 2.311 57.5 61.3
R = Ph 40 2.245 2.306 58.3 60.9


a These models have a C2 rotational axis passing through the chalcogen
atom and the midpoint of the P—P bond.
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were evaporated under reduced pressure and 100 ml of
hexane were added to the residue. Insoluble inorganic
salts were removed by filtration through Celite. After
removal of the solvent from the filtrate, the residue was
reprecipitated from CH2Cl2–ethanol to afford TbtPCl2
(4a, 2.65 g, 81%). 4a: colorless powder, m.p. 172.7–
174.9°C (decomp.). Found: C, 49.64; H, 9.11%. Calcd
for C27H59Si6PCl2: C, 49.57; H, 9.09%. 1H NMR
(400 MHz, CDCl3), � = 0.07 (s, 36H), 0.09 (s, 18H),
1.40 (s, 1H), 2.98 (d, 4JPH = 10.7 Hz, 1H), 3.07 (d,
4JPH = 8.7 Hz, 1H), 6.33 (d, 4JPH = 4.6 Hz, 1H), 6.47 (brs,
1H). 13C {1H} NMR (100 MHz, CDCl3), � = 0.77
(CH3 � 2), 1.18 (CH3), 26.81 (d, 3JPC = 18.1 Hz, CH),
27.04 (d, 3JPC = 26.4 Hz, CH), 31.64 (CH), 123.20 (CH),
127.43 (d, 1JPC = 67.6 Hz), 127.81 (CH), 149.57, 151.72
(d, 2JPC = 33.8 Hz), 152.35 (d, 2JPC = 23.9 Hz). 31P NMR
(121 MHz, C6D6), � = 164.2. HRMS (FAB), found: m/z
654.2324 ([M]�). Calcd for C27H59


35Cl37ClSi6P ([M]�):
654.2318.


!�������� �� ���������������������������������������������
��� 
���������� �!	�� To a THF solution (3 ml) of
TbtPCl2 (4a) (124.3 mg, 0.19 mmol) was added Mg
metal (54.6 mg, 2.24 mmol) at room temperature. After
the reaction mixture had been stirred for 30 min, the color
of the solution changed to deep red and then deep violet.
The solvent was evaporated under reduced pressure and
30 ml of hexane were added to the residue. Insoluble
inorganic salts were removed by filtration through Celite
to give a red solution. Removal of the solvent from the
filtrate followed by separation with GPLC (toluene)
afforded diphosphene 1a (106.7 mg, 96%). 1a: red solid,
m.p. 202.7–204.5°C (decomp.). Found: C, 56.94; H,
10.06%. Calcd for C54H118Si12P2�0.5C6H14: C, 56.74; H,
10.19%. 1H NMR (300 MHz, C6D6), � = 0.21 (s, 36H),
0.27 (s, 72H), 1.55 (s, 2H), 3.22 (brs, 2H), 3.28 (brs, 2H),
6.74 (brs, 2H), 6.82 (brs, 2H). 31P NMR (121 MHz,
C6D6), � = 531.8. FT-Raman (Nd:YAG laser, 1064 nm),
609 cm�1 (�P=P). UV/vis (hexane), �max 530 nm (�
2000), 405 nm (13 000). LRMS (FAB), found: m/z 1166
([M � H]�). Calcd for C54H119Si12P2 ([M � H]�): 1166.


���������� �� ��������������������������������������
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�	��������������
�.��� To a solution of BbtBr (5.63 g, 8.00 mmol) in THF
(80 ml) was added tert-butyllithium (2.3 M pentane
solution, 7.8 ml, 17.6 mmol) at � 78°C. After 30 min,
PCl3 (1.1 ml, 12.0 mmol) was added. After the reaction
mixture had been stirred at � 78°C for 3 h, LiCl (3.42 g,
80.7 mmol) was added. The reaction mixture was
warmed to room temperature and stirred for 13 h. The
solvents were evaporated under reduced pressure and
100 ml of hexane were added to the residue. Insoluble
inorganic salts were removed by filtration through Celite.
After removal of the solvent from the filtrate, the residue
was reprecipitated from CH2Cl2–ethanol to afford
BbtPCl2 (4b, 4.02 g, 69%). 4b: colorless powder, m.p.


174.8–176.2°C (decomp.). Found: C, 49.50; H, 9.42%.
Calcd for C30H67Si7PCl2: C, 49.61; H, 9.30%. 1H NMR
(400 MHz, CDCl3), � = 0.09 (s, 36H), 0.27 (s, 27H), 3.17
(d, 4JPH = 11.6 Hz, 2H), 6.78 (d, 4JPH = 4.6 Hz, 2H). 13C
{1H} NMR (100 MHz, CDCl3), � = 1.70 (CH3), 5.60
(CH3), 23.68, 27.73 (d, 3JPC = 25.5 Hz, CH), 127.83
(CH), 129.22 (d, 1JPC = 67.5 Hz), 151.16, 151.30 (d,
2JPC = 26.3 Hz). 31P NMR (121 MHz, CDCl3), � = 162.6.
HRMS (FAB), found: m/z 725.2814 ([M � H]�). Calcd
for C30H68


35Cl2Si7P ([M � H]�): 725.2821.


!�������� �� �����������������������������������������
���������������������������������� 
���������� �!��� To
a THF solution (3 ml) of BbtPCl2 (4b) (726.3 mg,
1.00 mmol) was added Mg metal (243.1 mg, 10.0 mmol)
at room temperature. After the reaction mixture had been
stirred for 10 min, the solution turned deep red and then
deep violet. The solvent was evaporated under reduced
pressure and 100 ml of hexane were added to the residue.
Insoluble inorganic salts were removed by filtration
through Celite. The removal of the solvent from the
filtrate gave red crystals of diphosphene 1b (700.6 mg,
quant.). 1b: red crystals, m.p. �350°C. Found: C, 54.37;
H, 10.48%. Calcd for C60H134Si14P2: C, 54.98; H,
10.30%. 1H NMR (300 MHz, C6D6), � = 0.31 (s, 72H),
0.40 (s, 54H), 3.49 (brs, 4H), 7.11 (s, 4H). 13C NMR
(75 MHz, C6D6), � = 2.12 (q), 5.70 (q), 22.81 (s), 32.08
(d), 127.61 (d), 139.57 (s), 147.70 (s), 148.53 (s). 31P
NMR (121 MHz, C6D6), � = 529.0. FT-Raman (Nd:YAG
laser, 1064 nm), 603 cm�1 (�P=P). UV/visible (hexane),
�max 532 nm (� 1000), 418 nm (12 000). HRMS (FAB),
found: m/z 1308.6736 ([M]�). Calcd for C60H134Si14P2


([M]�): 1308.6731.


"��	���� �� 
���������� !� #��� ��������� ���������
A benzene-d6 suspension (0.7 ml) of BbtP=PBbt (1b)
(130.8 mg, 0.10 mmol) and elemental selenium (10.8 mg,
0.13 mmol) was degassed and sealed in an NMR tube.
When the suspension had been heated at 120°C for 120 h,
the signals of 1b disappeared and the signals which
correspond to diselenoxophosphorane 20 and selenadi-
phosphirane 21 were observed with a ratio of 2:9 in the
1H NMR spectrum. The reaction mixture was separated
by HPLC (toluene) to give 77.4 mg of 2,3-bis{2,6-
bis[bis(trimethylsilyl)methyl]-4-[tris(trimethylsilyl)-
methyl]phenyl}selenadiphosphirane (21, 57%) and
18.5 mg of BbtH (30%). Pure orange crystals of
[21�0.5hexane] were obtained by slow recrystallization
from hexane in a refrigerator at 0°C. 21: orange crystals,
m.p. 244.6–245.8°C (decomp.). Found: C, 52.84; H,
9.65%. Calcd for C60H134Si14P2Se�0.5C6H14: C, 52.81;
H, 9.92%. 1H NMR (400 MHz, C6D6), � = 0.33 (s, 54H),
0.36 (s, 36H), 0.41 (s, 36H), 3.29–3.32 (m, 4H), 6.85 (s,
4H). 13C {1H} NMR (100 MHz, C6D6, 50°C), � = 2.82
(CH3), 2.85 (CH3), 6.07 (CH3), 22.81, 31.0–31.2 (m,
CH), 128.24 (CH), 133.3–134.3 (m), 146.29, 149.4–
149.6 (m). 31P NMR (121 MHz, C6D6), � = �55.3. 77Se
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NMR (57 MHz, C6D6), � = 14.6 (t, 1JSeP = 126 Hz).
LRMS (FAB), found: m/z 1389 ([M]�). Calcd for
C60H134Si14P2Se ([M]�): 1389. 20: 1H NMR
(300 MHz, C6D6), � = 0.25 (s, 18H), 0.30 (s, 18H), 0.32
(s, 27H), 3.02 (d, 4JHP = 4 Hz, 2H), 6.91 (d, 4JHP = 6 Hz,
2H). 31P NMR (121 MHz, C6D6), � = 260.6. 77Se NMR
(57 MHz, C6D6), � = 1371.3 (d, 1JSeP = 854 Hz).


"��	���� �� 
���������� !� #��� ��������� ������� A
benzene-d6 suspension (0.7 ml) of BbtP=PBbt (1b)
(68.2 mg, 0.05 mmol) and elemental sulfur (S8, 7.5 mg,
0.23 mmol as S) was degassed and sealed in an NMR
tube. When the suspension had been heated at 120°C for
120 h, the signals which correspond to diphosphene 1b,
dithioxophosphorane 24 and thiadiphosphirane 25 were
observed with a ratio of 6:4:5 in the 1H NMR spectrum.
The reaction mixture was separated by PTLC (hexane) to
give 54.6 mg of a 6:5 mixture of diphosphene 1b (43%)
and 2,3-bis{2,6-bis[bis(trimethylsilyl)methyl]-4-[tris(tri-
methylsilyl)methyl]phenyl}thiadiphosphirane (25, 36%)
and 29.4 mg of BbtH. 25: orange crystals, m.p. 258.2–
262.5°C (decomp.). Found: C, 53.58; H, 10.18%. Calcd
for C60H134Si14P2S: C, 53.66; H, 10.66%. 1H NMR
(300 MHz, C6D6), � = 0.32 (s, 54H), 0.33 (s, 36H), 0.37
(s, 36H), 3.15–3.18 (m, 4H), 6.83 (s, 4H). 13C {1H} NMR
(75 MHz, C6D6, 50°C), � = 2.20 (CH3), 2.44 (CH3), 5.74
(CH3), 22.60, 30.2–30.4 (m, CH), 128.16 (CH), 133.2–
134.3 (m), 146.50, 149.5–149.7 (m). 31P NMR
(121 MHz, C6D6), � = �71.3. HRMS (FAB), found: m/z
1341.6525 ([M � H]�). Calcd for C60H135Si14P2S
([M � H]�): 1341.6530. 24: 1H NMR (300 MHz,
C6D6), � = 0.24 (s, 18H), 0.29 (s, 18H), 0.30 (s, 27H),
2.61 (d, 4JHP = 4 Hz, 2H), 6.94 (d, 4JHP = 6 Hz, 2H). 31P
NMR (121 MHz, C6D6), � = 286.7.


"��	���� �� 
���������� !� #��� ��������� ������ ��
��� ������	� �� �������������� A benzene-d6 suspension
(0.7 ml) of BbtP=PBbt (1b) (130.8 mg, 0.10 mmol),
elemental sulfur (S8, 32.1 mg, 1.00 mmol as S), and
triethylamine (0.15 ml, 1.0 mmol) was degassed and
sealed in an NMR tube. When the suspension had been
heated at 120°C for 40 h, the signals of 1b disappeared
and the signals corresponding to thiadiphosphirane 25
were observed in the 1H NMR spectrum as a main
product. The reaction mixture was separated by HPLC
(toluene) to give 118.5 mg of thiadiphosphirane 25
(88%).


"��	���� �� 
���������� !� #��� ��������� ����������
A benzene-d6 suspension (0.7 ml) of BbtP=PBbt (1b)
(85.4 mg, 0.06 mmol) and elemental tellurium (41.6 mg,
0.32 mmol) was degassed and sealed in an NMR tube.
When the suspension had been heated at 120°C for 40 h
and monitored by 1H NMR spectroscopy, no change was
observed in the 1H NMR spectrum. Even after additional
heating at 150°C for 1 week, the 1H NMR spectrum of
the suspension showed no change.


"��	���� �� 
���������� !� #��� $�%&'�� A
benzene-d6 suspension (0.7 ml) of BbtP=PBbt (1b)
(134.2 mg, 0.10 mmol) and Bu3P=Te (67.5 mg,
0.20 mmol) was degassed and sealed in an NMR tube.
When the suspension had been heated at 80°C for 140 h,
monitoring by 1H NMR spectroscopy showed no change.
After the additional heating at 120°C for 1 week, no
change was observed in the 1H NMR spectrum of the
suspension.


'���������� ��
 ���������� �� 
���������� !	 �� ���
������	� �� ��%�
��������(�%�����
����� A benzene-d6


solution (0.7 ml) of TbtP=PTbt (1a) (61.2 mg,
0.05 mmol) and 2,3-dimethyl-1,3-butadiene (0.06 ml,
0.53 mmol) was degassed and sealed in an NMR tube.
When the solution had been heated at 85°C for 30 h, no
change was observed in the 1H NMR spectrum. The
sealed tube was further irradiated with a medium-
pressure mercury lamp (100 W) at room temperature
for 3 h, but no exchange was observed.


)���� 	��������*�����	 �������� �� �!	����+����$���
�!����,����� �,!�-�.��,���� ��
 �,/�-�.��,�����
Crystal data for [1a�benzene-d6], [1b�hexane],
[21�0.5hexane], [25�0.5hexane] are summarized in Table
4 and have been deposited at the Cambridge Crystal-
lographic Data Centre as supplementary publication No.
CCDC 194236-194239. The intensity data were collected
on a Rigaku R-AXIS RAPID imaging plate detector with
graphite monochromated Mo K� radiation (� = 0.71069
Å) at � 180°C to 2�max = 50° (55° for [25�0.5hexane]).
The structure was solved by a direct method (SIR-97)30


or (SHELXS-97)31 and refined by full-matrix least-
squares procedures on F2 for all reflections (SHELXL-
97).31


Single crystals of [1a�benzene-d6] suitable for x-ray
analysis were obtained by slow recrystallization from
C6D6 in a sealed tube at room temperature. A deep-red,
prismatic crystal was mounted on a glass fiber. The
hexagonal skeleton of the solvated benzene was re-
strained using AFIX instructions. Two trimethylsilyl
groups of the CH(SiMe3)2 group at the para position to
one of the Tbt groups were disordered. The occupancies
of methyl groups were refined (0.70:0.30 and 0.62:0.38).
All hydrogen atoms were placed using AFIX instructions,
and all the other atoms were refined anisotropically.


Single crystals of [1b�hexane] suitable for x-ray
analysis were obtained by slow recrystallization from
hexane in a refrigerator at �40°C fixed in a glove-box
filled with argon. A deep-red, prismatic crystal was
mounted on a glass fiber. All trimethylsilyl groups of the
C(SiMe3)3 groups at the para position to the two Bbt
groups were disordered. The occupancies of trimethyl-
silyl groups were refined (0.67:0.33 and 0.84:0.16). The
two Si—C bonds of the disordered trimethylsilyl groups
of the minor parts were restrained to have the same Si—C
distance using SADI instructions. The anisotropic
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temperature factors of four carbon atoms (in the minority
of disordered trimethylsilyl groups) were restrained not
to be non-positive values using ISOR instructions. All
hydrogen atoms were placed using AFIX instructions,
and all the other atoms were refined anisotropically
except for one Si atom, which was in the minor part of the
disordered trimethyl silyl groups and refined isotropi-
cally.


Single crystals of [21�0.5hexane] suitable for x-ray
analysis were obtained by slow recrystallization from
hexane in a refrigerator at 0°C. An orange, prismatic
crystal of [21�0.5hexane] was mounted on a glass fiber.
The selenadiphosphirane ring of the fragment B was
disordered. The occupancies of the disordered phos-
phorus and selenium atoms were refined (0.86:0.14). The
minor part of the disordered selenadiphosphirane ring
was restrained to have the same structure as the major
part of the selenadiphosphirane ring using SAME
instructions. All hydrogen atoms were placed using
AFIX instructions. The disordered phosphorus and
selenium atoms of the minor part were refined isotropi-
cally, and all the other non-hydrogen atoms were refined
anisotropically.


Single crystals of [25�0.5hexane] suitable for x-ray
analysis were obtained by slow recrystallization from
hexane in a refrigerator at 0°C. An orange, prismatic
crystal of [25�0.5hexane] was mounted on a glass fiber.
The molecule of thiadiphosphirane 25 was disordered.
The occupancies of the disordered molecules were
refined (0.74:0.26). The solvated hexane was disordered
and their occupancies were refined (0.82:0.18). The
benzene rings of the Bbt groups of the minor part were
constrained to have right hexagonal structure using AFIX


instructions. All hydrogen atoms were placed using AFIX
instructions. Some carbon atoms and a silicon atom of the
disordered Bbt groups of the minor part were refined
isotropically, and all the other non-hydrogen atoms were
refined anisotropically.


'�������	�� 	��	��������� All theoretical calculations
were carried out using the Gaussian 98 program32 with
density functional theory at the B3LYP level.33 In
calculations for diphosphenes 1a, 1b, 1a� and 1b�, the
triple zeta basis set ([3s3p])34 augmented by two sets of d
polarization functions for P (d exponents 0.537 and
0.153) was used with an effective core potential, and the
6–31G(d) (for Si) and the 3–21G (for C and H) basis sets
were used. The structural optimization of 1a, 1b, 1a� and
1b� were done by OPT keywords without force-constant
calculations. In calculations for chalcogenadiphosphir-
anes 37, 38, 39 and 40, the 6–311G(2d, p) basis set was
used for all atoms. Computation time was provided by the
Supercomputer Laboratory, Institute for Chemical Re-
search, Kyoto University.
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�	��� ." �
����� $��� �	
 5!	�*��2����$�;� 5!����0���;� 5,!��/-��0���; ��$ 5,/��/-��0���;
Parameter [1a�benzene-d6] [1b�hexane] [21�0.5hexane] [25�0.5hexane]


Formula C60H124P2Si12 C66H148P2Si14 C63H141P2SeSi14 C63H141SP2Si14
Formula weight 1244.61 1397.04 1432.92 1386.02
Crystal color, habit Deep red, prismatic Deep red, prismatic Orange, prismatic Orange, prismatic
Crystal dimensions (mm) 0.60 � 0.30 � 0.20 0.60 � 0.50 � 0.40 0.30 � 0.20 � 0.10 0.50 � 0.30 � 0.20
Temperature (°C) �180 �180 �180 �180
Crystal system monoclinic monoclinic monoclinic triclinic
Space group P21/c (#14) P21/c (#14) P21 (#4) P-1 (#2)
Lattice parameters:


a (Å) 11.9185(4) 13.4555(8) 18.2260(15) 12.9737(8)
b (Å) 25.5835(9) 21.8734(11) 12.779(9) 17.7976(15)
c (Å) 27.0386(8) 30.4453(17) 36.468(3) 19.0763(11)
� (°) 90 90 90 86.809(10)
� (°) 100.3242(9) 96.400(3) 91.363(4) 79.789(8)
� (°) 90 90 90 87.278(10)
V (Å3) 8111.0(5) 8904.7(9) 8491.4(11) 4325.1(5)
Z 4 4 4 2


Dcalc (g cm�3) 1.019 1.042 1.121 1.064
Independent reflections 13985 15514 27777 18867
No. of parameters 693 853 1426 1299
R1 [I � �(I)] 0.087 0.096 0.094 0.068
wR2 (all data) 0.246 0.231 0.196 0.179
GOF 0.929 1.103 1.08 1.089
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ABSTRACT: The synthesis, electrochemical, thermal and spectroscopic properties of the oligoaminofluorene
derivative 9,9-didecyl-N,N-bis(9,9-didecyl-7-N,N-diphenylaminofluoren-2-yl)-N,N-diphenylfluorene-2,7-diamine
(4), an organic glass, were investigated in solvents of differing polarity at room and 77 K temperature, including
quantum yield and lifetime. The oligomer exhibited a glass transition near room temperature and was thermally stable
to ca 400°C. Intramolecular interactions between the fluorenyl chromophores were investigated. The relatively
complex nature of the emission band of 4 was characterized by reduced anisotropy and two components in its
fluorescence decay at room temperature. Emission spectra of 4 at 77 K exhibited a single component in its
fluorescence decay and a dependence on the excitation wavelength at the red edge of the absorption band. A
spectroscopic model of 4 is proposed to explain the observed spectral behavior of this potentially important
electroluminescent material. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: oligofluorene derivative; fluorescence; excitation anisotropy; organic glass
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Chromogenic organic materials are of significant interest
owing to their numerous scientific and technological
applications,1–3 including light-emitting diodes (LEDs),2


fluorescent probes, two-photon absorption and optical
limiting devices.3 Electroluminescence, light emission
resulting from the application of an electric field, in
organic materials is being harnessed in current LED-
based displays, sensors and indicators. The excitation
leading to luminescence is accomplished by recombina-
tion of charge carriers of opposite sign (electron and hole)
injected into an inorganic or organic semiconductor in the
presence of an external electrical circuit. Since the first
report of electroluminescence in an organic material,
anthracene, in 1963, and subsequent reports of electro-
luminescence in a polymer, poly(phenylenevinylene),
numerous organic materials and polymers have been
reported over the past decade for use as organic light-
emitting diodes (OLEDs) or polymer light-emitting
diodes (PLEDs).4


Organic polymer LEDs have a number of advantages
for the development of large-area LED displays because
of their potentially good processability, low operating
voltage, fast response time and color tunability over the
entire visible spectral range by control of the HOMO–
LUMO band gap of the emissive material. Conjugated
polymers are semiconductors, the semiconducting beha-
vior being associated with the � molecular orbitals that
are delocalized along the polymer chain. Their primary
advantage over non-polymeric organic materials is the
possibility of processing the polymer through melt
processing or solution casting to form robust conformal
structures. High molar mass organic glasses may also
bear this advantage but are relatively uncommon. For the
use of these materials in OLEDs as, e.g., hole-transport
layers or emissive layers, they should possess a wide
variety of physical properties, including electrochemical
stability, low ionization potential, reversible redox
behavior, hole-transport and injection ability. In addition,
they should exhibit high thermal and photochemical
stability, be soluble and possess the ability to form good
films.


The progress in the performance of OLEDs and PLEDs
has been impressive. The colors emitted by current
materials nearly span the entire visible range, although
relatively few stable materials have been found that emit
blue light. Hence stable blue light-emitting organic
materials and polymers remains an area of active
investigation, since stable, efficient and high-brightness
blue light-emitting materials are particularly desirable for
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full color displays. Blue light can be used to generate
longer wavelengths with the proper selection of dyes
through energy transfer to lower energy fluorophores.
Hence not only are blue light-emitting materials an
important component for multicolor LED displays, but
also a blue LED can, in principle, generate all the colors
necessary for a display.4


Polyfluorene derivatives are of particular interest
owing to their efficient photoluminescence and electro-
luminescence properties. Purity is of paramount impor-
tance for good electroluminescent performance since
impurities can act as quenching sites. Thus, well-defined
fluorenyl oligomers may be preferable to polymers owing
to the ease of purification and ability to synthesize
discrete, defect-free molecular structures. Molecules with
covalently linked chromophores allow the investigation
of processes involving chromophore interactions mani-
fested in the nature of absorption bands,5 fluorescence
efficiency6 and other characteristics of spectral beha-
vior.7 Relatively little is known about chromophore–
chromophore interactions in compounds containing
multiple fluorene units, and a well-defined fluorenyl
oligomer would be ideal to probe such interactions. In
addition, fluorene derivatives known to have high two-
photon absorptivity8 and good thermal and photochemi-
cal stability9,10 are being investigated for a number of
applications where an understanding of their photophy-
sical behavior is critical.


In order to understand more fully the electronic nature
and design of new fluorene-based luminescent materials,
we have investigated the photophysical properties of a
number of fluorene derivatives.11,12 Here, we report the
synthesis, characterization and electrochemical and
spectroscopic measurements of an amorphous oligofluor-
ene derivative, 9,9-didecyl-N,N-bis(9,9-didecyl-7-N,N-
diphenylaminofluoren-2-yl)-N,N-diphenylfluorene-2,7-
diamine (4), designed specifically to probe chromophore
interactions. Fluorescence lifetimes in solvents of vary-
ing polarity (at room temperature and 77 K) and quantum
yields (at room temperature) were determined. The
fluorenyl ring system was chosen as a thermally and
photochemically stable �-conjugated system that can be
readily functionalized at the 2- and/or 7-positions.
Alkylation of the 9-position can modulate solibility
and, perhaps, chromophore–chromophore interactions.
The solid-state luminescence spectrum along with
electrochemical and thermal properties of 4 are reported.


./(.%)!.*+�0


�������� 9,9-Didecyl-2,7-diiodofluorene (1) was pre-
pared as described previously.8 Reactions were con-
ducted under an N2 atmosphere. Aniline was distilled
under reduced pressure prior to use. All other reagents
and solvents were used as received from commercial
suppliers. 1H and 13C NMR spectra were recorded in


CDCl3 or C6D6 on Varian 300 Mercury NMR spectro-
meters at 300 MHz. FT-IR spectra were recorded on a
Perkin-Elmer Spectrum One spectrophotometer.


������� ��	
����� 	� ��� ������� 
	��������	� ����
	� ��� ���������	� 	 	���	��	���� 1 ��� ���
���
���	�� $ ��� 2� N-(9,9-Didecyl-7-iodofluoren-2-
yl)-N,N-diphenylamine (2):9,9-didecyl-2,7-diiodofluor-
ene (1) (1.22 g, 1.7 mmol) was dissolved in 6 ml of 1,2-
dichlorobenzene at room temperature under N2. To this
were added K2CO3 (1.90 g, 13.77 mmol), 18-crown-6
(0.15 g, 0.61 mmol) and copper bronze (0.53 g,
8.32 mmol) at room temperature. N,N-Diphenylamine
(0.30 g, 1.77 mmol) was added and the reaction mixture
was heated at 180°C for 28 h. Upon completion, the
brown mixture was filtered through a short silica gel plug
and the yellow solution was concentrated, resulting in a
yellow–brown oil. 1,2-Dichlorobenzene was removed
under reduced pressure. Purification was accomplished
by column chromatography using first hexanes–CH2Cl2
(80:20), followed by hexanes–CH2Cl2 (90:10), providing
0.44 g of white solid (mp = 53–54°C) (35%). 1H NMR
(300 MHz, CDCl3), � (ppm): 7.61 (d, 2H), 7.52 (d, 1H),
7.35 (d, 1H), 7.22 (t, 5H), 7.12 (t, 5H), 7.03 (t, 2H), 1.81
(m, 4H), 1.11 (m, 28H), 0.86 (t, 6H), 0.62 (bs, 4H). 13C
NMR (300 MHz, CDCl3), � (ppm): 153.3, 151.7, 148.1,
147.9, 140.8, 136.0, 135.0, 132.0, 129.4, 124.1, 123.6,
122.8, 121.0, 120.7, 119.2, 91.7, 55.4, 40.3, 32.1, 30.1,
29.8, 29.8, 29.5, 24.0, 22.9, 14.3. FT-IR (KBr, cm�1):
3032 (�ArCH), 2923, 2851 (�alCH), (�ArC=C).


��������
�����������������������	 ��	���� �2 � 9,9-
Didecyl-2,7-diiodofluorene and aniline were subjected
to Ullmann condensation conditions as reported above. A
yellow–brown oil was obtained after column chromato-
graphic purification using first n-hexane–EtOAc (80:20),
followed by n-hexane–EtOAc (95:5) (0.40 g, 45% yield).
UV–visible (acetonitrile): �max = 354 nm (250–400 nm).
Anal. Calcd for C45H60N2: C, 85.93, H, 9.62, N, 4.45.
Found: C, 85.91, H, 9.62, N, 4.45%. 1H NMR (300 MHz,
CDCl3), � (ppm): 7.49 (s, 2H), 7.24 (d, 4H), 7.05 (d, 8H),
6.91 (s, 2H), 5.7 (bs, 2H0, 1.88 (bs, 4H), 1.11 (m, 28H),
0.84 (m, 10H). FT-IR (KBr, cm�1): 3397 (�NH), 3031
(�ArCH), 2923, 2855 (�alCH), 1598 (�ArC=C).


��������
�������������������
���������������������	�
��	�������� ���������������	���������������� �1 � N-
(9,9-Didecyl-7-iodofluoren-2-yl)-N,N-diphenylamine (2)
(0.49 g, 0.66 mmol) was subjected to a similar Ullmann
condensation reaction with 9,9-didecyl-2,7-bis(N-phenyl-
amino)fluorene (3) (0.17g, 0.27 mmol), as reported
above, to yield the desired product 4. TLC analysis
[hexanes–CH2Cl2 (60:40)] indicated that condensation
was complete after 4 days. The orange–brown oil was
further purified by column chromatography on silica gel
using first hexanes–CH2Cl2 (70:30) followed by hex-
anes–CH2Cl2 (80:20), resulting in 0.42 g of yellow solid
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(85% yield). Anal. Calcd for C135H174N4: C, 87.51, H,
9.46, N, 3.02. Found: C, 87.37, H, 9.53, N, 3.02%. 1H
NMR (300 MHz, C6D6), � (ppm): 7.09 (d, 2H), 7.04 (s,
1H), 7.0 (dd, 5H), 6.93 (s, 1H), 6.85 (t, 6H), 6.73 (t, 6H),
6.53 (m, 3H), 1.33 (m, 4H), 0.87 (bd, 28 H), 0.52 (bt,
10H). 13C NMR (300 MHz, C6D6), � (ppm): 152.4, 148.5,
147.0, 136.6, 129.4, 124.2, 123.9, 120.2, 119.6, 119.1,
55.2, 40.3, 32.2, 30.4, 30.0, 29.8, 29.7, 29.6, 24.4, 22.9,
14.2. FT-IR (KBr, cm�1): 3036 (�ArCH), 2926, 2854
(�alCH), 1593 (�ArC=C).


!�
���"���� All electrochemical characterizations were
studied with an EG&G Princeton Applied Research
Model 273 potentiostat/galvanostat. Electrochemical
experiments were carried out in tetrabutylammonium
hexafluorophospahate (TBAHFP4) (Fluka) in CH2CI2


solution (HPLC grade) (Fischer Scientific). All solutions
were bubbled with nitrogen for 20 min prior to the
experiments. The working and counter electrodes were a
platinum (Pt) wire. In all cases, silver wire coated with
silver chloride was used as a reference electrode. The
potential of this electrode was 450 mV vs ferrocene or
40 mV vs SCE. All potentials given refer to this reference
electrode. Concentration of the compounds used were
3 � 10�4 M in each case and the electrolyte was 0.1 M


TBAHFP4.
Thermal stability was assessed by thermogravimetric


analysis (TGA) with a TA Instruments Model 2050
instrument under N2 at a heating rate of 20°C min�1 from
room temperature to 550°C. Phase and glass transitions
were investigated by differential scanning calorimetry
(DSC) using a TA Instruments Model 2920 instrument, at
heating/cooling rates of 10°C min�1 under N2.


Steady-state absorption, fluorescence, excitation and
excitation anisotropy spectra were investigated for 4 in
hexane, THF, CH2Cl2 and silicone oil (viscosity �200 cP
at 25°C) at room temperature and in 2-methyltetrahy-
drofuran (Me-THF) at 77 K. All solvents used in these
experiments were checked for spurious emission in the
region of interest and purged with nitrogen for 20 min
before use. Absorption spectra were measured with a
Cary-3 UV–visible spectrophotometer. Steady-state
fluorescence, excitation and excitation anisotropy spectra
at room temperature and 77 K were obtained with a PTI
Quantamaster spectrofluorimeter. Fluorescence lifetimes
were measured with a PTI Timemaster spectrofluorimeter
with a strobe photomultiplier tube and 600 ps dye laser,
tunable in the spectral region 370–400 nm (Model GL
302). The time resolution of the system based on the
software processing of experimental data did not exceed
100 ps, checked by fluorescence picosecond lifetime
measurements for the standard 4-dimethylamino-4�-
cyanostilbene (DCS).10 All experimental data at room
temperature were obtained with 10 mm quartz cuvettes
and with special cryostat quartz tubes at 77 K. The
concentrations for the investigated solutions did not
exceed 5 � 10�6 M, and processes of reabsorption were


negligible. Excitation anisotropy spectra were measured
by the T-format method with correction for background
signals.13 Quantum yields, Φ, were calculated from the
corrected fluorescence spectra by a standard method,13


relative to Rhodamine 6G in ethanol (Φ � 0.94).14


%.3,0+3 �*� �)3-,33)&*


A versatile fluorene-based intermediate, 1, was used for
the preparation of two key intermediates, fluorene
derivatives 2 and 3 (Fig. 1). Ullmann condensation
reaction of diarylamines with iodinated aromatic com-
pounds was utilized to provide access to a number of
fluorene analogs in reasonable yield. The Ullmann
reactions were conducted with K2CO3 as base, 18-
crown-6 and copper bronze in 1,2-dichlorobenzene under
N2 at reflux.8 Iodofluorene derivative 2 was isolated in
38% yield as a white solid. The FT-IR, 1H and 13C NMR
spectra provided structural confirmation of 2. The bis(N-
phenylamino)fluorine derivative 3 was obtained by
reaction of 1 with aniline in 45% yield as a fluorescent
yellow viscous oil. The FT-IR spectrum of 3 revealed
characteristic stretching absorptions for NH (3397 cm�1).
CHN analysis was in excellent agreement with the
calculated values.


The versatility of the Ullmann condensation reaction
was demonstrated in the formation of a new dye, the
oligofluorene 4 [Fig. 2(a)]. The structure of this
chromophore is based on a symmetrical molecule
consisting of three fluorenyl ring systems separated by
aminophenyl moieties, flanked by bisdiphenylamino �
electron donor groups. Hence 2 was subjected to similar
Ullmann amination conditions with fluorene 3, providing
oligofluorene 4 in good yield (85%). CHN analysis was in
excellent agreement with the calculated values, and the
FT-IR spectrum revealed the complete disappearance of
the NH stretching vibrations. 1H and 13C NMR spectro-
scopic data provided additional structural confirmation of
4.


Thermal analyses were performed on 4 to ascertain its
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� ���%$��
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thermal stability and properties. TGA analysis, per-
formed under N2 at a heating rate of 20°C min�1 from
room temperature to 550°C, revealed 4 to exhibit high
thermal stability up to 395°C (2% weight loss). A weight
loss of 48% was subsequently observed between 395 and
550°C, leaving a residue corresponding to 50% of the
original sample weight. Repeated DSC scans with
controlled heating and cooling were performed on 4 at
a rate of 10°C min�1 under N2. No melting or crystal-
lization transitions were detected between �40 and
325°C. The DSC analysis revealed a glass transition,
Tg, onset at 20°C and Tg midpoint at 24°C. Controlled
cooling revealed an obvious transition from 24 to 19°C
that correlated with the Tg observed during the heating
scan. The DSC analysis indicated that 4 is amorphous and
behaves like a glassy material in which no melting or
crystallization transitions are observed. Although the low
Tg precludes the use of neat 4 at room temperature,
inclusion of 4 in a guest–host system with a high-Tg


polymer may be a suitable alternative.15


The cyclic voltammetric (CV) curves for oligofluorene
derivative 4 and the corresponding model compound 9,9-
didecyl-2,7-bis(N,N-diphenylamino)fluorine (5) are pre-
sented in Fig. 3. These compounds exhibited relatively
low and highly reversible oxidation and reduction
potentials in CH2Cl2, which can be assigned to the
formation of the different cation radicals in solution.
Fluorene 5 displayed two sequential oxidations in
CH2Cl2 [Fig. 3(a)]. This derivative underwent reversible
oxidations and reductions, allowing for the calculation of
the ionization potentials. The first and second ionization


potentials for fluorene 5 were 4.89 and 5.23 eV,
respectively. The first and second oxidation potentials
were 0.488 and 0.826 V, respectively, with correspond-
ing reduction potentials of 0.404 and 0.718 V, respec-
tively. Repeated cycling did not cause any appreciable
change in the shape or height of the CV waves and no
deposition was observed on the Pt electrode.


Oligofluorene 4 revealed two reversible and one quasi-
reversible anodic (oxidation) peaks at 0.428, 0.634 and
1.002 V with corresponding cathodic (reduction) peaks at
0.396, 0.580 and 0.834 V, respectively, in CH2Cl2 [Fig.
3(b)]. The ionization potentials were calculated as 4.86,
5.03 and 5.40 eV. In situ UV–visible spectral analysis of
4 and 5 revealed a sharp absorption with a maximum at
480 nm upon the first oxidation, consistent with forma-
tion of a cation radical.16 The CV results demonstrate the
relative ease of oxidation of oiligofluorene 4 (formation
of the cation radical and low oxidation potentials) and its
high apparent electrochemical stability.


The oligofluorene 4 [Fig. 2(a)] represents a symme-
trical molecule with three non-conjugated, covalently
linked fluorenyl rings. The structure of the central
chromophore corresponds to the 9,9-didecylfluorene unit,
which in monomeric form is characterized by the main
absorption maximum �max � 300 nm.3 The end chromo-
phores are very similar to the symmetrical compound 9,9-
didecyl-2,7-bis(N,N-diphenylamino)fluorene (5) [Fig.
2(b)] with �max � 375 nm.11 We can assume that the
absorption bands of non-symmetrical end chromophores
in the non-conjugated covalently linked compound 4
should be shifted to the long-wavelength region relative
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to the corresponding absorption band of the separate
symmetric molecule 5 with �max � 375 nm. Therefore,
we can roughly present the absorption band of the entire
molecule 4 with �max � 397 nm as a simple summing of
the absorption spectra of all covalently linked chromo-
phores in 4. Quantum chemical calculations for similar
fluorene derivatives (AF50 and AF210) also confirmed a
weak sensitivity of �max for these compounds to the
number of non-conjugated fluorene groups contained
within the molecule.17


Absorption, fluorescence and excitation anisotropy
spectra of 4 in silicone oil, hexane, THF and CH2Cl2 at
room temperature are presented in Fig. 4(a). The
absorption and emission spectra exhibited a weak
dependence on the solvent polarity, �f = [(�� 1)/
(2�� 1)] �[(n2 � 1)/(2n2 � 1)], where � and n are the
dielectric constant of the solvent and its refractive index,
respectively,13 while the Stoke’s shift increased slightly
with �f. Extinction coefficients for compounds 4, �1


max,
and 5, �2


max, are presented in Table 1. From these data, it
can be seen that doubling the number of fluorene groups
absorbing near �max (end chromophores in 4) triples the


�1
max of 4 in hexane and THF. The same tendency was


observed for AF210 in comparison with AF50 in THF.17


In general, the extinction coefficient is a complex
function of the molecular structure but it roughly scales
with the number of fluorenyl units for oligofluorene 4.


The room temperature fluorescence spectra of fluorene
4 [Fig. 4(a), curves 5–7], in all of the solvents
investigated, were independent of the excitation wave-
length, �exc, over the entire absorption band. The value of
excitation anisotropy, r, of 4 was relatively high in
viscous silicone oil (curve 8), and constant only at the red
edge of the absorption band (�exc � 400 nm). This
behavior is in contrast to that of compound 5, which
exhibited nearly the same anisotropy over the entire
primary absorption band [Fig. 4(b), curve 2]. A decrease
in anisotropy was observed for �exc � 340 nm, corre-
sponding to the second electronic transition of 5.
Fluorescence lifetime measurements of 4 revealed two
components in the fluorescence decay, �1, and �2, upon
excitation in the blue edge of the absorption band. The
amplitudes of these components were comparable to each
other, which cannot be explained by emission from


4�	��� 2� ��%��% �
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impurities. The lifetimes are presented in Table 1 along
with goodness-of-fit parameter �2.


The spectral peculiarities (two lifetime components
and anisotropy) observed for oligofluorene 4 at room
temperature can be explained by the spectroscopic model
presented in Fig. 5. Assuming that the absorption
spectrum of 4 roughly corresponds to the two different
conformers of 4 which exist in thermodynamic equi-
librium in the ground state, these conformers can be
characterized by electronic levels S0, S1, S2 and S�0, S�1,
S�2, respectively. Excited electronic levels S2 and S�2
most likely correspond to the charge localization at the
central chromophore with absorption maximum
�max � 340–360 nm. The excited-state energy levels S1


and S�1 (�max � 390–400 nm) are close to each other and
correspond to the charge localization at the end
chromophores with different space orientation relative
to the central fluorene moiety.


One can imagine, e.g., that electronic level S�1 belongs
to the chromophore with a parallel orientation of the
molecular axis, but level S1 corresponds to a form with
the molecular axis rotated relative to the central
chromophore. After the excitation to S1, this chromo-
phore orientation becomes unstable and quickly relaxes
to the more energetically preferable configuration, S�1,
with the corresponding velocity k11�. The emission
spectra from S�1 (long wavelength emitting) and S1


(short wavelength emitting) are also close but character-
ized by different lifetimes (�1 � 0.9–1.3 ns; �2 � 0.1–0.2
ns). Thus, the steady-state fluorescence spectrum of 4
corresponded primarily to emission of the longer
wavelength chromophore, independent of excitation
wavelength at room temperature. A low value of
anisotropy for �exc �400 nm is associated with different
orientations of the transition dipole moments S0 → S1


and S�1 → S�0 relative to the central fluorene moiety. For
�exc � 400 nm, the anisotropy increased, which can be
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	� ��
���� ;�����	-��6 ����	%��
	 %
��=%��	��� ��


��� �	� ��
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���6 >$�	�$� ������� Φ� �	� Φ�6 ���������� ��� �� �	� ��
�
� 1 �	� 5


Compound Parameter Silicone oil Hexane THF CH2Cl2 Me-THF, 77 K


4 �a
max (nm) 397 398 398 397 —


�e
max (nm) — 412 415 418 —


�1
max � 10�3 (l mol�1 cm�1) — 117 � 10 103 � 10 64 � 7 —


�1
a (ns) 0.95 � 0.06 1.05 � 0.1 1.25 � 0.15 1.3 � 0.15 1.55 � 0.1


�2
a (ns) 0.1 � 0.1 0.15 � 0.05 0.1 � 0.03 0.11 � 0.02 —


�2 1.02 1.05 1.1 1.05 1.05
Φ1 — 1.0 � 0.05 1.0 � 0.05 0.95 � 0.05 —


5 �a
max (nm) — 375 374 374 —


�e
max (nm) — 390 395 397 —


�2
max � 10�3, (l mol�1 cm�1) — 44 � 5 30 � 3 37 � 4 —


Φ2 — 0.4 � 0.05 0.5 � 0.08 0.15 � 0.05 —
�a (ns) 1.07 � 0.15 0.95 � 0.2 1.0 � 0.15 1.0 � 0.2 —


a Excitation wavelength �exc = 380 nm; observed wavelength �obs = �e
max.
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explained by the predominant excitation of the longer
wavelength absorbing chromophore. The values of r were
even lower [Fig. 4(a), curves 9–11] for low-viscosity
solvents (hexane, THF and CH2Cl2), owing to the fast
rotation of 4 in these solvents.


The values of the quantum yields, Φ, of 4 in hexane,
THF and CH2Cl2, for excitation in the maximum of the
absorption band, �a


max, are near unity (Table 1). The
quantum yields for 4 were consistently high and
independent of the solvent. Taking into account the fast
relaxation process S1 → S�1, we can attribute the high
values of Φ to the lower energy (longer wavelength)
chromophore.


Fluorescence and excitation spectra of 4 in 2-
methyltetrahydrofuran (Me-THF) at 77 K are presented
in Fig. 6. The fluorescence emission spectra of 4 were
independent of excitation wavelength in the spectral
region �exc �400 nm (curves 2 and 3). Emission spectra
for �exc �400 nm are presented in Fig. 7 and show a clear
dependence on the excitation wavelength. In this case,
the fluorescence spectra of the lower energy chromo-
phore (curve 4) can be extracted, owing to the lower
degree of spectral overlap with the higher energy
chromophore at low temperature. As shown in Fig. 7,


the vibronic structure of the emission bands for the
different chromophores is characterized by different
spectral positions of the vibrational peaks. For
�exc = 415 nm (predominant excitation of the lower
energy chromophore) this peak is bathochromically
shifted 6–8 nm relative to �exc = 405 nm. Compounds 4
and 5 were at least 99.6% pure, according to elemental
analysis, hence any influence of impurities is unlikely.


Fluorescence decay of oligofluorene 4 at 77 K
exhibited only one component, �1 � 1.55 ns, which was
independent of the wavelength of excitation. At low
temperature, one can assume that the velocity of
conformational reorientation of the higher energy
chromophore, k11�, after excitation to S1, was suppressed,
resulting in the simultaneous independent emission of
two conformers. This suggests that both conformers of 4
have similar fluorescence spectra and lifetimes at low
temperature and emitted simultaneously.


The solid-state luminescence of a spin-cast thin film of
neat 4 is shown in Fig. 8 along with absorption and
emission in hexane solution. As expected for a concen-
trated or neat sample, the emission spectrum is red shifted
but maintains the general spectral features of the
solution-phase spectrum. The thin solid film of 4
exhibited bright fluorescence emission from 425 to 470
nm.


-&*-0,3)&*


A well-defined, blue light-emitting, oligofluorene deri-
vative (4) was prepared via relatively efficient Ullmann
condensation methodology. It was found that this
compound is amorphous and stable up to nearly 400°C
under N2. Cyclic voltammetric measurements showed
that this compound possesses low oxidation potentials
and high electrochemical stability, even after repeated
redox cycles in CH2Cl2. Oligofluorene 4, in addition to
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serving as a potential model compound for luminescence
materials development, allowed the spectroscopic study
of multiple chromophores in a single molecule. The
absorption and fluorescence spectra of 4 exhibited a weak
dependence on solvent polarity and an insensitivity to the
number of fluorene units in the molecule. The fluores-
cence spectra of 4 were independent of the excitation
wavelength over a range of solvents at room temperature.
Excitation anisotropy spectra and the detection of two
components in the fluorescence decay of 4 at room
temperature suggested a different orientation of the end
fluorenyl chromophores in 4 relative to the central
fluorene core, and a fast reorientation process upon
excitation.


At low temperature (77 K), the emission spectra of
different chromophores within the molecule (the lower
energy chromophore in particular) were resolved under
excitation at the red edge of the absorption band. The
fluorescence decay at 77 K was characterized by single
exponential process and was independent of the excita-
tion wavelength, indicative of a decrease in the velocity
of chromophore reorientation and simultaneous emission
of the various conformers.


As a result of this investigation, it can be concluded
that the general steady-state fluorescence properties will
be nearly independent of the number of fluorenyl units in
a molecule. For example, in a polymer with aminofluor-


enyl repeat units, the spectral behavior is expected to be
similar to that of the individual repeat unit, thereby
affording valuable design rationale, an aspect under
further investigation. Oligofluorene 4 exhibited bright
blue luminescence in both the solid state and solution. In
solution, the fluorescence quantum yield was near unity,
further suggesting the strong potential of oligofluorene 4
as an emissive material for OLEDs.
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ABSTRACT: Equilibrium constants for semicarbazide and hydroxylamine addition to several carbonyl compounds
are reported and compared with those for addition of water. The results are correlated by the linear free relationship
log Kadd = Sw � B, where w is a measure of the reactivity of a given compound to water addition, S is a measure of the
sensitivity of the examined reactions compared with the model of hydration equilibrium constants and B is a constant
for a given reaction series. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: equilibria; semicarbazide; hydroxylamine; water; carbonyl compounds; correlation analysis
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There is a general consensus that the most reactive
carbonyl compounds to addition of nitrogen nucleophiles
are also the most hydrated in aqueous solutions. This
work was intended to establish a quantitative relationship
between equilibrium constants for addition of semicar-
bazide and hydroxylamine to a series of carbonyl
compounds and their degree of hydration. This relation-
ship is expressed by log Kadd = Sw � B, where w is
defined as log K*hyd/Khyd, K*hyd and Khyd being the
values of the equilibrium constants of water addition to a
given compound and of benzaldehyde respectively, S is a
measure of the sensitivity of the examined series
compared with the model of hydration equilibrium
constants and B is a constant for a given reaction series.


#$%#���#���&


Most of the values of the equilibrium constants for
semicarbazide, hydroxylamine and water have been
taken from the literature. Here we describe the evaluation
of the equilibrium constant for the addition of semi-
carbazide to 4-trimethylammoniobenzaldehyde iodide
and the same constant for the equilibrium between
hydroxylamine and 3-nitrobenzaldehyde, data not found
in the literature.


���������	 4-Trimethylammoniobenzaldehyde iodide
was prepared by refluxing 4-dimethylaminobenzalde-
hyde with methyl iodide. The product was carefully
recrystallized to a constant melting-point, 157–158°C
(lit.:1 156–157°C). 3-Nitrobenzaldehyde was obtained
commercially. Semicarbazide and hydroxylamine hydro-
chlorides were obtained commercially and purified by
crystallization from ethanol. Solutions of these reagents
were prepared just prior to use to minimize the possibility
of decomposition. Distilled water was used throughout.



��������� �������� ��� �������� �� ������������ ��
����������������������������� ������	 This con-
stant was determined spectrophotometrically at 283 nm,
30°C, ionic strength 0.5 (KCl), pH 8.13 in 0.125 M


phosphate buffer. An average of 30 determinations were
made. The equilibrium constant was obtained from the
negative intercept of a plot of 1/�A°eq vs 1/[amine]fb. A A
value of 15 � 0.2 was obtained.



��������� �������� ��� �������� �� ������������� ��
������������������	 This constant was determined
kinetically in 0.125 M phosphate buffer, at pH 6.52, ionic
strength 0.5 (KCl), 30°C, at 253 nm, from the depen-
dence of pseudo-first-order rate constants for oxime
formation, kobs, on the concentration of hydroxylamine
free base, at concentrations between 3.16 � 10�3 and
5.07 � 10�2 M. A plot of 1/kobs against 1/[amine]fb yields
an excellent straight line. The equilibrium constant, Kadd,
was determined from the negative intercept on the
abscissa. A value of 96 � 6 M�1 was obtained.
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Figure 1 shows plots of the logarithms of the addition
constants for the addition of semicarbazide and hydro-
xylamine to several carbonyl compounds against w,
defined as log K*hyd/Khyd, where K*hyd and Khyd are the
values of the equilibrium constants of water addition to a
given carbonyl compound and of benzaldehyde respec-
tively. Equilibrium constants for the addition to the
unhydrated forms of the series of carbonyl compounds
from this work and the literature are summarized in Table
1. These equilibrium constants, Kadd, were calculated
from the equilibrium constants for addition to hydrated
plus unhydrated substrates, Kapp, according to the
equation,


Kadd � Kapp�1 � K�
hyd� �1�


where K*hyd is the equilibrium constant for hydration.
Note in Fig. 1 the good correlation of the experimental


points in both series of reactions (r = 0.99 for both lines),
and also the modest difference that the addition constants
show with the large change in amine basicity. This is in
accord with previous findings2 and indicates that the
equilibrium constants for addition of amines to the
carbonyl group are not strongly dependent on the basicity
of the amine. These good correlations have a practical
value, as they permit the evaluation of addition constants
for the addition of semicarbazide or hydroxylamine to
carbonyl compounds when their degrees of hydration,
measured under similar conditions, are known.


The fact that both series of the reactions examined
have S values near 1 (semicarbazide = 0.96 and hy-
droxylamine = 1.00) means that they show the same
sensitivity to the substituent effects as do the hydration


equilibria, which is not surprising and is the expected
behavior when a model reaction, in this case hydration, is
very similar to the examined reactions. In all equilibria,
an sp2 carbon in the reactants is converted to an sp3


carbon connected to two electronegative atoms in the
product, hence the energy difference between the
products should be small, and it is the energy content
of the reactants that principally is responsible for the
value of Kadd; since the carbonyl compounds examined
are common with those of hydration reactions, the values
of the Kadd are only a consequence of the nucleophilicity
of the amines, and as this factor is constant along the
series it therefore determines the slopes of the lines. With
this argument it is easy to understand that both series of
reactions show the same sensitivity.


In an earlier study, Sanders and Jencks2 noted that the
addition of several nitrogen nucleophiles to formalde-
hyde, 4-pyridinecarboxaldehyde and 4-chlorobenzalde-
hyde showed the same sensitivity to the affinity of amines
towards the carbonyl group. The relationship was
expressed by log Kadd = �� � A, where � was defined
as a measure of the ability of a given nucleophile to add to
the carbonyl group, and its values were calculated from
log KHX/KH2


NCH3, where KHX and KH2
NCH3 represent


the values of the addition constants of a given amine to 4-
pyridinecarboxaldehyde and of methylamine, respec-
tively, � is a measure of the sensitivity of a particular
carbonyl compound to the affinity of amines toward the
carbonyl group and A is a constant for a given reaction
series. Note that the chosen model is again a reaction of
addition to the carbonyl group: constants of addition of a
given amine to 4-pyridinecarboxaldehyde. The differ-
ence between the study presented here and the relation-
ship proposed by Sanders and Jencks2 is that � is a
measure of the affinity of a given amine to add the
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carbonyl group and w is a measure of the affinity of a
given carbonyl compound to water addition. The results
in both studies indicate that there is no difference in
sensitivity to the carbonyl compound or amine used.


The advantages of using values of w instead of
Hammett � values are that they permit a comparison of
addition constants of carbonyl compounds not struc-
turally related to benzenoid molecules and they avoid the
unwanted negative deviation observed in Hammett plots
when resonance effects on substrate stabilization are
present.3,4
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Escobar G, Montes C. J. Org. Chem. 1994; 59: 3398–3401.


9. Sojo P, Viloria F, Malave L, Possamai R, Calzadilla M,
Baumrucker J, Malpica A, Moscovi R, Do Amaral L. J. Am.
Chem. Soc. 1976; 98: 4519–4525.


10. Cooper AJL, Redfield AG. J. Biol. Chem. 1975; 250: 527–532.
11. Malpica A, Calzadilla M, Cordova T. J. Phys. Org. Chem. 2000;


13: 162–166.
12. Pocker Y, Meany JE, Zadorojny C. J. Phys. Chem. 1971; 75: 792–


799.
13. Cordova T, Peraza AJ, Calzadilla M, Malpica A. J. Phys. Org.


Chem. 2002; 15: 48–51.
14. Sayer JM. J. Org. Chem. 1975; 40: 2545–2547.
15. Bell RP. J. Chem. Soc., Perkin Trans. 2 1976; 1594–1598.
16. Jencks WP. J. Am. Chem. Soc. 1959; 81: 475–481.


����� *� ������ �# �"�
�
 �
�� ��������� #�� ��� ���
�
�� �# !����� ���
��� ��
�� ��� �$���%$���
�� �� ��� ��$� ���������


Carbonyl Compound K*hyd
a (water) Kadd


b (M�1) (semicarbazide) Kadd
b (M�1) (hydroxylamine) wc


2-Quinolinecarboxaldehyded 154e 1.27 � 105f 4.15
2-Pyridinecarboxaldehyded 77g 5 � 104h 3.85
4-Pyridinecarboxaldehyded 52g 9 � 103i 4 � 104h 3.67
3-Pyridinecarboxaldehyded 5.1g 5.2 � 103h 2.67
Pyruvic acid 1.86j 3.5 � 103k 2.23
Methyl pyruvate 2.8l 2.7 � 103m 2.41
4-Pyridinecarboxaldehyde 1.53g 2.78 � 102n 1.2 � 103h 2.14
2-Quinolinecarboxaldehyde 1.47e 8.25 � 102f 2.13
2-Pyridinecarboxaldehyde 0.501g 3.30 � 102h 1.66
4-Nitrobenzaldehyde 0.25o 5.01 � 10p 1.53 � 102q 1.36
3-Pyridinecarboxaldehyde 0.104g 1.06 � 102h 0.98
3-Nitrobenzaldehyde 0.08r 2.1 � 10p 10.37 � 10 0.86
4-Trimethylammoniobenzaldehyde iodide 0.11s 1.67 � 10 8.72 � 10q 1.00
Pyruvate anion 0.087j 1.09 � 10t 6.3 � 10k 0.90
4-Chlorobenzaldehyde 0.016n 4.21p 2.4 � 10q 0.16
Benzaldehyde 0.011s 1.45p 1.76 � 10q 0.00


a K*hyd = [hydrate]/[aldehyde].
b All Kadd values have been corrected by the equation Kadd = Kapp (1 � K*hyd).
c w = log K*hyd/Khyd (K*hyd and Khyd are the values of water addition to a given compound and benzaldehyde, respectively).
d Conjugate acid.
e Ref. 5.
f Ref. 6.
g Ref. 7.
h Ref. 8.
i Taking as a model 4-formyl-1-methylpyridinium ion.9
j Ref. 10.
k Ref. 11.
l This value was calculated at 30° from Ref. 12.
m Ref. 13.
n Ref. 2.
o Ref. 14.
p Ref. 3.
q Ref. 4.
r Ref. 15.
s Ref. 1.
t Ref. 16.
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ABSTRACT: In weak alkaline aqueous medium, 4-(hydroxyphenyl)-2-(N,N-dialkylamino)-1,3-dithiolium salts led
to the corresponding dipolar betaines. These compounds were described as zwitterionic phenolates with an
intramolecular charge-transfer UV/Vis absorption and represent useful precursors for the preparation of the first 1,3-
dithiolium chlorides. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: 1,3-dithiolium salts; mesoionic compounds; zwitterions; solvatochromism
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Compounds that exhibit intramolecular charge-transfer
UV/Vis absorptions are of interest as chromophores for
dyes, non-linear optics, synthetic light-harvesting sys-
tems and theoretical aspects of charge transport at the
molecular level.1–3 There is special interest in systems
where the electron-donor moiety is linked through a �- or
�-bonded bridge to the electron-acceptor moiety.4


Although tetrathiafulvalenes are well-known �-electron-
donor systems, a variety of acceptor units have been
investigated in this context. Special attention has been
devoted to cationic systems such as pyridinium and
bipyridium cations.5–7 The charge-transfer properties of
linked phenothiazine–bipyridinium systems have also
been investigated.8–12 In this context, it is presumed that
1,3-dithiolium ions can also serve as acceptor moieties in
zwitterionic compounds with intramolecular charge-
transfer absorptions. It should be noted that 1,3-
dithiolium ions are also useful precursors for the
synthesis of symmetrical and non-symmetrical tetrathia-
fulvalenes.13–15 The synthesis of some 4-(3�,5�-dichloro-
2�-hydroxyphenyl)-2-(N,N-dialkylamino)-1,3-dithiolium
perchlorates by the Vilsmeier–Haack reagent, under
Harnisch reaction conditions, on the corresponding
N,N-dialkylaminocarbodithioates has been reported by
Cascaval.16 Instead of the expected 1,3-dithiols, the
sodium tetrahydroborate reduction products of these 1,3-
dithiolium salts have been proved to be 4,6-dichloro-2-
[2-(N,N-dialkylamino)-1,3-dithiolium-4-yl]phenolates, a
new class of mesoionic compounds named by the author


‘iasinone.’ Although the failure of the reduction reactions
is not clear, it is obvious that the basic conditions induced
by sodium tetrahydroborate are responsible for the
formation of dehydrohalogenated compounds. This
unexpected result prompted us to undertake a study of
the behaviour of 4-(2�-, 3�- and 4�-hydroxyphenyl)-2-
(N,N-dialkylamino)-1,3-dithiolium salts in weak alkaline
median, such as aqueous alkali metal hydrogencarbo-
nates, and to investigate the �-acceptor properties of the
1,3-dithiolium ion unit.


+.��$*� /�& &)�-���),�


4-(2�-Hydroxyphenyl)-2-(pyrrolidin-1-yl)-1,3-dithiolium
perchlorate (2a) and 4-(4�-hydroxyphenyl)-2-(pyrrolidin-
1-yl)-1,3-dithiolium perchlorate (2b) were synthesized as
colourless crystals by cyclization of 1-(hydroxyphenyl)-
2-(pyrrolidin-1-ylthiocarbonylthio)-1-ethanones (1a and
1b), in the presence of H2SO4–CH3CO2H (1:3, v/v),
followed by addition of 70% perchloric acid to the
reaction medium (Scheme 1) (for other variants, see Ref.
17). The latter are easily available from reaction of the
corresponding hydroxyphenacyl halides and pyrrolidi-
nium pyrrolidin-1-ylcarbodithioate. Treatment of per-
chlorates 2a and 2b, under heterogeneous conditions,
with saturated aqueous potassium hydrogencarbonate
solution affords [2-(pyrrolidin-1-yl)-1,3-dithiolium-4-
yl]phenolates (3a and 3b), in quantitative yields. The
molecular structure of the new compounds was proved by
analytical and spectral data and by the following
chemical transformation: treatment of an acetone suspen-
sion of the zwitterionic compounds 3a and 3b with 70%
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perchloric acid regenerates the 1,3-dithiolium perchlo-
rates 2a and 2b in quantitative yields (Scheme 1).


2- and 4-[2-(pyrrolidin-1-yl)-1,3-dithiolium-4-yl]phe-
nolates were isolated as yellow crystalline products that
present the features of mesoionic compounds (Scheme
2).18–20 The presence of a hydroxy substituent in an
ortho- or para-position induces an extended delocaliza-
tion of the negative charge up to the C-4—C-5 bond of
the dithiolium ring.


In order to investigate if the yellow colour of these
mesoionic compounds is due to the contribution of the
quinonoid structure of the electronic ground state, 4-(3�-
hydroxyphenyl)-2-(pyrrolidin-1-yl)-1,3-dithiolium per-
chlorate was synthesized, as above (Scheme 1). Treat-
ment of this perchlorate with saturated potassium
hydrogencarbonate solution afforded 3-[2-(pyrrolidin-1-
yl)-1,3-dithiolium-4-yl]phenolate (3c) whose colour also
is yellow. Compound 3c, for which the extended
quinonoide conjugation is inoperative, must be written
only as simple zwitterionic compound. This shows that
the yellow colour of 2-, 3-, and 4-[2-(N,N-dialkylamino)-


1,3-dithiolium-4-yl]phenolates is not due to the contribu-
tion of the quinonoide structure to the ground state. A
comparative study of the UV/Vis spectra (in methanol) of
the zwitterionic phenolates 3a–c confirms the above
conclusion. In these spectra, the extinction coefficients of
the peaks at �max = 375 nm are identical for all phenolates
(log �� 3.4) (Fig. 1). In the case of 3c, a hypsochromic
effect for the n → �* transition may be observed
(� = 310 nm vs 315 nm in the case of 3a), because the
delocalization of the negative charge is operative only on
the benzene ring. These facts suggest that the yellow
colour of these zwitterionic phenolates is due to a charge
transfer between electron-rich and electron-deficient
regions of the molecule.21,22


The intramolecular nature of the charge-transfer band
was proved by measurements at different concentrations.
Usually, the intramolecular charge-transfer UV/Vis
absorption of such zwitterionic chromophores results
from a charge transfer from the HOMO of the donor part
to the LUMO of the acceptor part. For this reason, the
position of the charge-transfer band should depend on


������ �0 '�( )&*�+,�)-��&) '�.-� �/�(� "#°�0 '��( 1#2 )���+0 '���( )&��


Entry OH position Product Yield (%)


1a 2� 2a 97
1b 4� 2b 98
1c 3� 2c 86
2a 2� 3a 100
2b 4� 3b 100
2c 3� 3c 100


������ �
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solvent polarity,23–27 defined here as the overall solvation
capability of a solvent (for definitions of the term solvent
polarity, see Refs 26 and 27). Therefore, we decided to
investigate the solvatochromism of the zwitterionic
compounds 3a–c. From the ET(30) solvent polarity
scale,5,23,28–31 methanol was found as the highest polarity
solvent, which ensures a sufficient concentration for
UV/Vis measurements. In acetonitrile, a solvent of
intermediate polarity, the UV/Vis spectra of 3a–c look
similar to those in methanol. Only the position of the
long-wavelength absorption band is slightly solvent
dependent; the others are not. Even in 1,4-dioxane, a
low-polarity solvent, the bathochromic charge-transfer
band shift is small (�� = 10–20 nm, see Table 1). The
highest shift (�� = 20 nm) was recorded in the case of 3-
[2-(pyrrolidin-1-yl)-1,3-dithiolium-4-yl]phenolate (3c).
Thus, with increasing solvent polarity, a hypsochromic
band shift of �� = �10 to �20 nm for 3a–c is observed,
corresponding to a negative solvatochromism. These
results appear to be the result of a decrease in the
ionization energy of the phenolate moiety because of
delocalization of the negative charge in the case of
mesoionic compounds 3a and 3b up to the C-5 atom of
the dithiolium ring (see Scheme 2). On going from
mesoionic compound 3a to 3b and to zwitterionic
derivative 3c, the electronic density at C-5 decreases
significantly, with the experimentally observed hypso-


chromic charge-transfer band shift with increasing
solvent polarity as a consequence.


On protonation of the phenolate parts of 3a–c the
charge-transfer bands disappear and the corresponding
1,3-dithiolium salts formed absorb at �max = 325 nm.
It should be noted that the absorption spectra of
4-hydroxyphenyl-2-(N,N-dialkylamino)-1,3-dithiolium
salts exhibit broad analogies with those of 4-phenyl-2-
(N,N-dialkylamino)-1,3-dithiolium salts.32 Despite the
colour changes during the protonation–deprotonation
reactions, the use of these new compounds as pH
indicators appears to be limited to those systems which
allow the presence of suitable organic solvents such as
N,N-dimethylformamide.


It is well known that 1,3-dithiolium chlorides cannot
be isolated from the reaction media; only di(1,3-
benzodithiolium) tetrachlorozincate has been isolated so
far.33 However, we have been able to isolate the first
1,3-dithiolium chloride using the interconversion possi-
bilities between the mesoionic phenolate and its salts.
Thus, 4-(2�-hydroxyphenyl)-2-(pyrrolidin-1-yl)-1,3-di-
thiolium chloride was isolated as a solid crystalline
product by the treatment of an acetonic suspension of 3a
with 37% hydrochloric acid. As expected, this compound
is sufficiently soluble in water to allow the measurement
of the UV spectra in this solvent. The above conclusions
are supported by the UV/Vis absorption spectrum of
4-(2�-hydroxyphenyl)-2-(pyrrolidin-1-yl)-1,3-dithiolium
chloride. We expected a hypsochromic band shift
because of the increase in polarity of the solvent, but
the results exceeded all expectations. By comparison
with the electronic spectra of the 4-(2�-hydroxyphenyl)-2-
(pyrrolidin-1-yl)-1,3-dithiolium chloride in methanol, a
very strong hypsochromic effect was recorded for all
absorption bands (��� 70 nm) (Fig. 2). Moreover, a new
absorption band appeared at �max = 375 nm (log � = 2.3).
The presence of this peak suggests that in water the


1�2 �� �0 �3/3�� �4�
����
	 ������� 
� ��� �5������
	��
���	
����� �	,� '�	 �����	
�(


*	3�� �0 6
	$5�����	��� �
���	�$!���	!�	� �����$
���	���� �4�
����
	 ��7���� ���7 '	�(� 
� �5������
	��
���	
����� �	,�� �������! �� &8°� �	! �� 	
���� ��������


Solvent 3a 3b 3c


Methanol 375 375 375
Acetonitrile 378 378 379
N,N-Dimethylformamide 380 381 384
Tetrahydrofuran 382 384 389
1,4-Dioxane 385 390 395
�� (nm) �10 �15 �20
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4-(2�-hydroxyphenyl)-2-(pyrrolidin-1-yl)-1,3-dithiolium
chloride exists in equilibrium with the corresponding
mesoionic phenolate 3a. The fact that the solvent polarity
does not have a great influence on the position of this
absorption band is supplementary confirmation of the
internal charge-transfer character of the long-wavelength
absorption bands of 2�, 3�and 4-[2-(N,N-dialkylamino)-
1,3-dithiolium-4-yl]phenolates.


In summary, this work demonstrates the internal
charge-transfer character of the long-wavelength absorp-
tion bands of 2�, 3�and 4-[2-(N,N-dialkylamino)-1,3-
dithiolium-4-yl]phenolates. These compounds exhibit a
small negative solvatochromism and are useful precur-
sors for the first 1,3-dithiolium chloride as a solid
crystalline product. The extension of these studies to
other substrates is under way.


.45.+)#.�*/$


Melting-points were obtained on a Mel-Temp II appara-
tus and are uncorrected. 1H NMR and 13C NMR spectra
were recorded on a Bruker DPX-300 spectrometer.
Chemical shifts are reported in ppm downfield from
TMS. 13C NMR assignments according with DEPT
experiments are given as follows: �, for CH and CH3


carbon atoms, �, for CH2 carbon atoms, �, for
quarternary carbons. IR spectra were recorded on a
Digilab FTS-40 spectrometer in KBr pellets. Mass
spectra were recorded on a Finnigan GC/MS 4021
spectrometer. UV/Vis absorption spectra were recorded
on a Cecil 1020 spectrophotometer.


����������	
���������������	�������������	����	����
���	��������	� ��	�� ������� ��	����� To a solution
of 2-chloro-1-(2�-hydroxyphenyl)-1-ethanone34 (1.7 g,
10 mmol) in acetone (30 ml), a solution of pyrrolidinium
pyrrolidin-1-ylcarbodithioate (2.18 g, 10 mmol) in acet-
one–water (15 ml � 15 ml) was added. The reaction
mixture was heated under reflux for 10 min, then cooled
and poured into water (200 ml). The resulting precipitate
was filtered off, washed with water and dried. Recrys-
tallization from EtOH (50 ml) gave the pure product as
pale yellow crystals, yield 2.61 g (93%), m.p. 148–
149°C. 1H NMR (CDCl3), �: 1.98 (m, 2H), 2.10 (m, 2H),
3.74 (t, 2H, J = 6.4 Hz), 3.91 (t, 2H, J = 6.4 Hz), 4.95 (s,
2H), 6.94 (ddd, 1H, J = 8.1, 8.1 and 1.1 Hz), 6.98 (dd, 1H,
J = 7.8 and 1.1 Hz), 7.50 (ddd, 1H, J = 8.1, 7.8 and
1.6 Hz), 7.98 (dd, 1H, J = 8.1 and 1.6 Hz), 11.85 (s, OH).
13C NMR (CDCl3), �: 24.35 (�), 26.16 (�), 43.77 (�),
50.83 (�), 55.64 (�), 118.56 (�), 118.92 (�), 119.28
(�), 130.30 (�), 136.92 (�), 162.41 (�), 190.45 (�),
199.02 (�). IR (KBr): 2975, 2860, 1634, 1470, 1358,
1265, 1210, 1050, 868, 762 cm�1. MS (EI): m/z (%) 281
[M�] (15), 248 (36), 146 (18), 121 (16), 114 (100). Anal.
Calcd for C13H15NO2S2 (1a): C, 55.49; H, 5.37; N, 4.98;
S, 22.79. Found: C, 55.40; H, 5.33; N, 5.05; S, 22.53%.


����������	
���������������	�������������	����	����
���	��������	� ��3�� This was prepared from 2-
bromo-1-(4�-hydroxyphenyl)-1-ethanone;35 yield 86%,
m.p. 193–194°C (decomp.). 1H NMR (acetone-d6), �:
1.99 (m, 2H), 2.12 (m, 2H), 3.73 (t, 2H, J = 6.3 Hz), 3.92
(t, 2H, J = 6.3 Hz), 4.80 (s, 2H), 6.88 (d, 2H, J = 8.8 Hz),
7.94 (d, 2H, J = 8.8 Hz), 9.12 (s, OH). 13C NMR
(acetone-d6), �: 24.82 (�), 26.53 (�), 44.00 (�), 50.23
(�), 54.34 (�), 114.90 (�), 127.84 (�), 130.48 (�),
161.60 (�), 190.98 (�), 193.56 (�). IR (KBr): 3226,
2977, 1663, 1585, 1422, 1276, 1180, 984, 829, 606 cm�1.
MS (EI): m/z (%) 281 [M�] (24), 248 (46), 146 (20), 121
(15), 114 (100). Anal. Calcd for C13H15NO2S2 (1b): C,
55.49; H, 5.37; N, 4.98; S, 22.79. Found: C, 55.44; H,
5.30; N, 5.15; S, 22.63%.


����������	
���������������	�������������	����	����
���	��������	� ����� This was prepared from 2-bromo-
1-(3�-hydroxyphenyl)-1-ethanone;35 yield 76%, m.p.
165–166°C. 1H NMR (DMSO-d6), �: 2.16 (m, 4H),
3.99 (t, 2H, J = 6.2 Hz), 4.20 (t, 2H, J = 6.2 Hz), 5.39 (s,
2H), 7.55 (ddd, 1H, J = 8.0, 1.0 and 1.0 Hz), 7.81 (dd, 1H,
J = 8.0 and 7.8 Hz), 7.92 (dd, 1H, J = 1.0 and 1.0 Hz),
7.98 (ddd, 1H, J = 7.8, 1.0 and 1.0 Hz), 10.20 (s, OH). 13C
NMR (DMSO-d6), �: 24.45 (�), 26.30 (�), 44.85 (�),
51.89 (�), 53.54 (�), 115.29 (�), 119.82 (�), 121.18
(�), 130.42 (�), 138.54 (�), 158.70 (�), 193.33 (�),
194.21 (�). IR (KBr): 3355, 2934, 1663, 1585, 1482,
1439, 1327, 1233, 994, 758 cm�1. MS (EI): m/z (%) 281
[M�] (52), 248 (33), 146 (16), 114 (100). Anal. Calcd for
C13H15NO2S2 (1c): C, 55.49; H, 5.37; N, 4.98; S, 22.79.
Found: C, 55.34; H, 5.22; N, 4.72; S, 22.69%.


����������	
���������������	���������������������	����
�����	��� ��	�� ������� ��	����� To a mixture of
H2SO4 (98%, 1.4 ml) and glacial AcOH (4.2 ml), 1-(2�-
hydroxyphenyl)-2-(pyrrolidin-1-ylthiocarbonylthio)-1-
ethanone (1a) (1.4 g, 5 mmol) was added in few portions
at room temperature. The reaction mixture was warmed
at 80°C for 10 min and then HClO4 (70%, 0.7 ml) was
added. The crude reaction product was precipitated with
water (150 ml), filtered off and dried. Recrystallization
from EtOH (40 ml) gave the pure product as colourless
crystals; yield 1.76 g (97%), m.p. 210–211°C. 1H NMR
(DMSO-d6), �: 2.19 (m, 4H), 3.73 (m, 4H), 6.98 (ddd, 1H,
J = 7.1, 7.1 and 1.1 Hz), 7.02 (dd, 1H, J = 7.9 and 1.1 Hz),
7.33 (ddd, 1H, J = 7.9, 7.1 and 1.6 Hz), 7.59 (dd, 1H,
J = 7.1 and 1.6 Hz), 7.97 (s, 1H), 11.24 (s, OH). 13C NMR
(DMSO-d6), �: 26.45 (�), 26.65 (�), 56.86 (�), 57.22
(�), 116.89 (�), 117.47 (�), 119.51 (�), 120.63 (�),
128.93 (�), 132.08 (�), 135.81 (�), 154.16 (�), 182.10
(�). IR (KBr): 3372, 3097, 1559, 1516, 1456, 1259, 1104
(b), 778 cm�1. MS (CI, NH3): m/z (%) 281 [MNH3


�-
ClO4] (40), 248 (73), 193 (33), 181 (100), 159 (62), 145
(69), 120 (70). Anal. Calcd for C13H14ClNO5S2 (2a): C,
42.91; H, 3.88; Cl, 9.74; N, 3.85; S, 17.63. Found: C,
42.75; H, 3.81; Cl, 9.85; N, 3.70; S, 17.42%.
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����������	
���������������	���������������������	����
�����	��� ��3�� Yield 98%, m.p. 258–259°C (de-
comp.) (colourless crystals). 1H NMR (DMSO-d6), �:
2.32 (m, 4H), 3.82 (t, 2H, J = 6.9 Hz), 3.86 (t, 2H,
J = 6.9 Hz), 6.87 (d, 2H, J = 8.7 Hz), 7.48 (d, 2H,
J = 8.7 Hz), 7.68 (s, 1H), 10.15 (s, OH). 13C NMR
(DMSO-d6), �: 26.53 (�), 26.59 (�), 55.24 (�), 56.18
(�), 115.32 (�), 116.74 (�), 121.11 (�), 128.82 (�),
139.15 (�), 159.83 (�), 185.99 (�). IR (KBr): 3261,
1607, 1572, 1506, 1448, 1280, 1115 (b), 836 cm�1. MS
(CI, NH3): m/z (%) 281 [MNH3


�-ClO4] (33), 248 (65),
235 (24), 193 (31), 181 (100), 159 (55), 145 (65), 98 (62).
Anal. Calcd for C13H14ClNO5S2 (2b): C, 42.91; H, 3.88;
Cl, 9.74; N, 3.85; S, 17.63. Found: C, 42.99; H, 3.95; Cl,
9.66; N, 3.77; S, 17.49%.


����������	
���������������	���������������������	����
�����	��� ����� Yield 86%, m.p. 195–196°C (colour-
less crystals). 1H NMR (DMSO-d6), �: 2.07 (m, 4H), 3.79
(m, 4H), 6.91 (ddd, 1H, J = 7.8, 1.6 and 1.2 Hz), 6.99 (dd,
1H, J = 1.6 and 1.1 Hz), 7.05 (ddd, 1H, J = 7.6, 1.2 and
1.1 Hz), 7.32 (dd, 1H, J = 7.8 and 7.6 Hz), 7.87 (s, 1H),
9.97 (s, OH). 13C NMR (DMSO-d6), �: 26.12 (�), 26.25
(�), 56.50 (�), 57.52 (�), 113.56 (�), 117.81 (�),
117.96 (�), 131.30 (�), 131.36 (�), 137.78 (�), 158.63
(�), 185.95 (�). IR (KBr): 3306, 1603, 1570, 1430, 1120
(b), 850 cm�1. MS (CI, NH3): m/z (%) = 281 [MNH3


�–
ClO4] (53), 248 (44), 193 (40), 181 (100), 145 (50), 98
(61). Anal. Calcd for C13H14ClNO5S2 (2c): C, 42.91; H,
3.88; Cl, 9.74; N, 3.85; S, 17.63. Found: C, 42.85; H,
3.79; Cl, 9.63; N, 3.72; S, 17.39%.


����������	���������������������	�������������	���
��	�� ������� ��	����� To a saturated aqueous
potassium hydrogencarbonate solution, 4-(2�-hydroxy-
phenyl)-2-(pyrrolidin-1-yl)-1,3-dithiolium perchlorate
(2a) (0.36 g, 1 mmol) was added. Carbon dioxide evolved
and the reaction mixture became yellow. After 2 h with
vigorous stirring at room temperature, the precipitate was
filtered off, washed with water and dried. Recrystalliza-
tion from DMF–AcOMe gave the pure product as yellow
crystals; yield 0.26 g (100%), m.p. 218°C (decomp.). 1H
NMR (DMSO-d6), �: 2.21 (m, 4H), 3.75 (m, 4H), 6.96
(ddd, 1H, J = 7.0, 6.9 and 1.2 Hz), 7.02 (dd, 1H, J = 7.7
and 1.2 Hz), 7.34 (ddd, 1H, J = 7.7, 7.0 and 1.5 Hz), 7.72
(dd, 1H, J = 6.9 and 1.5 Hz), 7.99 (s, 1H). 13C NMR
(DMSO-d6), �: 26.49 (�), 26.71 (�), 56.92 (�), 57.20
(�), 116.94 (�), 117.50 (�), 119.33 (�), 120.44 (�),
128.88 (�), 132.07 (�), 135.91 (�), 154.43 (�), 182.17
(�). IR (KBr): 3386, 1541, 1503, 1432, 1020 (b),
840 cm�1. MS (CI, NH3): m/z (%) 264 [MH�] (31),
231 (65), 189 (82), 114 (38), 71 (100). Anal. Calcd for
C13H13NOS2 (3a): C, 59.28; H, 4.98; N, 5.32; S, 24.35.
Found: C, 59.05; H, 4.71; N, 5.15; S, 24.08%.


����������	���������������������	�������������	���
��3�� Yield 100%, m.p. 129–130°C (decomp.) (yellow


crystals). 1H NMR (DMSO-d6), �: 2.14 (m, 4H), 3.84 (m,
4H), 6.75 (d, 2H, J = 8.6 Hz), 7.38 (d, 2H, J = 8.6 Hz),
7.61 (s, 1H). 13C NMR (DMSO-d6), �: 26.24 (�), 26.32
(�), 55.18 (�), 55.36 (�), 115.64 (�), 116.88 (�),
121.58 (�), 128.72 (�), 139.62 (�), 160.46 (�), 183.37
(�). IR (KBr): 3407, 1585, 1508, 1448, 1035, 838 cm�1.
MS (CI, NH3): m/z (%) 264 [MH�] (36), 231 (60), 189
(75), 114 (45), 71 (100). Anal. Calcd for C13H13NOS2


(3b): C, 59.28; H, 4.98; N, 5.32; S, 24.35. Found: C,
59.36; H, 4.83; N, 5.19; S, 24.12%.


����������	���������������������	�������������	���
����� Yield 100%, m.p. 128–129°C (yellow crystals). 1H
NMR (DMSO-d6), �: 2.11 (m, 4H), 3.58 (m, 4H), 6.81
(ddd, 1H, J = 7.7, 1.5 and 1.3 Hz), 6.87 (dd, 1H, J = 1.5
and 1.2 Hz), 6.95 (ddd, 1H, J = 7.5, 1.3 and 1.2 Hz), 7.22
(dd, 1H, J = 7.7 and 7.5 Hz), 7.82 (s, 1H). 13C NMR
(DMSO-d6), �: 25.85 (�), 26.94 (�), 55.87 (�), 55.96
(�), 113.79 (�), 116.79 (�), 117.67 (�), 125.44 (�),
130.97 (�), 136.54 (�), 158.87 (�), 184.32 (�). IR
(KBr): 3415, 1580, 1498, 1453, 1029, 830 cm�1. MS (CI,
NH3): m/z (%) 264 [MH�] (49), 231 (55), 189 (81), 114
(32), 71 (100). Anal. Calcd for C13H13NOS2 (3c): C,
59.28; H, 4.98; N, 5.32; S, 24.35. Found: C, 59.16; H,
4.79; N, 5.26; S, 24.09%.


����������	
���������������	���������������������	����
���	���� To a suspension of 3a (1 g, 3.8 mmol) in
acetone (10 ml), HCl (37%, 1.6 ml, 19 mmol) was added.
The reaction mixture was kept for 2 h with vigorous
stirring at room temperature. The white solid was filtered,
washed with acetone and dried. Recrystallization from
EtOH (10 ml) gave pure 1,3-dithiolium chloride as
colourless crystals; yield 1.1 g (98%), m.p. 208–209°C.
1H NMR (DMSO-d6), �: 2.28 (m, 4H), 3.73 (m, 4H), 6.82
(ddd, 1H, J = 7.1, 7.1 and 1.2 Hz), 6.98 (dd, 1H, J = 7.9
and 1.2 Hz), 7.47 (ddd, 1H, J = 7.9, 7.1 and 1.5 Hz), 7.84
(dd, 1H, J = 7.1 and 1.5 Hz), 8.05 (s, 1H), 11.54 (s, OH).
13C NMR (DMSO-d6), �: 26.40 (�), 26.63 (�), 56.92
(�), 57.29 (�), 116.58 (�), 117.32 (�), 119.46 (�),
120.28 (�), 128.68 (�), 132.24 (�), 135.41 (�), 154.53
(�), 182.85 (�). IR (KBr): 3395, 3109, 1562, 1510, 1448,
1261, 1042, 732 cm�1. MS (CI, NH3): m/z (%) 264 [M� -
Cl] (35), 248 (56), 193 (40), 181 (100), 145 (75), 120
(68). Anal. Calcd for C13H14ClNOS2: C, 52.07; H, 4.71;
Cl, 11.82; N, 4.67; S, 21.39. Found: C, 51.86; H, 4.65; Cl,
11.63; N, 4.53; S, 21.11%.


/�������
2�����


This paper is dedicated to Professor Dr Candiano Leonte
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ABSTRACT: We present a qualitative analysis, based on ab initio molecular dynamics (MD) calculations, of the SN2/
ET mechanistic spectrum for three reactions: (1) HC(CN)=O.� � CH3Cl, (2) HC(CN)=O.� � (CH3)2CHCl and (3)
H2C=O.� � CH3Cl, passing through their SN2-like transition states. Finite temperature (298 K) direct MD
simulations indicate that the trajectories for reaction (1) appear to have a propensity towards SN2 products, the
propensity for trajectories for reaction (2) seems to be towards ET products, whereas trajectories for reaction (3)
appear to show no particular propensity towards either ET or SN2 products. The mechanistic diversity is consistent
with the electron-donating ability of the ketyl species and steric bulkiness of chloroalkanes. We find that the
trajectories have characteristics that reflect strongly the types of process [SN2 trajectories in reactions (1) and (3) vs
ET trajectories in reactions (2) and (3)]. Trajectories that lead to SN2 products are simple with C—C bond formation
and C—Cl bond breaking essentially completed within 50 fs. By contrast, trajectories leading to ET products are more
complex with a sudden electron reorganization taking place within 15–30 fs and the major bonding changes and
electron and spin reorganizations completed after 250 fs. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: direct molecular dynamics simulation; MO calculations; borderline mechanism; electron transfer;
SN2; transition state
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An organic reaction that proceeds via an intermediate
mechanistic region between two extremes is called a
borderline reaction. Aliphatic nucleophilic substitution
reactions are one such example: the substitution of a
primary substrate occurs via an SN2 mechanism whereas
a tertiary substrate reacts through an SN1 mechanism,
while reactions involving secondary substrates, such as
isopropyl halide, proceed with intermediate mechanistic
characteristics (see, e.g., Ref. 1). Electron transfer (ET)
reactions and polar nucleophilic substitutions have also


borderline mechanistic regions depending on the donor/
acceptor combination (for mechanistic crossover for
SN2/ET dichotomy, see Ref. 2). The experimental study
by Kimura and Takamuku (Scheme 1) on an intramol-
ecular reaction of carbonyl radical anion and haloalkane
provides an example of such SN2/ET borderline reac-
tions.3 Here the radical anions of 1-benzoyl-�-halo-
alkanes generated by pulse radiolysis gives two different
products; one is characterized as an ET product and the
other as an SN2 product. The product ratio varies with the
methylene chain length, the identity of the halogen
leaving group, and the solvent. An interesting observa-
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tion regarding these reactions is that the rate of the
product formation is identical for the two products and
correlates well with the reduction potential of the
substrate, whereas no simple linear relation exists
between the rate of the reaction and the product ratio.


The analysis of the mechanism of borderline reactions
is not straightforward. There are several experimental
criteria1 that can be used to assign the mechanism, but all
of these criteria simply show that borderline reactions
exhibit intermediate character between the two extremes.
Hence the answer to the mechanistic problem is difficult
to obtain through experimental studies that give only a
macroscopic picture of the reaction, i.e. an average of
microscopic events. The reaction may proceed via two
concurrent routes, SN2 and SN1, or SN2 and ET, and the
experimental observation is an average of such indepen-
dent processes. As for SN2/ET borderline cases, there is
computational evidence that two types of transition states
(TS) exist: SN-like TSs and ET-like TSs.4 The relative
energy between these two types of TS varies with the size
and type of the substituent groups and with the halogen,
and the energy differences can be very substantial (up to
1 eV).4b Very importantly, however, the SN-like and ET-
like TSs appear to lie in very distinct parts of phase
space.4b Additionally, there is much computational
evidence that the SN-like TS appears to be of ‘inter-
mediate’ character and appears to lead to both SN


products and ET products.4–7 A question arises then as
to how the two different types of products are formed
through the single SN-like TS of intermediate character.


Ab initio MO calculations of SN2/ET bifurcation in the
formaldehyde radical anion and methyl chloride system
(Scheme 2) have been reported by two groups.4,5 Two
pathways are envisaged: an SN2 mechanism involving the
carbonyl carbon atom to give the C-substitution product
directly, and an ET mechanism to give neutral aldehyde,
CH3 radical and Cl�, which eventually gives the C-
substitution product. One well-characterized TS structure
of SN2 character was obtained, as shown in Fig. 1 (3),
with the reaction coordinate consisting of an asymmetric
C—C—Cl stretching motion. An intrinsic reaction
coordinate (IRC) analysis by Bertran et al.4 indicated
that the TS was connected to the C-substituted SN2
product. Shaik and co-workers5a,c reported that the
steepest descent path connects the TS to the ET product.
In Shaik and co-workers’ work the origin of the different
mechanistic assignment for the TS was analyzed on the
basis of the potential energy surface at the UHF/6–31G*


and ROHF/6–31G* levels of theory.5c,d They observed
that the reaction path descends from a broad saddle point
to a flat ridge that separates the SN2 and ET products.
After entering the flat ridge region, the path bifurcates to
the two product states.5 Although another TS structure of
ET character exists,4 that lies noticeably in a very distinct
part of phase space, the fact remains that the SN2-like TS
yields to a bifurcating behavior.4,5,7


Shaik et al. also reported that the reactions of a series
of chloroalkanes with cyanoformaldehyde radical anion
belonged to an SN2/ET mechanistic spectrum (Scheme
3).5c The reaction of cyanoformaldehyde radical anion
and CH3Cl or CH3CH2Cl gave the SN2 products, whereas
the same radical anion yielded the ET products with
(CH3)2CHCl and (CH3)3CCl, and thus a mechanistic
changeover occurred between reactions with CH3CH2Cl
and (CH3)2CHCl. Another series of reactions of HYC=O
radical anions with CH3X (Y = H, CH3, CN; X = Cl, Br,
I) again showed that the mechanism changed from SN2 to
ET depending on the donor/acceptor combinations.5e


Overall, the reactions of aldehyde radical anions with
haloalkanes constitute an SN2/ET mechanistic spectrum
with a borderline region between the two mechanistic
extremes.


The analysis of the electronic structural character of the
reactive system during the course of a reaction, in
particular borderline reactions, represents a challenge.
Charge and spin transfer and localization change with the
molecular structure along the reaction pathway. In turn,
these electronic effects are what determine the forces on
the atoms and thus the reaction pathway and mechanism. In
addition, the electronic structure of the reacting solute and
its energy are affected by the finite temperature motion of
the solvent molecules and the energy exchange between
the solute and the solvent. Thus, the true mechanistic
assignment ought to be done on the basis of finite
temperature dynamics rather than of 0 K dynamics.5c,d,6


Such dynamics calculations should be carried out on
quantum mechanical potential energy surfaces, for exam-
ple using the HF/6–31G* level of theory or higher levels,
ideally with an explicit account of solvent molecules. This
is the approach that we used in the present study.


We and others have reported earlier on ab initio
molecular dynamics (MD) simulations7 on the proto-
typical borderline SN2/ET reaction of the formaldehyde
radical anion with methyl chloride. One of the observa-
tions from this earlier study was that the finite
temperature simulations yield both types of products.4,5


The ET/SN2 dichotomy through the SN2-like TS is not an
artifact of the IRC vs steepest descent path characteriza-
tion. Here we have extended this work to a broader set of
systems. We report the results of MD simulations for
three substituted analog reactions of HYC=O.� � RCl
with (1) Y = CN, R = CH3, (2) Y = CN, R = (CH3)2CH
and (3) Y = H, R = CH3, and analyze the effect of
substituents and of the temperature. In ab initio direct
MD calculations, the energies and forces of the system at
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each time step are computed by a given ab initio MO
method and the forces are used to solve Newton’s
equation of motion. The reliability of the MD simulations
(and for that matter also of IRC analyses) depends very
much on the qualitative and quantitative descriptions of
the forces. The MD simulations differ from MO-based
calculations in that the MD simulations give a dynamic
picture of chemical reactions at a given temperature, in


contrast to the zero-kinetic energy and classical picture
provided by MO calculations of an IRC. Ab initio MD
simulations are still expensive at the present stage of
computational capability, and it is a challenge to perform
such studies to analyze mechanistic problems that can not
be approached by other means.8,9 The key issues that we
addressed in the present study are: (i) whether the SN2
and ET products are formed mutually exclusively or not
via the common SN2-like TS structure in the borderline
reaction and (ii) how the trajectories in the borderline
region differ from those in the extreme regions (SN2
products only and ET products only).


The process of switching over from an SN2-like to an
ET-like product during the course of a single trajectory is
suggestive of two quasi-diabatic surfaces coming close
together in the region of the cross-over, one for the SN2
product and the other for the ET product. The proximity
of these two surfaces suggests that the reactive system
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may undergo one or several non-adiabatic excursions on
to an ET surface during the reaction on the lower SN2
surface before falling into either of the product channels.
The occurrence of such excursions may have significant
qualitative and quantitative effects on branching mech-
anisms and branching ratios. A complete dynamic
description of reactions with non-adiabatic excursions
would require a treatment by means of non-adiabatic
trajectory methods.10 Such a treatment is not included
here, albeit it should be the subject of further investiga-
tions. It would be interesting to see how much non-
adiabatic excursions would alter the qualitative character
of the trajectories described below. It is noticeable that
the ET ‘transition states’ determined in Ref. 4b show an
energy cusp traditionally associated with non-adiabatic
processes. Non-adiabatic effects are likely to be even
more important in these regions of phase space. The
present study did not include non-adiabatic effects and
can serve as a starting picture for more complete
treatments in the future.


'%�,&#�#!%"�- �.#�%�(


The classical nuclear trajectories were integrated from
the energy and forces calculated by the MO method using
a fourth-order Gear predictor–corrector algorithm,11 and
time steps of 0.5 fs were used (unless noted otherwise) to
insure numerical accuracy, in particular in dealing with
the high-frequency vibrational motions (CH stretches).
We adopted a velocity re-scaling algorithm similar to the
constant-temperature algorithm of Berendsen et al.12 to
mimic the solvent effects. These authors devised their
algorithm to model the solute–solvent thermal exchange
in an equilibrium solvation regime. They suggested a
solute–solvent relaxation time of � = 50 fs as a mid-range
value. In the present situation the system is in a non-
equilibrium solvation regime, with the kinetic energy of
the system quenched by the solvent as the system evolves
down the reaction path. In a study that presents some
similarities with the present work, of the relaxation
dynamics of electronically excited formaldehyde in
water, Levy et al.13 reported that the formaldehyde
solute cools at a rate of �7 kcal mol�1 (1 kcal = 4.184 kJ)
per picosecond, early during the relaxation. We carried
out preliminary calculations that indicated that a similar
cooling rate for the system at hand is obtained with a
relaxation time �� 2000 fs using the velocity re-scaling
algorithm of Berendsen et al.12 We view such an
algorithm as providing a reasonable and required mimic
of solvent quenching for this reactive system.


All simulations were started from the given TS
structures with initial velocities for each atom randomly
generated according to a Maxwell–Boltzmann distribu-
tion, with the total kinetic energy of the system consistent
with the simulation temperature. The proper treatment of
the quantization of the nuclear vibrations in dynamics


simulations continues to be a challenge.14 In correct
treatments of chemical dynamics the trajectories should
maintain (possibly varying) quanta of vibrational energy
(possibly zero-point energy) in the vibrational modes,
starting with the initial conditions.15 However, classical
dynamics loses track of the vibrational quantization as
soon as the trajectory is started, and it is often found that
too much of the ZPE energy (over 40 kcal mol�1 for the
ketyl anion � chloromethane system) flows from the
transverse modes into the reaction mode of the system,
leading to unrealistic dynamics. A commonly used
approach for large systems is to assign initially the
atoms with a Maxwell–Boltzmann distribution of velo-
cities. By assigning only a small amount of kinetic energy
to any and all modes, a Maxwell–Boltzmann distribution
of velocities yields a narrower range of motions than do
distributions accounting for the zero-point energies in the
modes. For stiff modes the thermal energy is much less
than the ZPE of each of these stiff modes, and therefore
the systems vibrates only very slightly along these
modes. For the soft modes that in fact are not harmonic
in character, it is appropriate to assign them a thermal
amount of vibrational energy. Overall the initial vibra-
tional energy resulting from a Maxwell–Boltzmann
distribution consistent with a 300 K temperature is small
enough that there is essentially no opportunity for the
vibrational energy to flow excessively into the reactive
mode or any other mode. Stiff modes are treated as if the
atoms stayed around the equilibrium position in these
modes on average, whereas the soft modes with large
amplitude are provided the opportunity to have a wide
range of motions. For these reasons, the simulations
carried out for this study were based on Maxwell–
Bolzmann distribution of the random initial atomic
velocities. We believe that this is the most appropriate
choice for the qualitative characterization that we seek, in
contrast to a quantitative calculation of rates and
branching ratios.


We performed 10 simulations for reactions (1) and (2)
and 51 simulations for reaction (3) at 298 K in order to
see whether the given TS leads to the SN2 or ET product
for each reaction system. The same numbers of
trajectories were also calculated at different temperatures
(100 and 400 K) to see the effect of the reaction
temperature. The MO calculations were carried out at
the UHF/6–31 � G* level of theory, unless noted
otherwise. Diffuse functions were included in the basis
set because of the anionic species. This basis set was
shown to give reasonable results both in geometry and
relative energy for the species under consideration here.5b


The ROHF/6–31 � G* and CASSCF/6–31 � G*
methods were also used for reaction (3). These levels
of theory are sufficient to obtain qualitatively reliable
descriptions of the classical reaction dynamics. The
CASSCF method includes all the electron configurations,
including spin-recoupling configurations, and better
describes bond breaking and bond formation.
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The limited number of trajectories calculated does not
permit us to quantify branching ratios in any way.
However, we are in a position to observe common
qualitative features among the trajectories. Some of the
simulations were also repeated at 50 and 10 K for reaction
(3). In all reactions, the simulations moved either toward
the reactant state or the product state, and only
representative results are shown in this paper because
the trajectories are essentially the same when they go to
the same product type. Finally, it is possible that some of
the trajectories may have crossed and/or re-crossed the
transition state region, or crossed over from one bifurcat-
ing path to the other path down the reaction trajectories, as
occurs in reality. We did not attempt to characterize such
phenomena. Quantification of reaction rates and branching
ratios would account for these processes. They are beyond
the scope of this work, since we are not in a position to
carry out such a quantification, owing to the limited
number of trajectories. The program package of HONDO
2002 was used for the ab initio MD calculations.16
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The stationary structures determined by the ab initio MO
calculations at the UHF/6–31 � G* level are summarized
in Fig. 1. The stationary structures were reoptimized
starting from the structures at similar levels reported in
the literature.5b,d The MO calculations were carried out
by using the Gaussian 94 suite of programs.17 In all cases
the reactant complexes show some interaction between
the aldehyde oxygen and the carbon reaction center. The
TSs are 9–26 kcal mol�1 higher in energy than the
reactant complexes. The barrier is higher for the
HC(CN)=O radical anion since this species is more
stable and a weaker nucleophile (electron donor) than the
H2C=O radical anion. All three TS structures have
characteristics of SN2 reactions, with the asymmetric
motion of the C—C—Cl unit dominating the reaction
coordinate. The TS for reaction (2) is looser than that for
reaction (1) and the C—C—Cl angle differs from 180°
owing to steric effects. The TS for reaction (3) is more
reactant-like than that for reaction (1), in accord with
Hammond’s postulate.18


�'/'"01%
+� � '� '�+ Ten trajectories were generated


starting from the TS structure of reaction (1) with random
initial velocities at 298 K. It was found that three of the
trajectories went to the reactant state, and seven reached
the product state. Figure 2 contains the results of one of
the simulations that lead to the product state. The changes
in the potential energy [Fig. 2(a)] and in the C—Cl, C—C
and C—O bond lengths [Fig. 2(b)] for 400 fs indicate that
the C—C bond formation and the C—Cl bond breaking
occur in a concerted manner soon after the system leaves


the TS. The substitution is essentially completed within
40–50 fs and the H(CN)CCH3O radical and the chloride
anion move away thereafter. The snapshot structure
obtained after 400 fs shown in Fig. 3(a) clearly illustrates
that the TS leads to the substitution product. Thus, the
result of the dynamics simulation agrees with the MO
calculations, in that the TS is connected to the SN2
product state. Changes in charge and spin density are
consistent with the SN2 process: a unit charge appears on
Cl� and a unit spin density on the carbonyl oxygen.


�'/'"0'1%
+� � /'� 0�'�'�+ The mechanistic assign-


ment from the MO calculations for this reaction
suggested that the reaction may fall in a borderline
region (the steepest descent path connects the TS to the
ET product whereas the IRC leads to the SN2 product, just
like the reaction of H2C=O radical anion with CH3Cl).5d


In the present MD study, some of the trajectories were
observed to go backwards to the reactant state while
others went forward to the product state. At 298 K, all
forward trajectories reached the ET product. The snap-
shot structure [Fig. 3(b)] obtained after 400 fs in one of
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these trajectories clearly shows that this is the ET
process. On the other hand, at the lower temperature
(100 K) trajectories gave the SN2 rather than ET product.
In spite of the limited number of trajectories calculated,
we interpret this finding as an example of mechanistic
changeover with temperature.


Figure 4 shows the results of one trajectory starting
from the TS of reaction 2 at 298 K. It is observed that
along the trajectory the C—Cl bond breaks while the
C—C bond length becomes short during the earlier
phases of the reaction and then larger during the later
phases. The variation of the C—C bond length is
consistent with the recoil mechanism proposed by Shaik
and co-workers5b–d on the basis of their path-following
analysis. Because there is a considerable interaction
between the formaldehyde carbon and the reaction
carbon center in this ‘bound’ ET TS6 and also because
the reaction-coordinate vibration consists of the C—C
bond formation together with the C—Cl bond breaking
mode, it is reasonable to expect that the C—C bond
becomes short at the early stage of the trajectory. Then, as
the reaction proceeds, the two carbons start to separate


due to a larger steric interaction and the higher radical
stability of the isopropyl group. Thus, the driving forces
to form the C—C bond are weaker for this reaction
system than for reaction (1). As the reaction proceeds, the
charge on the aldehyde group becomes zero and a unit
charge becomes localized to form the chloride ion, Cl�.
A unit spin density moves from the aldehyde moiety to
the (CH3)2CH group. Although it takes nearly 200 fs for
the overall reaction to complete, the charge and spin
reorganizations occur at an early stage of the reaction
within 10–15 fs. This rapid electronic reorganization is a
manifestation of an electron transfer event during the
reaction. After the electron reorganization, the spin
density on Cl stays constant near zero whereas on
(CH3)2CH it varies from 0.80 to 1.00. The variations of
the spin density on the HC(CN)=O substructure are
noticeable, the total spin density nearly equals zero, yet
the � and � spins tend to separate, one on CHCN moiety
and the other on O atom, akin to a diradical character
within the molecule. This implies that an orbital
interaction exists between the isopropyl carbon and the
carbonyl carbon during the time span in which the two
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fragments stay close together. Such spin separation
diminishes when the C—C atomic distance becomes
3.5 Å or larger. It is seen that the spin densities on the
aldehyde moiety oscillate with a period of about 20 fs, in
perfect synchronism with the C—O stretching period.
Indeed, 20 fs corresponds roughly to a frequency of
1700 cm�1 of a carbonyl bond-stretching vibration.


��'1%
+� � '� '�+ The ab initio MD simulations on


borderline reaction (3) generated trajectories that, starting
from the TS, moved toward three different states. At
298 K, out of 51 trajectories calculated, 36 trajectories
went to the SN2 product state and three led directly to the
ET product state in addition to 12 trajectories that went
back to the reactant state. It is interesting that four out of
36 trajectories toward SN2 went over to the ET product
state after staying some time in the SN2 valley. This
turnover process is apparently due to excess energy
residing in the C—C stretching mode after the trajectory
reached the SN2 valley.7c Snapshot structures obtained
after 400 fs of SN2 and ET trajectories are shown in Fig.
3(d) and (e), respectively.


The trajectory leading to the reactant state is a simple
one, in which CH3Cl and formaldehyde radical anion are
generated in 30 fs. The fluctuations observed in the
C—Cl distance and the group charges have a periodicity
of about 50 fs, which corresponds to ca 670 cm�1 of the
C—Cl stretching vibration.20 The frequency of the poten-
tial energy fluctuation is twice of that of the C—Cl
distance because the potential energy goes through a
minimum twice per each stretching vibration. The
snapshot structure obtained after 100 fs [Fig. 3(c)] is
similar in nature to the reactant complex determined in
the MO calculations (0 K) (Fig. 1), with the interaction of
the carbonyl oxygen with the methyl carbon being the
major interaction between the two fragments.


One of the trajectories that go to the SN2 product is
shown in Fig. 5. The trajectory looks remarkably similar
to that observed for the SN2 process of reaction (1) (Fig.
2). This finding indicates that, at least in the present
system, the SN2 reaction pathway in a borderline mech-
anism is similar to a plain SN2 pathway, although the TS
lies earlier on the reaction path for the borderline reaction.
The only difference between the two trajectories is seen in
the variation of the spin density on the CH3 group, which
appears for reaction (3). This may be due to a stronger ET
character for the borderline process [reaction (3)] than for
the SN2 process [reaction (1)].19,20 The spin contamina-
tion is small (�S2� � 0.77) at the TS, then it increases to
a maximum of 0.88 at 40 fs, and decreases to �0.76 at 50
fs. The time span of the trajectory matches the interval
where rapid spin reorganization within O=CH2—CH3


occurs. The large spin contamination may cast some
doubt on using the UHF method in the simulation.
However, calculations using the CASSCF method gave
nearly the same trajectory.


Figure 6 shows the one trajectory within the calculated


set of trajectories that goes to the ET product. Here again
the trajectory looks basically the same as that observed
for a ‘pure’ ET process as in reaction (2). Thus the ET
process in the borderline reaction has similar charac-
teristics to the process of a pure ET mechanism. One
difference is that the electron reorganization is sharper
here in reaction (3) than in ET reaction (2). This
difference may be related to the tighter TS and hence to
the stronger interaction between the fragments in reaction
(3) compared with reaction (2).


It is noticeable from the comparison of the SN2 and ET
trajectories of reaction (3) that the two classes of
trajectories showed different characteristics in the varia-
tion patterns for the bond distances, group charges and
spin densities, and this already immediately after the
reaction moves away from the TS. For example, the C—
C bond length decreases and the C—Cl bond length
increases immediately after the trajectory starts to leave
the TS in the SN2 process, whereas both bonds increase
only slightly for the first 30 fs and then start to change in
the ET process. This difference indicates that the fate of
the trajectories is determined by the crossing at the saddle
point as a result of the initial random velocities of the
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simulations. Although the reaction coordinate crosses the
saddle point along the steepest descent path, it is only one
of an infinite number of ways of passing the saddle point
in a real reaction with sufficient thermal kinetic energy.
This observation also supports the idea that mechanistic
assignments by means of path-following analyses have
limitations in borderline reactions.


&�) �� $%�) �����������+ According to the potential
energy mapping by Shaik and co-workers5c,d for reaction
(3), the reaction path descends from a broad saddle point
to a flat ridge that separates the SN2 and ET products. On
the UHF potential energy surface the steepest descent
path is connected to the ET product state, whereas the
IRC path leads to the SN2 product state. In contrast, at the
ROHF level of theory, the TS was shown to be connected
to the ET product state on both the steepest descent path
and the IRC path, and the TS was assigned as the ET
TS.5c,d Since we found that trajectories from the TS lead
dynamically to both the ET and SN2 product states at
UHF, it appeared informative also to carry out MD
simulations on the ROHF potential energy surface. Thus,


we repeated four simulations with ROHF as the MO part
of the MD simulations, but using the same initial
conditions as in the UHF cases. These were simulation
1 (ET product when using UHF), simulation 2 (SN2
product when using UHF), simulation 3 (SN2 product
when using UHF) and simulation 4 (reactant state when
using UHF). A detailed comparison of UHF and ROHF
structures and energies for some of these systems was
given by Sastry and Shaik.5b The structural parameters of
the key structures at these levels of theories and, as found
by us also with the CASSCF level of theory, were in good
agreement with structures obtained with electron correla-
tion theories such as MP2 and QCISD.


The simulations at the ROHF level of theory gave
slightly different results from those at UHF. Specifically,
simulation 2 turned out to now lead to the ET product
state rather than to the SN2 product. The products of the
other three simulations turned out to be the same for both
MO methods. The inclination toward the ET product state
with the ROHF method is consistent with the difference
in the potential energy surface arising from the two
methods, i.e. the stronger spin coupling in the ROHF
method. The important finding, however, is that even
with the ROHF theory the single TS leads dynamically to
both ET and SN2 product states. Clearly, the MD
trajectories with excess kinetic energy can overcome a
small barrier on the way to the SN2 product state. It
should also be noted that, except for the fact that the spin
separation detected in the ET trajectory at the UHF level
(Fig. 6) does not occur at the ROHF level, the ET and SN2
trajectories using ROHF are essentially the same as the
corresponding trajectories using UHF.


#�4	
���	� �� ����		�� �	��	���	�+ Since the
behavior of trajectories depends on the kinetic energy,
it is of interest to carry out simulations at lower
temperatures and to examine whether the trajectories in
a lower temperature regime agree with the path-following
results. As we have discussed in a preliminary report,
trajectories at a lower temperature gave a higher
propensity towards an ET process for reaction (3).7c A
similar trend was found in the present study for reaction
(2), which according to path-following calculations
belongs to a borderline case. For this system, all
trajectories that went to the product state at 298 K were
of the ET type. However, at 100 K all these trajectories
turned out to give the SN2 state rather than ET. Clearly,
the reaction mechanism changes with the amount of
kinetic energy injected in these borderline systems. In
contrast, reaction system (1) stayed SN2 at all temperature
examined, indicating that the mechanism of this reaction
is purely SN2.


'%"'-&(!%"(


The present ab initio direct MD simulations on the
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SN2/ET processes show that reactions (1)
[HC(CN)=O.� � CH3Cl] and (2) [HC(CN)=O.� �
(CH3)2CHCl] represent trajectories of SN2 and ET
processes, respectively, whereas the TS of reaction (3)
(H2C=O.� � CH3Cl) is connected to both SN2 and ET
product states dynamically. The duality occurs because
the fragmentation and vibrational energy allow for the
reaction to proceed through a route away from the
steepest descent path to overcome the ridge between
the ET and SN2 states. Such dynamic characteristics can
only be treated by MD simulations based on quantum
mechanical wavefunctions. The results are in accord with
the idea that the TS characteristics alone are not sufficient
to imprint the reaction mechanism, but that the thermal
energy plays an important role. The formation of two
different products does not necessarily imply the
presence of two independent pathways with different
TSs as is usually assumed in analyzing organic reaction
mechanisms. The occurrence of branching from a single
TS to several products introduces additional complexities
in mechanistic assignment for borderline reactions.21,22
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ABSTRACT: The oxidation of thioanisole (PhSMe) by H2O2 is activated by acetonitrile (MeCN) and propionitrile
(EtCN) and involves the formation of a transient peroxyimidate, 1, by reaction of HO�


2 and RCN, and 1 can be rapidly
trapped by PhSMe. The rate of oxidation of PhSMe is then independent of the concentrations of PhSMe and of H2O2,
but varies linearly with ½HO�


2 � and [RCN]. In very dilute PhSMe it and H2O2 compete in reacting with 1, and the rate
then depends on [PhSMe]. The initial reaction gives PhSOMe, and subsequent formation of PhSO2Me is slow. The
rates of oxidation are slightly higher than that expected from the MeCN-activated decomposition of H2O2, which
involves a second molecule of H2O2 in conversion of the peroxyimidate into amide and oxygen. Copyright # 2003
John Wiley & Sons, Ltd.


KEYWORDS: sulfide oxidation; thioanisole; nitriles; peroxyimidates; zero-order kinetics


INTRODUCTION


Decontamination of chemical weapons under mild condi-
tions is complicated, because although nucleophiles react
rapidly with phosphonofluoridate nerve agents, decompo-
sition of the chlorosulfide blister agent HD (Mustard),
involves oxidation, or the use of strong bases in aprotic
media.1 The hydroperoxide ion, HO�


2 , formed by depro-
tonation of H2O2, is a very reactive nucleophile,2 but H2O2


is a weak oxidant towards sulfides and has to be activated,
for example, by conversion into a peroxy acid. Hydro-
gencarbonate ion and H2O2 generate a peroxocarbonate
which is an effective oxidant at a pH where HO�


2 is a
nucleophile.3 Molybdate ion and H2O2 generate a variety
of peroxomolybdates,4 and the tetraperoxomolybdate dia-
nion rapidly oxidizes sulfides at pH� 10 where HO�


2


reacts nucleophilically.5,6 Decomposition of peroxomo-
lybdates, especially the triperoxomolybdate dianion, also
generates singlet oxygen, which reacts rapidly with many
organic compounds, including sulfides.7


The reaction of HO�
2 with nitriles generates short-lived


peroxyimidates which convert alkenes into epoxides and
oxidize sulfides to sulfoxides and sulfones.8–10 Mixtures
of H2O2 and nitriles are preparatively useful as alter-
natives to peroxy acids in oxidations of alkenes and
sulfides.9,10


Oxidations of arylmethyl sulfides by acetonitrile–H2O2


have been examined in methanol–K2CO3 and the results


were interpreted in terms of competition between the
sulfide and H2O2 for the short-lived intermediate, 1,10a


which we show as a peroxyimidate, although we do not
know the extent of its protonation (Scheme 1).


Scheme 1


Competitive trapping in a mixture of sulfides was favored
by electron-donating substituents in MeOH–K2CO3,
although there was no such effect on trapping by the
less reactive sulfoxides and other reactions might have
intervened.10a For example, organic solvents promote
formation of peroxocarbonates from HCO�


3 and H2O2,3


and the reaction of 1 with H2O2 could generate singlet
oxygen, which would react rapidly with sulfides.7,11


We therefore examined the kinetics of oxidation of
thioanisole by nitrile-activated H2O2 in water with
[H2O2]� [NaOH] to avoid possible catalysis by carbo-
nate or hydrogencarbonate ion.3 Under these conditions
[HO�


2 ] is approximately equal to [NaOH]. The postulated
mechanism of activation indicates that reactions should
be zeroth order in [PhSMe] provided that it is at a
sufficient concentration to compete effectively with
H2O2 for 1. Reaction products were identified by their
1H NMR spectra.


EXPERIMENTAL


Materials. Hydrogen peroxide, 30% or 50%, stabilized or
unstabilized, was used as in earlier work,5 and the results
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were the same with the different samples. Thioanisole
was material used earlier,5 acetonitrile (MeCN) and
propionitrile (EtCN) (Aldrich) were of spectrophoto-
metric grade and benzonitrile was obtained from AC-
ROS. Solutions were prepared in redistilled, deionized,
water and reactions were followed at 25.0�C.


Kinetics. Reactions with MeCN or EtCN were followed
spectrophotometrically on an HP 8451A spectrometer by
measuring the decrease in absorbance as PhSMe is
oxidized.12 The wavelength was varied between 270
and 300 nm, depending upon [PhSMe] and [H2O2]. The
absorbance change during reaction increases with
decreasing wavelength, but the absorbance of H2O2 at
low wavelengths is such that we followed the reaction
with 1 M H2O2 at 290 and 300 nm.


Plots of absorbance against time were linear for up to
over 90% reaction with dilute H2O2 and higher [PhSMe],
but the extent of linearity decreased as [H2O2] was
increased and [PhSMe] decreased. However, the number
of data points in the linear region (30–70) was adequate
for calculation of the slopes. The slopes were converted
into reaction rates, i.e. zeroth-order rate constants, k0


l mol�1 s�1, by extrapolating absorbance back to the time
of mixing and equating the decrease of absorbance in the
course of reaction with the initial concentration of
PhSMe. The reaction was started by adding PhSMe in a
small volume of MeCN or EtCN to the stirred reaction
mixture with a spring-loaded Hamilton syringe.


Formation of bubbles due to decomposition of perox-
ides is a problem when reactions are followed spectro-
photometrically.5 We did not have this problem in the
present work provided that PhSMe is trapping all the
peroxyimidate, but there is bubbling once PhSMe has
reacted, and absorbance at complete reaction of PhSMe
was estimated after tapping the cuvette and using a gentle
vacuum to remove bubbles. However, we could not
follow the reaction with [H2O2]> 1 M.


In all experiments H2O2 and nitrile were in large
excess over PhSMe and their concentrations did not
change significantly during reaction. As a control, absor-
bance was monitored in the absence of PhSMe and the
decrease was small relative to that with PhSMe. The
reference solution contained acetamide and NaOH,
although their absorbances should be negligible at 270–
280 nm.


The decomposition of H2O2 by reaction with MeCN
was monitored titrimetrically following the general pro-
cedure of Wiberg.8 Aliquots were removed and the
reaction was quenched by 3 M H2SO4, KI was added
and I2 was titrated against Na2S2O3, after addition of
0.001 M Na2MoO4. In one experiment samples were
analyzed immediately after the acid quench, but gener-
ally analysis was made after removal of all the samples.
Reactions were followed for up to 40% in dilute H2O2


and �10% in more concentrated H2O2, to limit the
depletion of MeCN.


NMR spectroscopy. Products of reaction in 5 vol.%
MeCN were identified by their 1H NMR spectra in a
Varian Inova (Unity) instrument (400 MHz for 1H), with
suppression of the signal of 1H2O.5a Chemical shifts were
referred to external sodium 3-(trimethylsilyl) propionate
(TSP) in D2O, and are: PhSOMe, 7.70 (3H), 7.79 (2H)
and CH3, 2.94 ppm; PhSO2Me, o-H, 8.02 (d), m-H, 7.75
(t), p-H, 7.85 (t) and CH3, 3.32 ppm; PhSMe, 7.42 (4H,
multiplet), 7.28 (1H, t) and CH3, 2.55 ppm. Signals of the
amides were: acetamide, CH3, 2.04 (s) ppm, and for
propionamide: 1H, 1.12 ppm (t), J¼ 8 Hz and 2.88 ppm
(q); 13C, 12.19 (CH3CH2�) and 31.26 (CH3CH2�) ppm.
The product of the reaction in the presence of PhCN was
identified as PhSOMe, by its CH3 signal.


RESULTS AND DISCUSSION


Kinetics


Both H2O2 and HO�
2 absorb at up to 320 nm,13 but except


with high [H2O2] we followed the oxidations at 270 and
280 nm. Very little sulfone was formed, and it was
identified by its 1H NMR spectrum, which was taken
10–15 min after initiation of the reaction and was never
more than 5% of PhSOMe.


With H2O2 in large excess over NaOH, [HO�
2 ] �


[NaOH], but we made the (small) correction13 by taking
the base dissociation constant Kb¼ 3� 10�3, and using
the equation


½HO�
2 � ¼


½NaOH�
1 þ Kb=½H2O2�


ð1Þ


We assume that Kb will not be significantly affected
by dilute MeCN or EtCN and H2O2 acts as its own
buffer.2c


All the reactions give good linear plots of absorbance
against time for much of the reaction, but there is
uncertainty in the absorbance after complete reaction of
PhSMe, in part because of bubbling, but also because of
the continuing decomposition of H2O2, which should be
relatively unimportant (Experimental). For reaction in
5 vol.% MeCN, 0.1 M H2O2 and 0.001 M NaOH, oxidation
of PhSMe is complete within ca 100 s, and in that time
with no PhSMe the absorbance decreases by 0.001 and
0.0006 at 270 and 280 nm, respectively. Decreases in
absorbance due to oxidation of PhSMe shown in Fig. 1
are very much larger than those due to decomposition of
H2O2, and some of the data points have been omitted for
clarity. These figures also illustrate how the extents of
linearity in plots of absorbance against time depend on
reactant concentrations.


Values of k0 for reaction in MeCN–H2O are in given
Table 1 and those for reaction mediated by EtCN in
Table 2, with [EtCN] equivalent to [MeCN] in 5 vol.%
MeCN.
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The data in Table 1 show that k0 increases with
increasing [MeCN] and [HO�


2 ] and, except for a few
outlying points, values of k0/[MeCN][HO�


2 ] are not very
sensitive to [H2O2] or [PhSMe]. There are uncertainties
in k0 due to experimental limitations in following the
reaction spectrometrically, and difficulties in estimating
absorbances after complete oxidation of PhSMe (Experi-
mental). We assume that MeCN and EtCN are not
exerting significant kinetic solvent effects, and it is
difficult to decide whether effects of an increase in
[PhSMe] on values of k0 and k0/[MeCN][HO�


2 ] are real
or due to experimental error, because there are differ-
ences in k0 from experiments at different wavelengths.
However, with a few exceptions, values of k0/
[MeCN][HO�


2 ] are within 10% of the mean value of
7.8� 10�4 l mol�1 s�1 (Table 1).


Slow reactions with and without NaOH


There is a slow oxidation of PhSMe by H2O2 in H2O–
MeCN in the absence of NaOH, which gives only sulf-


oxide, and was monitored by 1H NMR spectroscopy
(Table 3). The extent of reaction is in the range expected
from data for reaction in H2O–t-BuOH5a and the rate
constant extrapolated from data for the acid-catalyzed
oxidation of 4-nitrothioanisole.14


The reaction was started in a neutral solution where
oxidation of PhSMe is slow and no MeCO�NH2 is
formed. After 5 min, 0.001 M NaOH was added to one
portion. All the PhSMe had been oxidized within 5 min
after addition of NaOH, the time required for acquisition
of the NMR spectrum, and with time PhSOMe was
converted into PhSO2Me (Table 3), although this reaction
does not necessarily involve the peroxyimidate.15 Acet-
amide is formed after addition of NaOH to an extent
greater than that expected in terms of oxidations of
sulfide and sulfoxide due to reaction of 1 with H2O2


8


(Table 3). The amounts of acetamide in parentheses are
calculated on the assumption that the overall formation of
PhSOMe generates 1 equiv. and of PhSO2Me 2 equiv. of
MeCONH2. The excess MeCONH2 increases sharply


Table 1. Reactions with MeCNa


MeCN (vol.%) [NaOH] [H2O2] 104[PhSMe] 106k0 104k0/[MeCN][HO2
�]


(M) (M) (M) (l mol�1 s�1) (l mol�1 s�1)


2.5 0.001 0.1 3.10 3.14 (3.24) 6.9
4.90 3.40 (3.25) 7.2


15.5 3.84 (3.44) 7.8
5.0 0.001 0.01 4.50 6.69 (7.11) 7.4


14.1 8.49 (7.87) 9.5
0.1 2.80 7.03 (7.42) 7.8


4.50 8.50 (8.67) 9.2
14.1 8.00 (7.61) 8.4


0.002 0.1 2.80 11.3 (12.1) 6.3
4.50 13.4 (13.6) 7.3


14.1 17.2 (15.5) 9.0
0.001 0.5 15.5 7.54 (7.29)b 7.8


1.0 15.5 7.18 (6.29)b 7.1
10.0 0.1 15.5 15.6 (14.3) 7.8


a Initial zero-order rate constants, l mol�1 s�1, followed at 280 nm (270 nm in parentheses unless specified otherwise).
b Followed at 300 nm (290 nm in parentheses).


Figure 1. Variation of absorbance at 270 nm with time for
reaction of thioanisole at 25.0�C, 0.1M H2O2, 0.001M NaOH
in H2O–MeCN (95:5, v/v) for 14.1�10�4 (*) and
2.80�10�4 (*) M PhSMe


Table 2. Reaction with propionitrilea


104[PhSMe] (M) 2.81 4.50 16.5
106k0 (l mol�1 s�1) 9.07 (10.3) 10.50 (9.88) 11.5


a At 25�C, 6.83 vol.% EtCN, 0.1 M H2O2 and 0.001 M NaOH. Rates were
measured at 280 nm (270 nm in parentheses).


Table 3. Products without and with NaOHa


Time (min) PhSMe PhSOMe PhSO2Me MeCONH2


5b 87 13
20b 60 40
10 65 35 188 (135)
15 27 73 333 (173)
35 100 1060 (200)


a Mole % of reactants and products, at 25�C, 5 vol.% MeCN, 0.1 M H2O2,
0.001 M PhSMe and 0.001 M NaOH.
b Without NaOH.
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towards the end of the reaction, which is the MeCN-
promoted decomposition of H2O2.8


Kinetic form


The linearity of the plots of absorbance against time
(Fig. 1), provided that [PhSMe] is sufficient for quanti-
tative trapping of intermediate 1, is as expected for the
reactions in Scheme 1, and is inconsistent with significant
contributions by other reactions.


Decomposition of peroxyimidate, 1, by reaction with
H2O2 should generate 1O2, which should rapidly oxidize
PhSMe,7,11 but there is also unproductive conversion
of 1O2 into 3O2, and partitioning should depend on
[PhSMe], which would preclude the observation of
zeroth-order kinetics and the rate of formation of 1O2


would depend on [H2O2]. We conclude that this reaction
path could, at most, make only a minor contribution to the
oxidation of PhSMe. The direct oxidation of PhSMe by
H2O2, or formation of a peroxyimidic species from non-
ionic H2O2 and MeCN, appear to be much slower than the
reactions at higher pH (Tables 1 and 3). However,
reaction of H2O2 with PhSMe (Table 3) should be first
order rather than zeroth-order in [PhSMe], and might
make a minor contribution at higher [PhSMe], although
the rate would also depend significantly on [H2O2] and
we see no such effect (Table 1).


Decomposition of H2O2


In agreement with existing evidence, the rate of decom-
position of H2O2, v l mol�1 s�1, depends on [MeCN] and
[HO�


2 ], but not on [H2O2], and similar values are obtained
titrimetrically and spectrophotometrically (Table 4).


Provided that PhSMe traps peroxyimidate, 1, quantita-
tively, the rate of oxidation, k0 (Table 1), should be half
the rate, v, in the absence of PhSMe (Table 4), but the
relative values are 1.6:1, based on a mean value of v/
[MeCN][HO�


2 ]¼ 12.4� 10�4 l mol�1 s�1 as compared
with k0=[MeCN][HO�


2 ]¼ 7.8� 10�4 l mol�1 s�1. Sev-
eral factors may account for this discrepancy, by making


oxidation faster or decomposition of H2O2 slower than
expected from the reactions shown in Scheme 1.


There is a direct reaction of H2O2 with PhSMe, which
from other data we expect to be of minor importance
except with the highest [PhSMe], and if we exclude these
values (Table 1) the ratio increases to 1.8:1, which is
almost within the scatter of the data.


Another possibility is that we are underestimating the
rate of the reaction of HO�


2 with MeCN in the absence of
PhSMe, and two factors could be involved. First, the
formation of peroxyimidate, 1, may be reversible, but its
trapping by PhSMe is generally faster than reversion to
HO�


2 and MeCN, and decomposition by attack of H2O2 is
not fast enough to prevent some return in the absence of
PhSMe. Second, the decomposition of peroxy acids
involves attack of a peroxy anion on the peroxy acid,
e.g. reaction of H2O2 with anionic peroxyimidate,15 but
in the absence of PhSMe, [peroxyimidate] may be such
that decomposition involves reaction of peroxyimidic
acid and peroxyimidate. In that event, the rate of decom-
position of H2O2 would be the rate of formation of
peroxyimidate, 1, rather than twice that rate as in the
classical reaction in the absence of PhSMe.8


We cannot distinguish between these explanations and
in view of the uncertainties in the rate data (Table 1) the
discrepancies between the two sets of data may not be
real.


Reactivity of peroxyimidates


Peroxyimidates react rapidly with alkenes and sulfides9,10


and the observation of zeroth-order kinetics in the oxida-
tion of PhSMe shows that peroxyimidates, or the imidic
acids, are considerably more reactive than typical peroxy
acids. Sulfide oxidations by peroxycarboxylic acids and
by peroxymonosulfate ion are first order in sulfide and
can be followed by conventional methods.1,12,16,17 For
example, oxidations by the peroxocarbonate ion are first
order in sulfide and can be followed readily at room
temperature,3 and for oxidation of PhSMe by 10�4


M


HSO�
5 , t0.5 � 11 s at 25.0�C and the reaction is first order


in sulfide.17


Table 4. Acetonitrile-mediated decomposition of H2O2
a


MeCN 103[NaOH] 103[HO�
2 ] 106v 104v/[MeCN][HO�


2 ]
(vol.%) (M) (M) (l mol�1 s�1) (l mol�1 s�1)


5 1.0 0.97 12.0, 10.7b 12.9, 11.5b


5 2.0 1.94 21.0 11.8
5 1.0 0.99 11.7c 12.6


10 1.0 0.97 22.6 12.1
10 2.0 1.94 48.2 12.7


a At 25�C and 0.1 M H2O2 unless specified otherwise.
b Calculated from four points and immediate titration, rates are measured spectrometrically are 12.5 (	0.1)� 10�6 l mol�1 s�1 at 270 and 280 nm.
c In 0.5 M H2O2, initial rate determined spectrometrically is 12.8 (	0.02)� 10�6 l mol�1 s�1 at 270 and 280 nm.
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Competition between substituted thioanisoles is fa-
vored by electron-donating substituents with �¼ 1.0,10a


showing that oxidation by the peroxyimidate is activated
and therefore much slower than a diffusion-controlled
reaction.


The high reactivity of peroxyimidate, relative to other
peroxy acids, also applies to alkene epoxidation.9 We do
not know the source of the high reactivity, but the
hydroperoxy group loses a hydrogen ion in the course
of reaction and may be favored by the imidic nitrogen.


Our kinetic data are consistent with the preparative
results,10b and Payne et al.9 have noted the desirability of
avoiding high pH in these nitrile-mediated reactions with
alkenes. Various groups have successfully used K2CO3 to
control the pH in epoxidations and sulfide oxidations,10


although here there may have been a contribution of
reaction with peroxocarbonate, especially in organic
solvents.3 The problem with using high pH may be that
alkali promotes decomposition of H2O2 rather than af-
fecting formation and reaction of the peroxyimidate.


Reaction with benzonitrile


The oxidation of 0.001 M PhSMe and 0.01 M H2O2 was
examined in an aqueous mixture with 0.04 M PhCN. With
no NaOH the mixture remained turbid for up to 4 h at
room temperature, but with 0.001 M NaOH it clarified
within 3 min and we saw 1H NMR signals of the CH3


group of PhSOMe and PhSO2Me within the time (10 min)
required for signal acquisition. The reaction occurs read-
ily, despite the heterogeneous conditions, and Payne
et al.9 had noted that epoxidation of cyclohexene in
MeOH is faster with PhCN than with MeCN. We could
not use absorption spectroscopy to follow this reaction
and 1H NMR signals of the products in the aromatic
region are obscured by those of PhCN.


CONCLUSIONS


Reactions of HO�
2 with nitriles generates peroxyimidates,


which are rapidly trapped by PhSMe forming sulfoxide
and subsequently sulfone. In aqueous solutions of MeCN
or EtCN formation of sulfoxide is significantly faster than
the competing reaction of H2O2 with peroxyimidate.
Except with very dilute PhSMe, the rate of oxidation is
that of formation of peroxyimidate, but as [PhSMe]
decreases trapping is no longer quantitative and the rate
of oxidation is no longer independent of [PhSMe].


The rate of reaction of HO�
2 and MeCN in the absence


of PhSMe, giving O2þMeCONH2, is higher than that
with PhSMe by a factor of 1.6, although a factor of 2
would be expected, and there may be minor contributions
from other oxidative reactions.
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ABSTRACT: In the crystal structures of O,O-diphenyl 1-(3-phenylthioureido)pentanephosphonate (1) and O,O-
diphenyl 1-(3-phenylthioureido)butanephosphonate (2) analysed here, bifurcated H-bonds within R2


1(6) motifs are
formed. It seems that such interactions play a crucial role in the crystal architecture. This is supported by ab initio
MP2/6–311 �� G** calculations on simple, modelled complexes of urea, thiourea and their derivatives with water,
where the oxygen atom of water molecule is the bifurcated proton-accepting centre. The calculations show that single
H-bonds within bifurcated systems are of medium strength (2.7–3.6 kcal mol�1). The topological parameters obtained
from the Bader theory are applied for the analysis of these bifurcated H-bonds. Copyright  2003 John Wiley & Sons,
Ltd.


KEYWORDS: bifurcated H-bonds; ab initio calculations; Bader theory; bond critical points
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Hydrogen bonds belong to the most important interac-
tions which influence the arrangement of molecules in
crystals.1–4 The hydrogen-bond motifs found in organic
crystals were classified to be used in crystal engineering
and organic synthesis.1,5 Such a classification has led to
the term supramolecular synthons, many of which
involve different kinds of H-bonds such as O—H���O,
N—H���N, N—H���O, C—H���O, etc. A graph-set
approach has also been used to describe the topology of
motifs involving H-bonds.6 This topological treatment
yields a description of H-bonded systems. The following
main patterns may be pointed out: chains (C), rings (R),
intramolecular H-bonds (S) and finite dimers (D).
Additionally, the designator of the motif contains a
subscript which corresponds to the number of donors and
a supercript which corresponds to the number of
acceptors. For example, the R2


2(8) topological motif
designates a ring containing eight atoms with two donors
and two acceptors. This H-bonded pattern is one of the


most often formed motifs in crystals, for example, for
centrosymmetric dimers of carboxylic acids.7


Hydrogen bonds with a bifurcated donor and hydrogen
bonds with a bifurcated acceptor may exist.8 Studies on
such systems may be exemplified. The three-centre
hydrogen bond in diarylamides was investigated by IR,
1H NMR and crystallographic methods.9 Zimmerman
and Murray examined intermolecular three-centre hydro-
gen bonding in base-paring models and found that two-
centre H-bonds were more favourable than three-centre
H-bonds.10 X-ray analysis and solution studies support
the formation of the bifurcated hydrogen bonding motif
for these systems. IR data for some of dipeptides
indicated that three-centre interaction is less energetically
favourable than a two-centre H-bond.11,12 The IR and 1H
NMR spectra of solutions containing 2,6-disubstituted
phenol derivatives with strong intramolecular H-bonds
confirmed the existence of the bifurcated H-bonds in the
liquid state.13


The aim of this paper is to describe bifurcated N—
H���O hydrogen bonds with two N—H donors and one
oxygen-accepting centre. Such H-bonds were recently
found, for example, for the crystal structures of O,O-
diphenyl N-phenylthioureidoalkanephosphonates14,15


and may be partly described in terms of R2
1(6)


topological motifs (Scheme 1).
Different topological motifs were described according


to their frequency of occurrence and according to their
probabilities of formation16 and it was found that the
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R2
1(6) motif occurs frequently in organic crystals.


Similar H-bonded patterns to that presented in Scheme
1 were found in proteins but one of the N—H donors is
replaced by a C—H bond. Hence in the case of the
structure of proteins the R2


1(6) motif contains N—H and
C—H donating bonds and an oxygen acceptor belonging
to a C=O carbonyl group.8,17


In this study, the crystal structures of O,O-diphenyl 1-
(3-phenylthioureido)pentanephosphonate (1) and O,O-
diphenyl 1-(3-phenylthioureido)butanephosphonate (2)
were analysed. Both of them contain the above-
mentioned H-bond patterns. Additionally MP2/6–
311 �� G** calculations were performed for simple
modelled complexes containing R2


1(6) motifs with two
N—H donors and an oxygen atom as an accepting centre.
The relationships between geometric and energetic
parameters of the calculated systems are also given for
a better understanding of the interactions that occur in the
more complicated crystal structures. The Bader theory18


was also applied to gain a better insight into the nature of
bifurcated H-bonds. Such systems are analysed in terms
of properties of bond critical points (BCPs).


0120-*(0+,��


Colourless crystals [0.5 � 0.5 � 0.2 mm (1) and 0.5 �
0.3 � 0.25 mm (2)] were used for measurements on a
Rigaku AFC5S diffractometer.19 X-ray intensities were
collected using graphite monochromatized Cu K� radia-
tion and � scan. After each group of 150 reflections three
standard intensities were monitored and no evidence of
crystal decay was observed. All data were corrected for
Lorentz and polarization factors.20 Absorption correc-
tions21 were applied: minimum and maximum transmis-
sion factors were 0.41495, 0.69225 for 1 and 0.48439,
0.65465 for 2, respectively. The structures were solved
by direct methods (SHELXS-86)22 and refined on F2 by
full-matrix least-squares calculation (SHELXL-93).23 All
non-hydrogen atoms were refined anisotropically. All H
atoms of the phenyl, methyl and methylidene groups in 1
and 2 were geometrically placed and refined using the


riding model with isotropic displacement parameters
equal to 1.2Ueq of the attached C atom (except for
methyl-H atoms for which Uiso amounts to 0.18 in 1 and
0.15 in 2). All other hydrogen atoms were located in
difference maps and refined isotropically with the N2—
H2 distance restrained to 0.87(3) Å in 1. The geometries
of N—H bonds and H-bonds for 1 and 2 after neutron
normalization are applied in the further analysis in this
study.


The crystal data and some features of the structure
refinement are summarized in Table 1. The other crystal
data and geometric parameters (bond lengths and angles)
have been deposited at the Cambridge Crystallographic
Data Centre with reference numbers CCDC 188439 and
CCDC 188440 for 1 and 2, respectively.


��(2/,�,*�+�� .0,�*�"


All computations were performed using the Gaussian
9424 and Gaussian 9825 sets of programs. Calculations in
the framework of the MP226 theory were carried out on
H-bonded complexes of urea and thiourea derivatives
with water. The binding energy was calculated as the
difference between the total energy of the complex and
the sum of the total energies of isolated monomers.27


Basis set superposition error (BSSE) was corrected by the
counterpoise method of Boys and Bernardi.28 Geometries
of monomers and complexes were fully optimized. All of
the computations employed the 6–311 �� G** basis set.
The inclusion of diffuse components in the basis is a clear


"���� �
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1 2


Formula C24H27N2O3PS C23H25N2O3PS
M 454.51 440.48
T (K) 293(2) 293(2)
Crystal system Triclinic Triclinic
Space group P-1 P-1
a (Å) 9.943(1) 9.873(1)
b (Å) 10.841(1) 10.626(1)
c (Å) 11.734(1) 11.709(1)
� (°) 92.64(1) 91.39(1)
� (°) 102.38(1) 102.44(1)
� (°) 103.82(1) 104.57(1)
V (Å3) 1193.3(2) 1157.0(2)
Z 2 2
Dc (g cm�3) 1.265 1.264
� (mm�1) 2.059 2.108
2 � range 7.76–145.20 7.76–145.32
F(000) 480 464
No. of data collected 4777 4638
No. of data with I �2�(I) 3654 3270
No. of parameters varied 294 285
R 0.0495 0.0403
wR 0.1483 0.1158
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requirement to describe hydrogen-bonded systems ade-
quately.


Topological properties of the electronic density were
characterized using the atoms-in-molecules (AIM) meth-
odology.18 By means of the AIMPAC series of
programs,29,30 the bond critical points were located.
Information on the relative strength of the linkage can be
obtained in terms of electron density at proton���acceptor
(H���Y) bond critical point (�H���Y), and in terms of the
Laplacian (�2�H���Y).


-0"/�," �+. .*"�/""*�+
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It was found earlier14,15 for thioureidophosphonate
derivatives that bifurcated H-bonds dominate in the
crystal architecture of these compounds. For the above-
mentioned structures the following patterns may be
pointed out: R2


2(14), R2
2(10) and R2


1(6). A similar
situation occurs for the crystal structures of O, O-
diphenyl 1-(3-phenylthioureido)pentanephosphonate (1)
and O, O-diphenyl 1-(3-phenylthioureido)butanephos-
phonate (2) (Fig. 1) investigated here. In both structures
the oxygen atom designated O1 (Figs 1 and 2) is a
bifurcated acceptor for two N—H���O bonds, N1—
H1���O1� and N2—H2���O1� (prime means the symmetry
relation for structures 1 and 2). For such an interaction the
simple R2


1(6) motif may be indicated (Scheme 1)
consisting of the following atoms: H1—N1—C1—
N2—H2���O1� (Fig. 1). For 1 and 2 R2


2(14) patterns also
exist within dimers (Fig. 1), created by two symmetry-
related fragments: H1—N1—C1—N2—C2—P1—O1
and H1�—N1�—C1�—N2�—C2�—P1�—O1�. Moreover,
N2—H2���O1� bonds exist within R2


2(10) patterns which
consist of two fragments related by symmetry: H2—
N2—C2—P1—O1 and H2�—N2�—C2�—P1�—O1� (Fig.
1).


The geometry of the bifurcated R2
1(6) motifs is in


accordance with those of related structures reported
earlier.14,15 It is interesting that the H1���H2 intramol-
ecular contacts within the bifurcated system are 2.17 and
2.03 Å for 1 and 2, respectively; the values are slightly
shorter than the sum of van der Waals radii. This may be
justified since both hydrogen atoms are connected with
the same oxygen atom-accepting centre.


Table 2 presents the geometry of N1—H1���O1� and
N2—H2���O1� hydrogen bonds existing in the crystal
structures. Both N—H���O interactions within the R2


1(6)
bifurcated motifs of 1 and 2 are not mutually related by
symmetry but they are practically equivalent. The donor–
acceptor distance (N���O) for all H-bridges is about 2.9 Å,
while the N—H���O angle ranges from 144 to 153°, far
from linearity as justified for bifurcated systems.


�
 ������ �������


One of the aims of the present study was to investigate in
detail the bifurcated (N—H)2���O bonds existing within
the crystal structures reported here. Since such interac-
tions play a crucial role in the architecture of crystals
investigated in this study, it would be interesting to know
more about the nature of such H-bonds. Hence MP2/6–
311 �� G** calculations were performed on simple
modelled complexes of urea and thiourea with water.
Additionally, the complexes of fluoro and chloro
derivatives of urea and thiourea with water were taken
into account. For all systems investigated two N—H
donors exist and the oxygen atom of water is an acceptor.
For some cases there is a bifurcated motif (Scheme 2).


R1 and R2 in Scheme 2 designate H, F and Cl atoms
and R3 an oxygen or sulphur atom. For systems for which
R1 = R2 = H (or Cl) the calculations show the approxi-
mate twofold axis symmetry (the axis contains R3, C and
O atoms); for example, the differences between corre-
sponding bonds are �0.01 Å and for the complex of urea
with water they are �0.001 Å. For systems for which R1


or/and R2 is fluorine there are two-centre hydrogen bonds
and bifurcated motifs are not observed. For two


4�)��� �& '��( 	
 ��� ����� 	
 )�* +�+!�������� �!)�!
���������	$����	*���������	��	���� )�* ��� ),* +�+!
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complexes, (NH2)CO(NHCl) � H2O and (NH2)CS
(NHCl) � H2O, there are R2


1(6) non-symmetric motifs.
We see that there are three types of interactions for this
set of complexes: approximately symmetrical bifurcated,
non-symmetrical bifurcated and two-centre H-bonds.
Selected geometric and energetic parameters of the
complexes optimized at the MP2/6–311 �� G** level
are shown in Table 3. The H-bond energies or binding


energies corrected for the basis set superposition error are
given in the last column. Since bifurcated H-bonds are
symmetrical, the energies given in Table 3 are those of
single N—H���O interactions. In other words, the H-bond
energies of the symmetrical systems mentioned above are
the differences between the energies of complexes and of
isolated molecules divided by two. For the remaining
systems for which two-centre H-bonds or non-sym-
metrical bifurcated motifs exist the binding energies are
given in Table 3; it means that there are the differences
between the energies of complexes and the energies of
monomers. All systems, both symmetrical and non-
symmetrical, were fully optimized during the calcula-
tions. The absence of imaginary frequencies (negative
eigenvalues of the Hessian matrices) confirmed that for
the optimized systems true minima were found.


The results presented above show that the nature of the
R1 and R2 substituents within (NHR1)CO(NHR2) and
(NHR1)CS(NHR2) molecules strongly affect the type of
intermolecular pattern. For the 1 and 2 structures
investigated here there are bifurcated motifs with
practically equivalent N—H���O H-bonds in spite of
different substituents attached to CS groups. It is
reasonable to assume that packing and symmetry
conditions in the crystals are responsible for the existence
of such patterns.


Figure 3 presents the molecular graph of the
O=C(NH2)2���OH2 complex for which the symmetrical
bifurcated motif is observed. The bond critical points
(BCPs) and the ring critical point (RCP) are shown. There
are two critical points corresponding to H���O interactions
between water molecules and urea. Figure 4 shows the
molecular graph of the S=C(NH2)(NFH)���OH2 com-
plex. The positions of atoms and critical points are


4�)��� 3& -��$%�$�� 	
 )�* � ��� ),* 3 (��� ��	� ��,������
%����. �����%����� �����	�� ��� ���(� �� ��� � /
��	,�,����� �����


"���� 3


,�
�� 3& 0�	����� 	
 ��� ����	��� ,	�� 
	� � ��� 3 �
��� ��$��	� �	���������	� 
	� ��	�	�!�	������ ,	��1 �������2 �3�
��� ��
Compound D—H���A d (D—H) (Å) d (H���A) (Å) d (D���A) (Å) �(DHA) (°)


1 N1—H1���O1 1.009 2.039 2.915(2) 143.8
N2—H2���O1 1.009 1.990 2.914(3) 151.0


2 N1—H1���O1 1.009 1.961 2.896(2) 153.1
N2—H2���O1 1.009 1.989 2.910(2) 150.7
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presented within the graph. For this case the situation is
more complicated. The water molecule behaves as a
single proton acceptor and also a proton donor to one of
the amino groups of thiourea. A similar situation is
observed for other ‘non-bifurcated’ systems. In other
words, for such systems the binding energies presented in
Table 3 do not correspond directly to two-centre N—
H���O H-bonds but they also contain the O(water)—
H���N(urea or thiourea derivative) interactions.


The results mentioned above and presented in Table 3
indicate roughly the dependences known for typical
conventional O—H���O bonds31,32 and also known for
non-conventional C—H���X bonds.8,33 The stronger the
H-bond the greater is the lengthening of the N—H


,�
�� �& 0�	�����% ��� ��������% ��������� 	
 ��� 4!,	���� ���� %	�������2 564 ��	�	� �	������ ,	�� ������� 4���+
�����%�� 564���+ ������ 4���4 �����%� ��� 4!,	�� 	� ,������ ������� 748


Substituents Proton donors N—H (Å) H���O (Å) N—H���O (°) H���H (Å) EHB (kcal mol�1)


H,H (C=O)a (NH2)2 1.011 2.225 143.9 2.263 �2.68
F,F (C=O)b NHF 1.026 1.934 174.9 2.639 �7.05
Cl,Cl (C=O)a (NHCl)2 1.016 2.109 143.5 2.137 �3.56
H,F (C=O)b NHF 1.024 1.999 171.0 2.483 �5.70
H,Cl (C=O)c NHCl 1.016 2.044 157.3 2.163 �5.95


(NH2) 1.011 2.227 148.4
F,Cl (C=O)b NHCl 1.023 1.913 157.2 2.514 �7.23
H,H (C=S)a (NH2)2 1.012 2.190 146.6 2.226 �3.06
F,F (C=S)b NHF 1.027 1.917 172.7 2.656 �6.96
Cl,Cl (C=S)a (NHCl)2 1.018 2.079 147.6 2.041 �3.61
H,F (C=S)b NHF 1.026 1.965 168.4 2.454 �6.41
H,Cl (C=S)c NHCl 1.019 1.959 187.4 2.175 �6.67


(NH2) 1.013 2.441 124.8
F,Cl (C=S)b NHCl 1.026 1.880 158.0 2.600 �7.20


a Bifurcated approximately symmetrical systems.
b Two-centre H-bonds.
c Bifurcated non-symmetrical systems.


4�)��� �& 9	��%$��� ����� 	
 +:�)54"*"���+4" %	����3.
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�54� ���%��	� ������ �� 4���+ %	���%�� �4���+� ��� =����%���
	
 ���� �������� �"�54 ��� �"�4���+� ����%������ )���
���$� �� �$1 $,���$��� (����� ����	 ��	$� ��� ����� ��
��� &�� %	�$��1 ��� 	���� 	
 564���+ ������%��	� � ���
��� � 
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Substituents �NH �2�NH �H���O �2�H���O


H,H (C=O) 0.334 �1.690 0.014 0.052
F,F (C=O) 0.330 �1.832 0.026 0.096
Cl,Cl (C=O) 0.333 �1.747 0.018 0.067
H,F (C=O) 0.333 �1.815 0.023 0.084
H,Cl (C=O) 0.334 �1.747 0.020 0.076


0.334 �1.691 0.014 0.051
F,Cl (C=O) 0.325 �1.771 0.027 0.099
H,H (C=S) 0.333 �1.699 0.015 0.055
F,F (C=S) 0.328 �1.826 0.027 0.099
Cl,Cl (C=S) 0.332 �1.741 0.019 0.072
H,F (C=S) 0.330 �1.815 0.025 0.090
H,Cl (C=S) 0.330 �1.765 0.024 0.091


0.333 �1.653 0.010 0.035
F,Cl (C=S) 0.322 �1.770 0.029 0.105
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donating bond and the shorter is the H���O intermolecular
contact. Table 3 also shows the H���H intramolecular
distances which are in agreement with the corresponding
distances for the crystal structures presented above. For
the crystal structures such contacts are 2.17 and 2.03 Å
for 1 and 2, respectively. For calculated systems these
distances are in the range 2.04–2.26 Å for bifurcated
systems and 2.45–2.66 Å for systems with two-centre H-
bonds.


Table 4 presents the properties of the bond critical
points (BCPs): the electron densities of BCPs of the N—
H donors, �NH, the electron densities of H���O BCPs,
�H���O, and their Laplacians, �2�NH and �2�H���O,
respectively. The topological parameters have been used
previously for the description of the nature of bifurcated,
three-centre hydrogen bonds.34 Different compounds
were chosen in the above-mentioned study and all the
systems were optimized at the B3LYP/6–31G* level. The
authors pointed out that for three-centre HBs there are
two BCPs with similar characteristics of � and �2�;
bifurcated H-bonds are energetically weaker than the
typical hydrogen bonds.


It is well known that the electron density at H���Y BCP
(Y is the acceptor of proton) correlates with H-bond
energy.35–37 However, such a correlation is usually
fulfilled for homogeneous samples of complexes.38


Figure 5 shows the linear relationship between �H���O


and H-bond energy for the modelled systems investigated
here; the correlation coefficient is 0.978. The non-
symmetrical bifurcated systems were excluded from the
sample of complexes here. This correlation is observed in
spite of the fact that for some systems the binding energy
also contains a slight energetic contribution of N���H—O
interaction where the water molecule is a donor of proton
(Fig. 4). We see that for the complexes investigated here
the electron density at BCP is an even more convenient
measure of H-bond strength since all intermolecular
H���O contacts may be analysed separately. Ab initio or
DFT results provide binding energies which represent the
energies of single H-bonds if the bifurcated motif is
symmetrical (contains equivalent H-bonds) and no other
H-bonds within systems exist.


The proton���acceptor distance is often treated as a
geometrical measure of the H-bond strength, especially
for homogeneous samples of complexes.2,3,8 Figure 6
shows the correlation between the electron density at
H���O BCP and H���O distance. The linear correlation
coefficient is 0.984 and for the polynomial regression of
the second degree the correlation coefficient is 1.000. The
better polynomial correlation may be explained by the
exponential or polynomial character of intermolecular
interactions for which there is no linear dependence
between the strength and the distance.


��+��/"*�+"


The crystal and molecular structures of O,O-diphenyl 1-
(3-phenylthioureido)pentanephosphonate (1) and O,O-
diphenyl 1-(3-phenylthioureido)butanephosphonate (2)
were analysed, showing the existence of bifurcated
(N—H)2���O H-bonds with a bifurcated accepting oxygen
atom. Such interactions are very important for the
stabilization of crystal networks. It may be assumed that
packing forces in the crystals are responsible for the
existence of such patterns.


Ab initio calculations at the MP2/6–311 �� G** level
for the modelled systems show that the energy of single
N—H���O interactions for symmetrical bifurcated sys-
tems is in the range � 2.7 to 3.6 kcal/mol�1


(1 kcal = 4.184 kJ); the corresponding energies of non-
symmetrical complexes are approximately two times
greater (Table 3). This means that H-bond energies
within R2


1(6) motifs may be additive. This observation is
supported by the results of topological calculations
within the AIM scheme. The electron densities of BCPs
for H���O contacts are almost two times greater for non-
bifurcated than for bifurcated systems (Table 4).
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No. BW 505/251) is gratefully acknowledged.


-040-0+�0"


1. Desiraju GR. Crystal Engineering—The Design of Organic Solids.
Elsevier: Amsterdam, 1989.


2. Jeffrey GA, Saenger W. Hydrogen Bonding in Biological
Structures. Springer: Berlin, 1991.


3. Jeffrey GA. An Introduction to Hydrogen Bonding. Oxford
University Press: New York, 1997.


4. Steiner T. Angew. Chem., Int. Ed. Engl. 2002; 41: 48.
5. Desiraju GR. Angew. Chem., Int. Ed. Engl. 1995; 34: 2311.
6. Etter MC. Acc. Chem. Res. 1990; 23: 120.
7. Leiserowitz L. Acta Crystallogr., Sect. B 1976; 32: 775.
8. Desiraju GR, Steiner T. The Weak Hydrogen Bond in Structural


Chemistry and Biology. Oxford University Press: New York, 1999.
9. Parra RD, Zeng H, Zhu J, Zheng C, Zeng XC, Gong B. Chem. Eur.


J. 2001; 7: 4352.
10. Zimmerman SC, Murray TJ. Tetrahedron Lett. 1994; 35: 4077.
11. Yang J, Gellman SH. J. Am. Chem. Soc. 1998; 120: 9090.
12. Yang J, Christianson LA, Gellman SH. Org. Lett. 1999; 1: 11.
13. Bureiko SF, Golubev NS, Pihlaja K. J. Mol. Struct. 1999; 480–481:


297.
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ABSTRACT: The chiral ester (S)-1-(4-methylphenyl)ethyl pentafluorobenzoate, (S)-1-OC(O)C6F5, was prepared
and a value of krac = 8.5 � 10�7 s�1 was determined for the rate constant for its racemization to (R)-1-OC(O)C6F5 in
50:50 (v/v) trifluoroethanol–water (I = 0.50, NaClO4). This rate constant is 12 times smaller than ksolv = 1.06 � 10�5


s�1 for the stepwise solvolysis of 1-OC(O)C6F5, which shows that inversion of the ion-pair intermediate is a
relatively rare event during solvolysis in a largely aqueous solvent, and two times smaller than kiso = 1.6 � 10�6 s�1


for degenerate isomerization which exchanges the position of the ester bridging and non-bridging oxygens of
1-OC(O)C6F5. A simple relationship is derived between the empirical rate constant ratio krac/kiso and the microscopic
rate constants for reaction of the ion-pair intermediate within its solvation shell. Substitution of estimated rate
constants for reactions of the 1-(4-methylphenyl)ethyl carbocation–pentafluorobenzoate anion pair into this equation
gives ki = 1.5 � 1010 s�1 for inversion of the chiral ion pair, which is similar to k�d = 1.6 � 1010 s�1 for its separation
to free ions. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: reaction dynamics; chiral ion pairs; racemization; solvolysis; (S)-1-(4-methylphenyl)ethyl penta-
fluorobenzoate
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The experimental protocols for the detection of the
reactions of carbocation–anion pair intermediates of
solvolysis reactions are well developed.1 However, there
is still great potential for using these protocols along with
modern analytical methods for product analysis to detect
ion-pair reactions during solvolysis. These experimental
results may then be combined with recent studies of ion
pair dynamics to obtain estimates for absolute rate
constants for reactions of ion pairs within their solvent
cages.2–5 For example, we have determined a value of
k�d � 1.6 � 1010 s�1 for the rate constant for separation
of ion pair intermediates to free ions during solvolysis of
ring-substituted 1-phenylethyl derivatives in 50:50 (v/v)
water–trifluoroethanol.6 This rate constant has served as a
‘clock’ to estimate the following rate constants for


reactions that occur within the solvation shell of ion pair
intermediates of solvolysis:


1. a value of kr = 1 � 1011 s�1 found for reorganization
of the ion pair intermediate of solvolysis of ring-
substituted 1-phenylethyl thionobenzoates which is a
step in the O → S isomerization reaction of this
substrate;4


2. a value of k�1 = 7 � 109 s�1 found for internal return
of the ion pair intermediate of solvolysis of 1-(4-
methylphenyl)ethyl pentafluorobenzoate to the neutral
ester, which is a step in the degenerate exchange
reaction of oxygen-18 label between the ester bridging
and non-bridging positions.5


Our set of rate constants for reactions of the ion-pair
intermediate of solvolysis of 1-(4-methylphenyl)ethyl
pentafluorobenzoate in 50:50 (v/v) water–trifluoroetha-
nol within the surrounding solvent cage is nearly
complete;4–6 all that is missing is the rate constant ki


for inversion of the chiral ion pair intermediate of
solvolysis of chiral 1-(4-methylphenyl)ethyl pentafluoro-
benzoate. We report here the synthesis (S)-1-(4-methyl-
phenyl)ethyl pentafluorobenzoate and the results of
experiments which show that this compound undergoes
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racemization in 50:50 (v/v) water–trifluoroethanol 12-
times slower than solvolysis, but only two times slower
than scrambling of the 18O label between ester-bridging
and non-bridging positions determined in earlier work.5


Combining these rate data with results from earlier work
gives a value of ki = 1.5 � 1010 s�1 for the rate constant
for interconversion of the S and R forms for the
carbocation–anion pair intermediate of solvolysis of
(S)-1-(4-methylphenyl)ethyl pentafluorobenzoate.


/0(/)*$/+!12


���������	 Pentafluorobenzoyl chloride, p-methylaceto-
phenone, europium tris[3-(heptafluoropropylhydroxy-
methylene)]-(�)-camphorate and (S)-(�)-2,2,2-trifluoro-
1-(9-anthryl)ethanol were purchased from Aldrich and
used without purification. All other chemicals were of
reagent grade and were used without purification.



������ ���������	 The chemical shifts of 1H NMR
spectra for routine characterization of the products of
chemical synthesis were referenced to CHCl3 at
7.27 ppm. Racemic 1-(4-methylphenyl)ethyl penta-
fluorobenzoate was prepared from 1-4-(methyl-
phenyl)ethyl alcohol and pentafluorobenzoyl chloride
by adaptation of a published method that is described in
greater detail below for the synthesis of the chiral ester.7


(S)-1-(4-Methylphenyl)ethyl alcohol [(S)-1-OH] was
prepared by reduction of p-methylacetophenone with
(�)-B-chlorodiisopinocamphenylborane [(�)-DIP-chlor-
ide].8 The crude reaction product was purified by silica
gel column chromatography eluting with hexane–diethyl
ether to give the final product in a yield of 90%. 1H NMR
(400 MHz, CDCl3), � 7.26, 7.15 (A2B2, 4H, J = 8 Hz,
C6H4Me) 4.86 (q, 1H, J = 6 Hz, CH), 2.34 (s, 3H,
ArCH3), 1.48 (d, 3H, J = 6 Hz, CH3).


(S)-1-(Methylphenyl)ethyl pentafluorobenzoate [(S)-1-
OC(O)C6F5)] was prepared by adaptation of a published
procedure.7 (S)-1-OH (14.7 mmol) was reacted with 1.7
molar equiv. of pentafluorobenzoyl chloride in pyridine
with stirring at 0°C for 30 min, followed by 60 min at
room temperature. The reaction was quenched with cold
NaHCO3 (100 ml, 0°C) and the ester was extracted into
diethyl ether. The ethereal solution was washed with
dilute HCl, 5% aqueous NaHCO3 and saturated sodium
chloride and then dried over MgSO4. The crude reaction
product was purified by silica gel chromatography eluting
with 95:5 hexane–diethyl ether, and then recrystallized
twice from diethyl ether–hexane to give a final yield of
7%; m.p. 34–34.2°C; 1H NMR (400 MHz, CDCl3), �
7.31, 7.14 (A2B2, 4H, J = 8 Hz, C6H4Me), 6.12 (q, 1H,
J = 6 Hz, CH), 2.35 (s, 3H, ArCH3), 1.67 (d, 3H, J = 6 Hz,
CH3). Anal. (C16H11F5O2) C,H. Calc: H (3.36%), C
(58.19%) Found H (3.35%), C (58.25%).


�� ��� ��������	 1H NMR spectra were recorded on a


JEOL AL-400 FT-NMR spectrometer operating at
400 MHz. The chemical shifts are reported relative to a
value of � = 7.15 ppm for the solvent C6D6. The benzylic
protons of 1-OC(O)C6F5 and 1-OH were subjected to
homonuclear decoupling by irradiation of the corre-
sponding �-methyl protons during data acquisition.
Spectra (32 000 data points) were obtained using a
sweep width of 4000 Hz centered at the benzylic proton,
a 90° pulse angle, an acquisition time of 8 s and a 60 s
relaxation delay between pulses (200–400 transients) to
ensure complete relaxation of the benzylic proton.


Europium tris[3-(heptafluoropropylhydroxymethyl-
ene)-(�)-camphorate (30 mM) and (S)-(�)-2,2,2-tri-
fluoro-1-(9-anthryl)ethanol (0.1 M) were used as
chemical shift reagents to resolve the enantiomeric
protons of 1-OC(O)C6F5 and 1-OH, respectively. The
enantiomeric purities of 1-OC(O)C6F5 and 1-OH were
determined from the ratio of the integrated areas of the
spin-decoupled benzylic protons of the R- and S-
enantiomers determined for spectra in C6D6 that contains
the appropriate shift reagent.


������ ��������	 Solutions of (S)-1-OC(O)C6F5 in
50:50 (v/v) trifluoroethanol–water (I = 0.50, NaClO4)
were prepared by dissolving 30 mg of substrate in 1 ml of
acetonitrile and then adding this to 200 ml of 50:50 (v/v)
trifluoroethanol–water (I = 0.50, NaClO4) to give a final
substrate concentration of 0.5 mM. At a specified reaction
time the remaining substrate and reaction products were
extracted into 500 ml of diethyl ether and the ethereal
extract was washed with water, dried over MgSO4 and
evaporated. The substrate 1-OC(O)C6F5 was separated
from products 1-OH and 1-OTFE using a Recycling
Preparative LC-908 system from Japan Analytical
Industry, a JAIGEL-1H styrene polymer HPLC column
and eluting with CHCl3, and the solvent was stripped
from purified 1-OH and 1-OC(O)C6F5. These com-
pounds were dissolved in C6D6 and the appropriate shift
reagent was added for NMR analyses.


The rate constant for solvolysis of 1-OC(O)C6F5 was
determined by monitoring the disappearance of this
compound by HPLC.9 The pseudo-first-order rate con-
stant for the reaction was obtained from the slope of a
linear semi-logarithmic plot of reaction progress against
time.


)/�-2!�


A value of ksolv = 1.06 � 10�5 s�1 for solvolysis of the
ester 1-OC(O)C6F5 at 25°C in 50:50 (v/v) trifluoroetha-
nol–water (I = 0.50, NaClO4) was determined by moni-
toring the disappearance of this compound by HPLC.


Figure 1(A) shows the partial 1H NMR spectrum in
C6D6 of the benzylic proton of (S)-1-OC(O)C6F5 in
which coupling to the methyl protons has been eliminated
by using an inverse gated decoupling procedure (see
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Experimental). Figure 1(B) shows that 30 mM europium
tris[3-(heptafluoropropylhydroxymethylene)-(�)-cam-
phorate causes about a 0.2 ppm downfield shift in the
decoupled signal for this benzylic proton. Figure 1(C)
shows the spectrum, determined in the presence of the
shift reagent, of 1-OC(O)C6F5 remaining after solvolysis
for 36 h at 25°C in 50:50 (v/v) trifluoroethanol–water at
(I = 0.50, NaClO4). Two signals are now observed, a
major peak for the starting substrate (S)-1-OC(O)C6F5


and a minor peak for (R)-1-OC(O)C6F5 which forms by
racemization of 1-OC(O)C6F5 during the course of its
solvolysis reaction.


Table 1 lists the ratio of the peak areas (AR/AS) for the
R- and S-isomers of 1-OC(O)C6F5 determined at four
different times during the solvolysis of (S)-1-OC(O)C6F5


in 50:50 (v/v) trifluoroethanol–water (I = 0.50, NaClO4).
Table 1 also lists the following normalized areas: (1) the
normalized area (Anor)T for total remaining 1-
OC(O)C6F5 after solvolysis at 25°C in 50:50 (v/v)
trifluoroethanol–water (I = 0.50, NaClO4) at reaction


time t which is calculated as (Anor)T = e�kt, where
k = ksolv = 1.06 � 10�5 s�1; (2) the normalized areas for
(S)-1-OC(O)C6F5 [(Anor)S] and (R)-1-OC(O)C6F5


[(Anor)R], which were determined from the total normal-
ized area (A)T = (AR � AS) and the ratio (AR/AS).


�Anor�R � 0�5 e�ksolvt � e��2krac�ksolv�t
� �


�1�


Figure 2 shows the change in (Anor)R with time for the
reaction of (S)-1-OC(O)C6F5 at 25°C in 50:50 (v/v)
trifluoroethanol–water. The solid line shows the fit of the
data to Eqn. (1) derived for Scheme 1,10 using
ksolv = 1.06 � 10�5 s�1 determined by experiment and
krac = 8.5 � 10�7 s�1 determined by non-linear least-
squares analysis. The upper and lower dashed lines show
the fits obtained using values of krac that are 20% larger
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1.00
43200 0.0274 0.633 0.616 0.0169
81000 0.0846 0.426 0.392 0.034
129600 0.106 0.253 0.229 0.0242
172800 0.14 0.16 0.14 0.0197


a Ratio of the areas of the peaks for the benzylic protons of (R)-1-
OC(O)C6F5 and (S)-1-OC(O)C6F5 determined using a europium tris[3-
(heptafluoropropylhydroxymethylene)]-(�)-camphorate shift reagent.
b Normalized sum (Anor)T = (AR � AS) of the 1H NMR peak areas due to the
benzylic carbon of (R)-1-OC(O)C6F5 and (S)-1-OC(O)C6F5, calculated as
(Anor)T = e�kt, where k = ksolv = 1.06 � 10�5 s�1 for solvolysis of the ester.
c Normalized areas for the benzylic protons of (S)-1-OC(O)C6F5 [(Anor)S]
and (R)-1-OC(O)C6F5 [(Anor)R] calculated from (Anor)T = (AR � AS) and
(AR/AS).
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and 20% smaller, respectively, than the best fit value
from least-squares analysis. This shows that the variation
in the values of krac that provide an acceptable fit to these
data is � 20%.


The partial 1H NMR spectrum in C6D6 of the benzylic
proton of (S)-1-OH is shown in Fig. 3(A). Coupling to
the methyl protons was eliminated in this spectrum by
using an inverse gated decoupling procedure (see


Experimental). Figure 3(B) shows that 0.1 M (S)-(�)-
2,2,2-trifluoro-1-(9-anthryl)ethanol causes about a
0.1 ppm upfield shift in the decoupled signal for the
benzylic proton. Figure 3(C) shows the spectrum of
1-OH isolated as the major product of a 183 h reaction of
(S)-1-OC(O)C6F5 (	10 half-times) at 25°C in 50:50
(v/v) trifluoroethanol–water (I = 0.50, NaClO4). Separate
signals are observed for (S)-1-OH and (R)-1-OH and the
ratio of the integrated areas of the signals for the S- and
R- isomers is 1.0.


�*�.-��*,+


)����	� �	����	��


The high instability and short lifetimes of carbocation–
anion pairs in aqueous solution create difficult problems
for the design of experiments to determine rate constants
for their reorganization in this solvent:


1. The products of reorganization of ion pairs can be
observed experimentally when the product is ‘trapped’
by internal return to reactant, but this requires that
trapping be very fast and competitive with separation
of the ion pair to free ions (k�d = 1.6 � 1010 s�1). We
have presented strong evidence in earlier work that
internal return of the 1-(4-methylphenyl)ethylpenta-
fluorobenzoate ion intermediate of solvolysis of (S)-1-
OC(O)C6F5 occurs at a rate similar to its separation of
free ions.5,6


2. It is difficult to determine rate constants of �1010 s�1


by direct methods. However, it is possible to use the
value of k�d = 1.6 � 1010 s�1 for ion separation as a
clock for other reactions of these ion pairs which are
steps in the degenerate isomerization and racemization
reactions of neutral substrates.2,4,5


3. The neutral organic substrates used as precursors to
carbocation–anion pairs generally show low solubility
in aqueous solution. The good sensitivity of modern
high-resolution NMR spectroscopy in comparison
with polarimetric methods allowed us to work at a
low initial concentration 0.5 mM (S)-1-OC(O)C6F5,
which is soluble in 50:50 (v/v) water–trifluoroethanol
at 25°C. By comparison, a substrate concentration of
	40 mM was used in earlier studies in 60–90%
aqueous acetone of the reactions of ion pair inter-
mediates of chiral and O18-labeled 1-(4-methoxy-
phenyl)ethyl 4-nitrobenzoate.11


)��������	� 	
 ������,.�,�.536 �����4 �	��	�����


Solvolysis of 1-OC(O)C6F5 in 50:50 (v/v) trifluoroetha-
nol–water proceeds by a stepwise reaction mechanism.9


Figure 1(C) shows the partial NMR spectrum determined
in the presence of a chemical shift reagent of the substrate
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recovered during the partial solvolysis reaction of (S)-1-
OC(O)C6F5 in this solvent. The appearance of a peak for
the benzylic proton of (R)-1-OC(O)C6F5 close to that for
the benzylic proton of (S)-1-OC(O)C6F5 shows that this
substrate undergoes racemization during the course of the
stepwise solvolysis reaction. A value of krac = 8.5 � 10�7


s�1 for the rate constant for racemization of (S)-1-
OC(O)C6F5 (Scheme 1) was determined from the non-
linear least-squares fit of the experimental data from Fig.
2 to Eqn. (1), derived for Scheme 1. Racemization and
solvolysis of (S)-1-OC(O)C6F5 are assumed to proceed
through a common carbocation reaction intermediate,
because there is no precedent for the coupling of three
processes—bond cleavage, carbon inversion and bond
resynthesis—required for inversion of (S)-1-OC(O)C6F5


by a concerted reaction mechanism.12


This value of krac = 8.5 � 10�7 s�1 for inversion of
(S)-1-OC(O)C6F5 is 12 times smaller than ksolv =
1.06 � 10�5 s�1 for the solvolysis reaction of this
substrate. This shows that inversion of the ion-pair
reaction intermediate followed by collapse to regenerate
neutral substrate is a relatively uncommon event during
solvolysis. The strong electrostatic interactions, which
favor ‘conducted-tour’ type mechanisms of ion pairs in
organic solvents,13,14 are strongly attenuated in water and
these ion pairs ‘seldom’ remain together long enough to
allow for migration of the anion between the carbocation
si and re faces. The result is that ion-pair rearrangement
in a mostly aqueous solvent is difficult to detect because
it requires that the reactivity of the ion pair fall within a
window where both its inversion and its internal return to
neutral product are competitive with separation to free
ions (k�d = 1.6 � 1010 s�1).


There are, by comparison, better opportunities to
detect and monitor the reactions of ion pairs in organic
solvents, because their separation to free ions is slower
than in water.1 For example, similar values of ksolv =
1.0 � 10�6 s�1 and krac = 1.2 � 10�6 s�1 were reported
for the solvolysis and racemization of chiral 1-(4-
methoxyphenyl)ethyl 4-nitrobenzoate in 90% aqueous
acetone at 60°C.11 The half-time for separation of the
ion-pair intermediate to free ions in this mostly organic
solvent is longer than for separation in 50:50 trifluoro-


ethanol–water, because of the stronger intermolecular
electrostatic interactions in the solvent of lower dielectric
constant and this allows for more substantial migration of
4-nitrobenzoate ion anion leaving group between the si
and re faces of the 1-(4-(methoxyphenyl)ethyl carboca-
tion.


1��	��� ��� �	���� 
	� �������	� 	
 � ������ �	�
����


The value of kiso = 1.6 � 10�6 s�1 determined in earlier
work for the scrambling of 18O label between ester-
bridging and non-bridging positions at 1-OC(O)C6F5 is
about two times larger than krac = 8.5 � 10�7 s�1 for the
racemization of (S)-1-OC(O)C6F5 determined in this
work.5 Both racemization and 18O scrambling require
ionization of (S)-1-OC(O)C6F5 to form a carbocation–
anion pair intermediate (k1, Scheme 2) and resynthesis of
1-OC(O)C6F5 with an estimated rate constant of
k�1 = 7 � 109 s�1.5 This two-fold difference in kiso and
krac is due to the difference in the very large rate constant
kr = 1 � 1011 s�1 for the fast ‘reorganization’ of the ion-
pair intermediate which exchanges the position of the
reactive carboxylate oxygens during the 18O scrambling
reaction of 1-18OC(O)C6F5,4,5 and the smaller rate
constant ki for the slower inversion of the ion pair
(Scheme 2) during the racemization of (S)-1-
OC(O)C6F5.


krac � k1kik�1


�k�1 � k�d � ks

��2ki � k�1 � k�d � ks



� �2�


kiso � k1k�1


2�k�1 � k�d � ks

� �3�


krac


kiso
� 2ki


2ki � k�1 � k�d � ks

 �4�


The relationship between krac = 8.5 � 10�7 s�1 and the
microscopic rate constants from Scheme 2 is given by
Eqn. (2), and the relationship between kiso = 1.6 � 10�6


and the microscopic rate constants for a scheme similar to


������ &
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Scheme 2, except that inversion step (ki) has been
substituted by ion-pair ‘reorganization’ (kr = 1 � 1011


s�1), is given by Eqn. (3).5 Equation (3) was derived with
the assumption that kr � k�s � k�d.5 Equation (4) gives
the relationship between the rate constant ratio krac/
kiso = 0.53 and the rate constants for partitioning of the
ion pair reaction intermediate from Scheme 2. Equation
(4) shows that racemization and isomerization would
have proceeded at similar rates if inversion of the ion pair
were very much faster than other reactions of the ion pair
(2ki � k�s � k�d � k�1). Our observation that krac/kiso


drops to a value of about 0.50 requires that
2ki � k�s � k�d � k�1.


Substitution of k�d = 1.6 � 1010 s�1 (Ref. 6),
k�s = 6 � 109 s�1 (Ref. 6) and k�1 = 7 � 109 s�1 (Ref. 5)
into Eqn. (4) gives ki = 1.5 � 1010 s�1 for inversion of the
ion pair in 50:50 (v/v) water–trifluoroethanol. In other
words, the rate constant for separation of this ion pair to
free ions, which involves complete loss of intermolecular
ionic interactions (k�d � 1.6 � 1010 s�1),6 is similar to
the rate constant for inversion of the ion pair, which
involves substantial reorganization of the ions but
maintains the intermolecular interactions between these
ions.


The value of krac/kiso = 0.54 reported for the reaction of
chiral and 18O-labeled 1-(4-methoxyphenyl)ethyl 4-
nitrobenzoate in 90% aqueous acetone is similar to the
value krac/kiso = 0.53 determined here for the reaction of a
different chiral and 18O-labeled substrate in a different
solvent. By comparison, the same change in substrate and
reaction conditions results in about a 12-fold decrease in
the values of both krac/ksolv (see above) and kiso/ksolv for
the reaction of the 1-OC(O)C6F5 in 50:50 (v/v)
trifluoroethanol–water. A detailed analysis of the sig-
nificance of these results is not possible because of
uncertainties about the absolute rate constants for
reactions of the ion pair intermediate of solvolysis of
1-(4-methoxyphenyl)ethyl 4-nitrobenzoate in 90% aque-
ous acetone. However, they suggest that the relative
values of the absolute rate constants for the reactions of
ion pairs that lead to 18O scrambling and inversion show a
low sensitivity to these specific changes in solvent and
substrate structure.


Inversion of the ion pair becomes more difficult and
then impossible to detect as the carbocation is stabilized
and k�1 becomes very much smaller than k�d =
1.6 � 1010 s�1. Similarly, inversion of the ion pair
becomes more difficult and then impossible to detect as
the carbocation is destabilized and k�s increases to the
point where the ion pair undergoes quantitative addition
of solvent before significant inversion can occur (k�s
�ki). This is the case for solvolysis of (R)-1-phenyletha-
nol, which proceeds by a stepwise mechanism, through a
1-phenylethyl carbocation intermediate which is captured
by water with an estimated rate constant of k�s � 1 � 1011


s�1.9,15 This 1-phenylethyl carbocation is so reactive that
nearly all of the products of its formation from unlabelled


(R)-1-phenylethanol in 18O-labeled water result from
direct addition of 18O-labeled water, and only a barely
detectable 1–3% result from migration of the 16O-labeled
water leaving group from the re to the si face of the
carbocation followed by collapse of the ion–dipole pair to
form (S)-1-phenylethanol.16 Similarly, internal return to
reactant that accompanies the stepwise solvolysis of
1-phenylethyl 4-nitrobenzoate in 70% aqueous acetone
does not result in detectable racemization of the
remaining ester.11


����	�������� �	���� 	
 �	��	�����


The selectivity for reaction of 1-OC(O)C6F5 with
methanol and trifluoroethanol, kMeOH/kTFE = 5.3, in a
solvent of 50:45:5 water–trifluoroethanol-methanol is
significantly smaller than the selectivity determined for
the acid-catalyzed reaction of 1-OH, kMeOH/kTFE = 7.5,6


under the same conditions. This result shows that
partitioning of the ion pair is influenced by the presence
of the pentafluorobenzoate leaving group. The smaller
value of kMeOH/kTFE for reaction of 1-OC(O)C6F5


compared with reaction of 1-OH is consistent with more
effective general base catalysis by the pentafluorobenzo-
ate leaving group of addition of trifluoroethanol than
addition of methanol to the 1-(4-methylphenyl)ethyl
carbocation reaction intermediate, which was observed in
earlier studies on bimolecular catalysis by alkyl carbox-
ylate ions of the addition of methanol and trifluoroethanol
to the 1-(4-methoxyphenyl)ethyl carbocation.17,18 This
pentafluorobenzoate leaving group is also expected to
provide steric hindrance to frontside addition of sol-
vent.19,20 Therefore, the observation that essentially
racemic 1-OH is obtained from the reaction of (S)-1-
OC(O)C6F5 in 50:50 (v/v) water–trifluoroethanol sug-
gests that steric hindrance by the pentafluorobenzoate
leaving group to frontside addition of solvent water to
form products of retained configuration is balanced by
pentafluorobenzoate leaving group catalysis of the front-
side water, so that there are similar values for the rate
constants for these reactions.
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INTRODUCTION


The large negative solvatochromism of the betaine dye 1
[2,6-diphenyl-4-(2,4,6-triphenylpyridinium-1-yl)pheno-
late] (Scheme 1) has been used for a long time to measure
empirically solvent polarities by means of ET(30) para-
meters.1,2


The ET(30) parameter is defined as the molar electronic
transition energy (in kcal mol�1; 1 kcal¼ 4.184 kJ) of
betaine dye 1 in a particular solvent according to the
equation


ET½kcal mol�1� ¼ hc~�maxNA ¼ ð2:8591 � 10�3Þ
� ~�max½cm�1� ¼ 28591=�max ½nm�


ð1Þ


where h is Planck’s constant, c is the speed of light, NA is
Avogadro’s number and ~�max is the wavenumber and �max


the wavelength of the solvent-dependent visible absorp-
tion maximum of the reference dye. The number 30 stems


from the original publication,3 where dye 1 had by
chance the reference number 30. ET(30) polarity values
have been determined for more than 360 solvents,1,2


numerous binary1,4–13 and even some ternary11,14 solvent
mixtures.


The very low solubility of the indicator dye 1 in water
does not allow the direct determination of ET(30) para-
meters in water-rich regions of binary aqueous systems.
Recently, Reichardt et al.2,15 proposed a new dye, i.e.
4-[2,6-diphenyl-4-(pyridin-4-yl)pyridinium-1-yl]-2,6-bis
(pyridin-3-yl)phenolate (2), which is readily soluble in
water and is thus suitable for the determination of the
empirical solvatochromic polarity characteristics of aqu-
eous media. The ET(8) parameter (using the notation
from the original paper15) of the new betaine dye 2 is
defined analogously to ET(30) by Eqn (1). ET(8) para-
meters of 26 pure solvents and one binary solvent mixture
(water/1,4-dioxane) have been published.15


In the present study, ET(8) parameters of eight binary
mixtures [acetonitrile (MeCN) and dimethyl sulfoxide
(DMSO) with water, methanol (MeOH), propan-2-ol
(iPrOH) and 2-methylpropan-2-ol (tBuOH)] were mea-
sured and compared with the ET(30) data from our earlier
measurements4,5 and from the literature.6,7 All these ET


data were analyzed in terms of a two-step solvent-
exchange model developed by Rosés et al.8
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Solvation model


The preferential solvation model is based on the two-step
solvent-exchange model first proposed by Skwierczynski
and Connors7 and further extended by Rosés et al.8 For
the particular case of a solvatochromic indicator dye I in a
mixture of two specifically solvating components, S1 and
S2, equilibria (2) and (3) should be considered:


IðS1Þ2 þ 2S2 Ð IðS2Þ2 þ 2S1 ð2Þ


IðS1Þ2 þ S2 Ð IðS12Þ2 þ S1 ð3Þ


where S12 represents a solvent complex formed by
specific interaction between solvent S1 and solvent S2.8


In our case, I(S1)2, I(S2)2 and I(S12)2 represent the ET


indicator dye solvated by the pure solvents S1 and S2 and
by the inter-solvent complexes S12, respectively. In more
general cases, a more complex scheme has to be con-
sidered.8,11


For the more specific solvation equilibria (2) and (3),
which allow an arbitrary degree of self-association of
components S1 and S2, two preferential solvation para-
meters, f2/1 and f12/1, are defined for these solvent-
exchange processes:


f2=1 ¼ xS2=x
S
1


x0
2=x


0
1


� �2
ð4Þ


f12=1 ¼ xS12=x
S
1


x0
2=x


0
1


ð5Þ


where xS1, xS2, and xS12 are the mole fractions of the
individual solvents S1, S2 and their association complex
S12, respectively, in the solvation sphere of the indicator
dye, I, and x0


1 and x0
2 are the mole fractions of the two


solvents in the bulk binary solvent mixture. The para-
meters f2/1 and f12/1 measure the preference of the
indicator dye I to be solvated by solvents S2 and S12
with reference to solvation by solvent S1.


In the special case of ET polarity parameters, the
polarity of binary solvent mixtures is calculated as the
weighted average of the ET values of solvents S1, S2, and


S12 in the solvation sphere of the indicator dye, using the
respective mole fractions xS1, xS2, and xS12 as weights,
according to Eqn (6):


ET ¼ xS1ET1 þ xS2ET2 þ xS12ET12 ð6Þ


x0
1 þ x0


2 ¼ xS1 þ xS2 þ xS12 ¼ 1 ð7Þ


From Eqns (4)–(7), Eqn (8) follows, which relates the ET


values of a binary solvent mixture to the ET values of the
two pure solvents, the preferential solvation parameters
and the solvent composition:


ET ¼
ET1 ð1 � x0


2Þ
2 þ ET2f2=1 ðx0


2Þ
2 þ ET12 f12=1 ð1 � x0


2Þx0
2


ð1 � x0
2Þ


2 þ f2=1 ðx0
2Þ


2 þ f12=1 ð1 � x0
2Þx0


2


ð8Þ


This equation has been applied successfully to various
binary solvent mixtures using different solvatochromic
dyes5,7–11,16 and rate constants of some aromatic nucleo-
philic substitution reactions carried out in binary solvent
mixtures.17,18


An alternative, not yet formalized approach to this
problem was described by Koppel and Koppel.4


EXPERIMENTAL


Apparatus


Absorption spectra were recorded in 10 mm quartz cells
on a Perkin-Elmer Lambda 2S UV–visible spectrophot-
ometer equipped with a thermostated (25.0� 0.1 �C)
cuvette holder. The wavelength accuracy of the spectro-
photometer was checked with a didymium filter (Hitachi)
having absorption maxima at �max¼ 403.3, 529.5 and
586.0 nm. The spectra were recorded and further treated
on a computer.


Reagents


The indicator dye 4-[2,6-diphenyl-4-(pyridin-4-yl)-
pyridinium-1-yl]-2,6-bis(pyridin-3-yl)phenolate (2) was
synthesized by the procedure described recently.15


DMSO and MeCN of the highest available purity from
Aldrich were used without further purification. Deionized
water prepared with a Purite Analyst HP 5 analytical
water system was used. The alcohols (chemically pure,
Reakhim) were further purified and dried according to the
methods used earlier.4


Procedure


For each binary solvent system, a ca 10�4
M solution of


Reichardt’s indicator dye 1 or 2 was prepared in one of


Scheme 1
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the two pure solvents (solvent 1) and placed in the
spectrophotometer cell. The cell was closed with a Teflon
cap and weighed (�0.05 mg). After recording the spec-
trum (range 450–700 nm), a drop of solvent 2 was added
to the cell via the Teflon tube, the solution was stirred
with a magnetic stirrer, then the cell was again weighed
and the visible spectrum of the new solution was re-
corded. The procedure was repeated after the addition of
new drops of solvent 2. Subsequent sets of experiments
were performed starting with a solution of betaine dyes 1
and 2 in solvent 2 and adding drops of solvent 1, or
starting with selected solvent 1–solvent 2 mixtures and
adding drops of one or the other solvent. The different
sets of solvent mixtures were overlapped in composition
in order to assure concordance of the results.


Calculation methods


The ET values for both dyes in each solvent mixture were
calculated from the maximum of the �!�* charge-
transfer (CT) absorption band through Eqn (1). The
wavelength of the CT absorption band maximum was
calculated by fitting the spectra to a Gauss function using
Mathcad 2000 software (MathSoft). The goodness of fit
was checked using residuals plot according to


y ¼ ae�½bðx�cÞ�2 ð9Þ


where y is the absorbance at wavelength x and a, b, and c
are regression coefficients. Parameter c was used as the
absorption band maximum.


The ET1, ET2, ET12, f2/1 and f12/1 parameters of Eqn (8)
were calculated by non-linear regression using Mathcad
2000 software, minimizing the sum of squared residuals
of the ET values.


RESULTS


Pure solvents


A comparison of measured ET(8) values of pure solvents
with literature15 values along with the ET(30) parameters


and some physical properties of the pure solvents are
presented in Table 1. Very good agreement between the
experimental and literature values was found.


Reichardt et al.15 found a good linear relationship
between ET(30) and ET(8) values for hydrogen-bond
donor (HBD) and non-HBD (altogether n¼ 26) solvents
with a correlation coefficient r¼ 0.987 and a standard
deviation �[ET(8)]¼ 1.172 kcal mol�1 according to


ETð8Þ ¼ 0:948ETð30Þ þ 2:799 ð10Þ


However, the linear correlation was found to be much
better when HBD and non-HBD solvents were analyzed
separately. For 12 HBD solvents, Eqn (11) was found
with r¼ 0.998 and �[ET(8)]¼ 0.238, valid for ET(30)
values ranging from 47.7 for decan-1-ol to 63.1 kcal
mol�1 for water:


ETð8ÞðHBDÞ ¼ 0:704ETð30Þ þ 16:236 ð11Þ


For 14 non-HBD solvents, Eqn (12) was found with
r¼ 0.997 and �[ET(8)]¼ 0.428, valid for ET(30) values
ranging from 34.3 for benzene to 55.8 kcal mol�1 for
formamide:


ETð8Þðnon-HBDÞ ¼ 0:914ETð30Þ þ 3:610 ð12Þ


Inclusion of tBuOH in the regression data set of 12 HBD
solvents makes the correlation slightly worse {n¼ 13,
r¼ 0.994, �[ET(8)]¼ 0.444}, but extends the applicabil-
ity of Eqn (11) by almost 4 kcal mol�1 on the ET(30) scale
(down to 43.8 kcal mol�1), according to


ETð8ÞðHBDÞ ¼ 0:735ETð30Þ þ 14:508 ð13Þ


Binary solvent mixtures


Binary mixtures of dipolar aprotic solvents such as
DMSO and MeCN with the HBD co-solvents water,
MeOH, iPrOH, and tBuOH were investigated. The
ET(8) values obtained were compared with the ET(30)
data taken from our previous experiments4,5 and the
literature.6,7


Table 1. Properties of eight pure solvents at 25 �C ("r¼ dielectric permittivity, �¼dipole moment, nD¼ refractive index)


Solvent ET(8)a ET(8)b ET(30)c "d
r �� 1030(C m)d nd


D


DMSO 45.2 45.2 45.0 46.45 13.5 1.4793
MeCN 45.6 45.5 45.7 35.94 13.0 1.3441
Water 60.3 60.4 63.1 78.36 6.2 1.3330
MeOH 55.6 55.6 55.4 32.66 9.6 1.3284
iPrOH 50.3 50.2 48.3 19.92 5.5 1.3772
tBuOH 45.6 — 43.7 12.47 5.5 1.3877


a This work.
b From Ref. 15.
c From Ref. 4.
d From Refs 2 and 19.
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The ET(30) and ET(8) parameters of the binary mix-
tures were investigated by means of the preferential
solvation model according to Eqn (8). The results are
presented in Table 2. From Table 2, and also from Figs 1
and 2, one can see that mixtures of DMSO and MeCN
with iPrOH and tBuOH are synergistic (i.e. at some
composition of the mixture the ET value is higher than
that for the corresponding pure solvents). The presence of
a rather shallow, not well-expressed maximum for ET(30)
values of the mixture MeCN–MeOH has also been
reported earlier by two other groups.4,11


The synergistic maxima are less pronounced for ET(8)
than for ET(30) versus mole fraction plots. The ET(8)
indicator dye can form three additional hydrogen bonds
with HBD solvents via its three pyridyl rings, which
results in an additional stabilization of its electronic
ground state. This, in turn, makes the ET(8) dye less
sensitive to changes in its solvation sphere,15 thus low-
ering the synergistic maximum as compared with that of
ET(30). At the same time, the maxima of the ET(8) curves
are shifted towards higher concentrations of alcohol by
about 0.16 units as compared with the ET(30) maxima.
This effect can be explained in terms of the parameters of
the preferential solvation model in Table 2. In the
mixtures of DMSO with alcohols, the indicator dye is
preferentially solvated by DMSO as compared with the
hydroxylic component and hydrogen-bonded complex
( f2/1< 1 and f12/1 is relatively small). Smaller values of
f2/1 for ET(8) as compared with f2/1 for ET(30) explain the
shift of the synergistic maximum. The situation is rather
different for the mixtures of MeCN. According to the f12/1


values, the indicator dye is preferentially solvated by
solvent–solvent hydrogen-bonded complexes, which de-
termines the position of the maximum.


The deviation of ET from its mole fractional additivity,
�ET, is calculated by the equation


�ET ¼ ET � x1E
1
T � x2E


2
T ð14Þ


where x1 and x2 are the mole fractions and E1
T and E2


T are
the ET parameters of solvents 1 and 2, respectively,


Table 2. Parameters of the preferential solvation model for the eight binary solvent mixtures studied (SD¼ standard deviation
of the fit, df¼degrees of freedom)


Solvent 1 Solvent 2 f2/1 f12/1 ET12 ET1 ET2 SD df


ET(30)
DMSO Water 0.01 0.43 61.4 44.9 63.2 0.411 28
DMSO MeOH 0.14 1.96 55.2 45.2 55.4 0.161 15
DMSO iPrOH 0.41 1.87 50.0 45.0 48.3 0.160 21
DMSO tBuOH 0.61 1.39 48.5 45.1 43.8 0.147 24
MeCN Water 1.2 13 55.0 45.7 62.7 0.325 27
MeCN MeOH 0.21 20 55.7 45.7 55.4 0.203 8
MeCN iPrOH 1.8 24 50.5 45.6 48.3 0.328 13
MeCN tBuOH 12 36 48.3 45.6 43.8 0.354 13


ET(8)
DMSO Water 0.26 1.1 52.4 45.2 60.2 0.087 40
DMSO MeOH 0.19 1.6 55.5 45.3 55.6 0.051 43
DMSO iPrOH 0.17 2.0 50.6 45.2 50.2 0.015 24
DMSO tBuOH 0.42 1.6 48.8 45.2 45.6 0.008 28
MeCN Water 1.1 10 54.8 45.6 60.5 0.081 39
MeCN MeOH 630 77 49.0 45.6 55.7 0.039 39
MeCN iPrOH 1.5 18 51.1 45.7 50.2 0.036 32
MeCN tBuOH 3.6 23 48.6 45.5 45.6 0.030 54


Figure 1. ET(8) (closed symbols and full lines) and ET(30)
(open symbols and dashed lines) of the binary mixtures of
DMSO with HBD solvents: *, water; ^, MeOH; ~, iPrOH;
&, tBuOH. x(ROH)¼mole fraction of water or alcohol
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and the results are presented as function of the solvent
composition in Figs 3 and 4 [the lines are computed from
model Eqn (8), and from Eqn (14), using parameters from
Table 2; experimental points are omitted for clarity]. It
can be seen that in all cases ET(30) shows more pro-
nounced deviations from linearity than ET(8). For exam-
ple, the highest positive deviation from additivity in the
case of DMSO mixtures is observed for �ET(30) of the
mixture DMSO–tBuOH with ca 2 kcal mol�1 [�ET(8)�
1.8 kcal mol�1]. In the binary mixtures of MeCN, the
maximum �ET(30) is observed for MeCN–MeOH with
ca 6.4 kcal mol�1 [�ET(8)� 5.8 kcal mol�1].


The binary mixtures of MeCN and DMSO with water
exhibit negative deviations from linearity (Figs 1 and 3).
The DMSO–water mixture shows a minimum at an
approximate water mole fraction of x(H2O)¼ 0.65
[�ET(30) and �ET(8) have minima at the same concen-
tration]. The appearance of an extremum at that concen-
tration has been explained as being due to the maximum
concentration of associates such as DMSO � 2H2O in the
mixture.20,21


The plot of �ET for MeCN–water versus mole fraction
of water has two extrema (Fig. 4). At first it reaches a
maximum at a water mole fraction of x(H2O)� 0.15 and
a minimum at x(H2O)¼ 0.88. In the range 0.2�


x(H2O)� 0.8, the ET parameters vary linearly with the
composition (Figs 2 and 4). Such a behavior can be
explained13,22 in terms of the Naberukhin–Rogov23 struc-
tural model. According to this model, the structure of
water is enhanced by addition of MeCN up to a mole
fraction of 0.15� x(MeCN)� 0.2. In the MeCN concen-
tration range 0.3� x(MeCN)� 0.7, two microphases ex-
ist in the system: highly structured globules of water and
a disordered microphase consisting predominantly of
MeCN. Within this range, the composition of the micro-
phases remains constant in addition to the size of the
globules; only the number of globules and their distances
apart can change.23 At MeCN concentrations higher than
x(MeCN)¼ 0.8, the globules of water ‘dissolve’ and the
ET value rapidly decreases to the value of pure MeCN. In
terms of the solvation model parameters, the sigmoid
shape of ET for the MeCN–water mixture is due to the
preferential solvation of the indicator dye by the hydro-
gen-bonded MeCN–water complex (high f12/1) and the
equal solvating power of the components of the binary
solvent mixture ( f2/1 about unity).


Figure 5 shows ET(8) versus ET(30) for the binary
mixtures of DMSO (mixtures of MeCN are omitted for
the sake of clarity because the same trends hold for the
mixtures of MeCN). The straight lines are calculated


Figure 2. ET(8) (closed symbols and full lines) and ET(30)
(open symbols and dashed lines) of the binary mixtures of
MeCN with HBD solvents (symbols as in Fig. 1)


Figure 3. Deviation of ET(8) (full lines) and ET(30) (dashed
lines) of the binary mixtures of DMSO with HBD solvents
from the mole fractional additivity
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from Eqns (10)–(12). It can be observed that the binary
mixtures with a low content of the hydroxylic component
follow the general correlation Eqn (10); only the DMSO–
MeOH mixture seems to deviate from this general trend.
At higher concentrations of the hydroxylic components,
the linearity is lost and the synergistic mixtures (mixtures
with tBuOH and iPrOH) even turn back downwards. The
binary mixtures with a higher water content are best
described by Eqn (11) for HBD solvents. Owing to the
low solubility of the ET(30) betaine dye in water and
mixtures rich in water, the ET(8) betaine dye has been
suggested as a reference probe for the calculation of
ET(30) values through Eqn (10).15 Considering Fig. 5, the
use of Eqn (11) is justified at least in the case of some
aqueous binary mixtures for which ET(8) values higher
than about 56 kcal mol�1 are observed. The use of linear
correlations of the type of Eqns (10), (11), and (12) for
non-aqueous binary solvent mixtures can lead to unac-
ceptably large errors.


CONCLUSIONS


The solvatochromic effects of 4-[2,6-diphenyl-4-(pyri-
din-4-yl)pyridinium-1-yl]-2,6-bis(pyridin-3-yl)phenolate


(2) by means of its ET(8) parameters were measured in
binary mixtures of dipolar aprotic solvents (DMSO,
MeCN) with protic solvents (water, MeOH, iPrOH and
tBuOH) over the complete composition range. Compar-
ison of the results to the ET(30) data revealed (see Figs 3
and 4) that the ET(30) betaine dye is slightly more
sensitive towards the changes in the composition of the
mixture, the differences being larger at compositions with
a higher water or alcohol content. All the data can be
fitted to the preferential solvation model.


It was shown that the ET(8) betaine dye can be used for
the estimation of ET(30) parameters of binary aqueous
mixtures with high water content by means of Eqn (11).
In addition, the ET(8) betaine dye by itself can serve as a
useful additional indicator dye for the empirical determi-
nation of solvent polarities.


Supplementary material


A table with solvent compositions, wavelengths of ab-
sorption maxima and ET(8) values of the binary mixtures


Figure 4. Deviation of ET(8) (full lines) and ET(30) (dashed
lines) of the binary mixtures of MeCN with HBD solvents
from the mole fractional additivity


Figure 5. ET(8) versus ET(30) for binary mixtures of DMSO
with HBD solvents: *, water; ^, MeOH; ~, iPrOH; &,
tBuOH. x(ROH)¼mole fraction of water or alcohol. Linear
regression lines: dashed line, HBD solvents [Eqn (11)]; dotted
line, non-HBD solvents [Eqn (12)]; full line, all solvents [Eqn
(10)]. The data points are calculated from Eqn (8) with
parameters from Table 2
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studied is available as supplementary material at the epoc
website at http://www.wiley.com/epoc.
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ABSTRACT: The addition reactions of some amides and aromatic amines to a C=N double bond of 3,4-diphenyl-
1,2,5-thiadiazole 1,1-dioxide (1) were studied in aprotic solvent solutions [N,N-dimethylformamide (DMF) and
acetonitrile (MeCN)]. Equilibrium constants for the reactions of 1 with acetamide, 2-fluoroacetamide, butyramide,
benzamide, aniline and 3-aminopyridine were measured using a previously reported cyclic voltammetric (CV)
method. Aliphatic amines gave unstable solutions, probably owing to reactions of anionic species derived from 1.
Other N nucleophiles tested (formamide, succinimide, thioacetamide and cyanamide) yielded different products that
have not yet been characterized. DMF, N,N-dimethylacetamide (DMA) and N-methylacetamide did not react. The
addition thiadiazoline produced in the reaction of acetamide with 1 was characterized by IR and 1H and 13C RMN
NMR spectroscopy as a prototype compound. For this system, the equilibrium constant could also be measured by a
standard UV–VIS method and was found to be in agreement with the value obtained by CV. The reaction of 1 with
urea produced a bicyclic product, identified as 3a,6a-diphenyltetrahydroimidazo[4,5-c]-1,2,5-thiadiazol-5-one 2,2-
dioxide. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: 1,2,5-thiadiazoline derivatives; nucleophilic addition; aromatic amines; amides; 1,2,5-thiadiazole
derivatives
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We report here a study of the reactions of several nitrogen
nucleophiles with 3,4-diphenyl-1,2,5-thiadiazole 1,1-
dioxide (1), mainly in acetonitrile (MeCN) or N,N-
dimethylformamide (DMF) solutions.


For a group of nucleophiles [acetamide (ACM), 2-
fluoroacetamide, butyramide, benzamide, aniline and 3-
aminopyridine), the equilibrium reaction (1) (Scheme 1),
was experimentally observed:


Reaction (1) represents the equilibrium addition
reaction of the nucleophile to only one of the two
identical C=N double bonds of 1. This is the behavior
that we have previously observed in the reaction of
alcohols (ROH) and thiols (RSH), i.e. nucleophiles with 1
or with 3-methyl-4-phenyl-1,2,5-thiadiazole 1,1-dioxide
(2, Scheme 2):1
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The nucleophilic attack occurred at only one of any of
the identical electron-deficient heterocyclic carbon atoms
of 1, or at the methyl-substituted heterocyclic carbon
atom of 2. A rationale for the practical lack of diaddition
has been given,1d based on the structure of 12a and its
thiadiazoline derivatives.2b


The initial reaction between 1 and aliphatic amines, as
followed by spectroscopy and cyclic voltammetry (CV),
was also an addition to a C=N double bond of 1.
However, further reactions, that were not studied, took
place in that more basic medium. The formation of the
anion of 2 and its dimerization and tautomerization
reactions have been reported in the reaction of 2 with
sterically hindered aliphatic amines under similar condi-
tions.3


Other nucleophiles (formamide, succinimide, thioace-
tamide and cyanamide) yielded different products which
have not yet been characterized. DMF, N,N-dimethyl-
acetamide (DMA) and N-methylacetamide did not react,
but urea, perhaps surprisingly, added almost quantita-
tively to both C=N double bonds of 1, producing the
interesting bicyclic compound 6a-diphenyltetrahydroi-
midazo[4,5-c]-1,2,5-thiadiazol-5-one 2,2-dioxide (3,
Scheme 3). This new compound is closely related to
biotin and combines moieties that, independently, are
important structural parts in several molecules that have
found many different applications (e.g. 1,2,5-thiadiazo-
lidine 1,1-dioxides,4–7 2-imidazolone8–12).


The equilibrium constants for the addition reactions
were measured using CV by our reported method.1b The
use of the classical spectrophotometric method13 was
restricted because almost all nucleophiles, and the DMF
solvent absorb UV radiation in the spectral zone of
interest. The 1–ACM–MeCN system could be probed by
both methods, giving equilibrium constant values in good
agreement.


-5�-�/*-01�(


Compound 1 was synthesized, purified and characterized
according to Wright.14 Standard methods15–17 were used
for the purification of commercial solvents, amides and
amines. The solvents were dried on molecular sieves and
stored under a dry nitrogen atmosphere. Their water
content, as measured by Karl Fischer titration, was
�50 ppm.


UV spectral measurements were performed with a
Cary 3 spectrophotometer equipped with thermostated


cell holders. Teflon-stoppered quartz cells of 1 cm optical
pathlength were used. Molar absorptivities (�) reported
are accurate to � 2.5%. The experimental measurement
procedures were similar to those used previously for
alcohol nucleophiles.1d


1H and 13C NMR spectra were recorded with a Bruker
200 MHz instrument and IR spectra with a Shimadzu IR-
435 spectrophotometer.


CV experiments were performed in a conventional
undivided gas-tight glass cell with a dry nitrogen gas inlet
and outlet. The working electrode was a 3 mm diameter
vitreous carbon disk encapsulated in Teflon, the counter-
electrode was a 2 cm2 Pt foil and an Ag� (0.1 M, MeCN)/
Ag reference electrode (to which all potentials reported
are referred) was used. The supporting electrolyte was
0.1 M NaClO4 in the aprotic solvent used (MeCN or
DMF; see Results and Discussion). An LYP-M2
potentiostat, a three-module LYP sweep generator and
a Houston Omnigraphic 2000 pen recorder or, for sweep
rates �0.5 V s�1, a Leader LBO-5825 oscilloscope was
employed.


Solutions preparation, CV experiments and other
manipulations were made in a glove-box under a dry
nitrogen atmosphere.


'"����	�	 ��� ���������������� �
 ��506 �������
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The title compounds were obtained in solution by adding
XNH2 nucleophile to a solution of 1 in an aprotic solvent.
A sample of reasonably pure solid 1�ACM could be
obtained by the following procedure: 1 (0.133 g,
0.492 mmol) and ACM (0.812 g, 13.8 mmol) were mixed
with 1 ml of dry DMF or DMSO at room temperature (the
reaction was slower in MeCN). In 1 day a completely
homogeneous solution was obtained. The reaction was
monitored by TLC and CV and was terminated (after a
lapse of ca 1 month) when only a small, residual CV
signal of 1 remained unchanged over time. The addition
of ca 6 ml of water caused the formation of a white
precipitate, while the very soluble ACM was kept in
solution. The solid was filtered, washed with water and
vacuum dried at room temperature (crude yield 90%).
TLC analysis showed traces of 1. Attempts to purify the
solid by recrystallization were unsuccessful because of its
decomposition to the reagents, as revealed by TLC.


IR spectrum (KBr) of 1�ACM: 3250 (N—H, two
bands), 3050, 3025 (CAr–H), 1665 (C=O), 1595 (Ph),
1565 (C=N), 1310 and 1180 cm�1 (SO2).


NMR (1H and 13C) spectra of 1�ACM were obtained by
dissolving 1 (0.135 g, 0.499 mmol) and ACM (0.030 g,
0.510 mmol) in 1 ml of DMSO-d6. Spectra were recorded
at different reaction times until the system reached
equilibrium. A small proportion of unreacted ACM was
observed in the 1H NMR spectrum.


1H NMR (�, TMS): 9.48 (singlet, 1H, heterocyclic N—
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H), 8.45 (singlet, 1H, CH3—CO—NH—), 8.05–7.30
(multiplet, 10H, Ph) and 1.81 (singlet, 3H, CH3—CO—
NH—). The signals of residual ACM observed were 6.70
(singlet, N—H) and 2.03 (singlet, CH3—). 13C NMR (�,
TMS): 176.6 (C=N), 172.0 (CH3—CO—NH—), 139.7–
125.3 (Ph, 13 signals), 93.8 (Cheteroc—N), and 22.3
(CH3—).


'"����	�	 ��� ���������������� �
  


Compound 1 (0.155 g, 0.574 mmol) and urea (0.110 g,
1.831 mmol) were dissolved in 1 ml of DMF or DMSO.
The reaction was monitored by TLC until the disap-
pearance of the TLC spot corresponding to 1. Compound
3 was precipitated from the solution by water addition
and washed as indicated for 1�ACM. The solid was
chromatographically pure 3 (yield: 90%).


3: mp. 310–312°C (decomp.). IR (KBr): 3380 (N—H)
and 3320 (N—H), 3030 (CAr—H), 1690 (C=O), 1440,
1410, 1365, 1320 (SO2), 1220, 1180 cm�1 (SO2). 1H
NMR (�, TMS) in DMSO-d6 solution: 8.50 (singlet, 2H,
N—H of 2-imidazolidone moiety), 7.97 (singlet, 2H, N—
H of 1,2,5 thiadiazolidine moiety) and 7.76–7.06 (multi-
plet, 10H, 5 signals, Ph). 13C NMR (same solution) (�,
TMS): 159.6 (C=O, multiplet, four signals), 137.5–
127.2 (Ph), and 83.8 (Ph—C—C—Ph).


Anal. Calcd for C15N14N4O3S: C, 54.54; H, 4.24; N,
16.97; S, 9.70. Found: C, 54.60; H, 4.17; N, 18.18; S,
10.01%.


�-'4(1' �03 3/'&4''/20
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As already mentioned, N,N-disubstituted and N-mono-
substituted amides did not react with 1. Solutions of 1 in
DMF or DMA produced cyclic voltammograms corre-
sponding to the successive and reversible transfer of two
electrons to 1 [Figure 1(a): lc/la couple: 1/1��, at ca � 0.8
V vs RE: Ag� (0.1 M, MeCN)/Ag; llc/lla couple: 1��/12�,
at ca � 1.4 V vs RE: Ag� (0.1 M, MeCN)/Ag], that
remained unchanged over a lapse of several months.
Since low concentrations of residual water cause the
appearance of an irreversible cathodic peak (IVc at
ca � 2.0 V, assigned to the thiadiazoline 1�H2O, formed
by the nucleophilic addition of water to 11d), the
constancy of the voltammetric response indicated that
the concentration of residual water (50 ppm or less; see
Experimental) was low enough to prevent 1�H2O
formation.


�������� �
 � ���� 0���	�%	������� �����	 ��
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+����������� ����������	� The addition of ACM,
butyramide, benzamide, 2-fluoroacetamide, aniline or 3-
aminopyridine to a solution of 1 in MeCN or DMF caused
a sequence of changes in the initial CV of the solution
[Fig. 1(a)]. The rate of change increased with increase in
the concentration of nucleophile added and a final
equilibrium CV was obtained in all cases. The observed
sequence was as follows: the current intensity of both
cathodic peaks (Ic and IIc) decreased simultaneously.
Peak IIc disappeared from the final equilibrium CV for all
experimental nucleophile concentrations used, but the
current intensity of peak Ic decreased and reached a final
equilibrium intensity that was inversely proportional to
the nucleophile concentration. Two cathodic peaks (IIIc
and IVc) at more negative potentials appeared and
increased in current successively: peak IVc, when peak
IIc started to decrease, and peak IIIc, after the
disappearance of peak IIc.


Figure 1(b) shows the equilibrium CV obtained after
the addition of ACM, benzamide or 2-fluoroacetamide to
a solution of 1 in DMF.


The changes described above are similar to those
observed for the addition reaction of ROH nucleophiles
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to 1 or 2. Thus, the voltammetric electroreduction
mechanism derived from the analysis of those chan-
ges1b–d should also apply for this case.


The mechanism indicates that, in the equilibrium CV,
equal quantities of 1 and of the addition thiadiazoline
1�XNH2 are consumed at peak Ic by the following
reactions:


E1 1 � e� � 1��


C1 1�� � 1 � XNH2 � 1H� � 1 � X�NH�


E2 1H� � e� � 1H ��


Thus, peak IIc, associated with the electroreduction of
1�� to 12�, is no longer present (under the experimental
conditions chosen; see below) because 1�� is completely
consumed by reaction C1. Cathodic peak IIIc is
associated with the electroreduction of the addition
thiadiazoline that has not been consumed at peak Ic by
reaction C1:


E3 1 � XNH2 � e� � 1 � XNH2
��


C2 1 � XNH2
�� � 1H� � XNH�


followed immediately by the electroreduction of 1H. to
1H� (E2). The anions 1H� and 1�XNH� are further
reduced at peak IVc.


In the presence of a sufficient excess of the nucleophile
(i.e. [XNH2]equilibrium � [XNH2]0), and if peak IIc is
absent from the equilibrium CV (i.e. peak Ic corresponds
to the E1C1E2 mechanism above), a function [Eqn. (2)1b]
of the current intensity of peaks Ic and IIIc in the
equilibrium CV and the voltage sweep rate (v) can be
used to estimate the equilibrium constant, K1


XNH2, of the
addition reaction.


K1
XNH2 � �XNH2	0 



2 � i IIIc� �
�1�2 � i Ic� �


2��1�2


� �


i Ic� �
�1�2


�2�


Equation (2) implies that the current functions,
ip/v1/2 � C, for all species have similar values. This is
reasonable for the closely related species involved. It is
also necessary, for the validity of Eqn. (2), that peaks Ic
and IIIc are diffusion controlled. The linear dependence
of the current intensities of peaks Ic and IIIc on v1/2 was
experimentally verified for all 1-unsubstituted amide–
solvent systems in the 0.05–0.3 V s�1 sweep rate range
[Fig. 2(a) and (b)].


For aromatic amine nucleophiles, the ip vs v1/2 plots
were not linear at sweep rates below ca 0.1 V s�1. It was
also observed that the equilibrium CV was attained much
faster (of the order of minutes) for aromatic amines
relative to aliphatic or aromatic amides or alcohols (of the


order of hours or days). These faster equilibria required
faster voltammetric sweep rates (v �0.1 V s�1, in the
present case) in order to measure the unperturbed
(equilibrium) concentrations by means of the voltam-
metric peak currents. Consequently, the equilibrium
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constant values for the addition of aromatic amines were
calculated using the peak current data obtained at sweep
rates between 0.1 and 20 V s�1. A linear dependence of ip
vs v1/2 was found experimentally for Ic and IIIc peaks in
that range. Typical experimental equilibrium CVs for
solutions of 1 in DMF containing 3-aminopyridine or
aniline are shown in Fig. 3.


Calculated equilibrium constant values for the addition
reaction of amides and aromatic amines to 1 are given in
Table 1. The spectrophotometric results (see below) for
the 1–ACM–MeCN system are also included.


'����������������� ���	�������	� The addition of
ACM to solutions of 1 in MeCN caused a gradual
decrease in intensity of the 328 nm band of 1.
Simultaneously, a growing band was observed at
275 nm, which was assigned to the addition product
1�ACM, appeared and grew. An isosbestic point was
found at 290 nm. Even in this favorable case, the ACM
cut-off made measurements below 245 nm impossible
and lowered the accuracy of the measurements of the
1�ACM absorption band at 275 nm. The absorption
intensity of the UV bands in the final equilibrium spectra
were recorded for several initial concentrations of ACM
and fitted to a Benessi–Hildebrand-type equation to
calculate K1


ACM (BH) = 0.6 � 0.1 M�1, and the molar
absorptivity of 1�ACM, �1.ACM


275 = (1.4 � 0.1) = � 104


M�1 cm�1. We consider the spectrophotometrically
calculated equilibrium constant to be in reasonable
agreement with the value derived from CV experiments.


'�������� �
 ��� ����� �������� ��������	


The thiadiazoline-type structure of the 1�ACM compound
is supported by all spectroscopic evidence, such as the
13C NMR resonances at 176.6 and 93.8 ppm (C-sp3), the
UV absorption band at 275 nm of 1�ACM and the IR
spectrum of the solid (NH bands at 3250, C=O band at
1665 and C=N band at 1565 cm�1). However, these
spectroscopic measurements cannot distinguish between


the two possible structures of the addition compounds,
illustrated by 1�ACM-1 or 1�ACM-2, in Scheme 4.


X-ray diffraction analysis could not be used to settle
the question because, as already mentioned (see Experi-
mental), the compound could not be obtained in
monocrystalline form.


To the best of our knowledge, no examples of the
nucleophilic properties of amides in neutral aprotic media
have been reported. In our experiments, the addition
reaction might be favored by an increase in the partial
charge of the heterocyclic carbon atom, due to the
presence of the group. Also, one should consider the
stabilization of the product by the closure of a six-atom
ring through an H-bond with the N atom of the
heterocycle (Scheme 4).


We favor the structure 1�ACM-1 (Scheme 4). Despite
the known larger electron density of the oxygen atom
relative to the nitrogen atom in amides, our choice is
supported by the lack of reactivity of N-substituted
amides, which possess an unhindered and similarly
reactive oxygen atom as the unsubstituted amides.
Furthermore, the IR absorption at 1665 cm�1 is more
likely a carbonyl band than a —C=NH band, since it is
very strong and its frequency is close to the ACM carbonyl
absorption (1681 cm�1). Additional support for this
choice is provided by semi-empirical (PM3) total energy
calculations for geometrically optimized configurations:
the calculated energies were �4133 and �4112 a.u. for
1�ACM-1 and 1�ACM-2, respectively.


The equilibrium constant for reaction (1) with amides
becomes lower (compared with K1


XNH2) for fluoroaceta-
mide, because of the effect of the electron-withdrawing


1�%�� �� ������7���� �������� -�� �
����� ���; 		����� �- ��	
� �	 ������ ���
� �� �


Solvent Nucleophile (XNH2) Nucleophile concentration range/M K1
XNH2/M�1


MeCN ACM (CV method) 2.3–4.0 0.55 � 0.04
ACM (U.V. method) 0.2–2.0 0.6 � 0.1


DMF ACM 1.2–3.1 2.59 � 0.06
DMF fluoracetamide 1.8–3.1 0.70 � 0.02
DMF butyramide 0.8–2.4 1.92 � 0.05
DMF benzamide 1.5–2.8 0.62 � 0.04
MeCN aniline 0.5–2.0 0.52 � 0.03
DMF aniline 2.0–4.0 3.8 � 0.1
DMF 3-aminopyridine 0.5–3.0 2.3 � 0.1


a Cyclic voltammetric method: [1], ca 4 mM; reported uncertainties are standard deviations for four independent measurements in the nucleophile
concentration range indicated. UV method: [1], ca 0.2 mM; reported uncertainty is the standard deviation for seven measurements in the concentration range
indicated.
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group, and for butyramide or benzamide, because of
increasing steric hindrance.


As found in the case of the addition reaction of EtOH
to 1,1d the equilibrium constant values correlate with the
empirical bond acceptor � parameter of the solvent.


�������� �
 � ���� ����


When the reaction between 1 and urea (molar ratio
[urea]/[1] � 30; see Experimental) in DMF solvent was
followed by CV, the initial CV scan of 1 evolved to a final
CV that did not present cathodic peaks. This is indirect
evidence of the formation of a thiadiazolidine (addition to
both C=N double bonds of 1), since they are not
voltammetrically reducible.


Further evidence in the same direction was obtained
when the reaction was monitored by UV spectro-
photometry: the time evolution of the UV spectrum of a
solution of 1 (0.2 mM) and urea (2 mM) in a 1:3 DMF–
MeCN solvent mixture was measured. The mixed solvent
was chosen as a compromise: the reaction was very slow
in MeCN, and the cutoff of the DMF–urea system
hindered the observance of the spectrum at low
wavelengths. The spectrum showed initially only the
absorption band of 1, at 325 nm. This absorption
decreased over time and finally vanished, indicating the
complete consumption of 1. A much weaker absorption
band at 266 nm developed during the experiment; its final
intensity was 1/10 of the initial absorption band of 1 at
325 nm. Thiadiazoline 1,1-dioxides absorb typically at ca
260 nm, but their molar absorptivity is about 50% greater
than that of the corresponding thiadiazoles, while the UV
band of the thiadiazolidines is also near 260 nm, but very
weak [�max (nm), � (M�1 cm�1) in MeCN solvent are1a for
1 328, 8860, for 3,4-diphenyl-1,2,5-thiadiazoline 1,1-
dioxide 260, 15850 and for 3,4-diphenyl-1,2,5-thiadi-
azolidine 1,1-dioxide 260, 350].


IR, 13C NMR and 1H NMR spectroscopy and
elemental analysis of the reaction product indicate that
its structure corresponds to the bicyclic thiadiazolidine 3.
The synthesis of a series of similar compounds and their
structural characterization will be described in Part 2.
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ABSTRACT: The low yield of endo products of a Diels–Alder reaction in aqueous LiClO4 can be enhanced by using a
simple solvent manipulation. This report on the use of salt solutions opens up the possibility of creating effective
conditions for Diels–Alder reactions. Copyright # 2003 John Wiley & Sons, Ltd.
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Diels–Alder reactions can be accelerated in the presence
of water, aqueous salts (e.g. LiCl, NaCl, MgCl2), organic
solvents and their salt solutions (e.g. LiClO4–diethyl
ether). The work of the groups of Breslow1 and Grieco2


is noteworthy in this direction. These and several other
such contributions have been recently reviewed from this
laboratory.3 Following a suggestion from Breslow,4 it was
possible to describe the rate enhancement and inhibition
of Diels–Alder reactions in terms of salting-out and
salting-in phenomena, respectively. Thus, aqueous salts
such as LiCl, NaCl and MgCl2 are salting-out agents,
whereas LiClO4 and guanidinium chloride are salting-in
agents. About a 40% reduction in the rate and endo/exo
ratios for the reaction of cyclopentadiene with methyl
acrylate can be observed in 4 M LiClO4 in water. As part
of continuing efforts from this laboratory5 to gain insights
into the causes of rate variations of these reactions and
thereby creating better reaction conditions, it is shown for
the first time how LiClO4 can be made to convert its role
in enhancing the endo/exo ratios by manipulating the
solvents for a Diels–Alder reaction.


The reaction of cyclopentadiene (1) with methyl acry-
late (2) (Scheme 1) was carried out in 1 M aqueous
LiClO4 resulting in 65% endo product 3a, which was
7% lower than observed in water alone. The experimental
procedure is discussed elsewhere.5d Solutions of AR-
grade LiClO4 were prepared in de-ionized water and
dried organic solvents. In a typical run, 0.6 ml
(7.26 mmol) of freshly cracked cyclopentadiene from its
dimer (Merck) was dissolved in 2 ml of the salt solution.


Then, 0.6 ml (6.66 mmol) of freshly distilled methyl
acrylate (Merck) was dissolved in 10 ml of the salt
solution. The solution containing cyclopentadiene was
added to the solution with methyl acrylate. The reaction
mixture was magnetically stirred for about 5 h. The endo
and exo products were determined using NMR as dis-
cussed in the literature.6 Each reaction was carried out
three times and the average was taken as the final reading.


Later, the reactions were carried out in aqueous mix-
tures of methanol with compositions ranging from 10 to
40% (v/v) methanol. Interesting results were noted when
these reactions were carried out in these mixtures under
similar conditions. First, 86% of endo product was
observed in 10% methanol–water. The formation of the
endo product was further accelerated in 20, 30 and 40%
methanol–water, reaching 95% with a gain of 30%
compared with that in 1 M LiClO4 in water. These results
are shown in Fig. 1. One can see a sharp rise in the endo
products. This reaction resulted in 90 and 75% endo
products in 60 and 80% methanol–water systems, respec-
tively. There is a decline in the endo product in methanol-
rich solvent. When this reaction was carried in 100%
methanol (no salt), the endo product (53%, yield 48%)
was observed to be lower than that obtained in water
alone. The yield of 60% in water alone increased to 70,
76, 81 and 86% in 10, 20, 30 and 40% methanol–water
solutions, respectively. Again, a substantial decrease in
yield was noted in 60 and 80% methanol solutions. The
reaction in 1 M LiClO4–methanol, however, offered 58%
endo, which was not remarkably higher than that ob-
tained in methanol alone. The reactions were also carried
in the aqueous mixtures of methanol without any LiClO4


(controlled reaction), where endo products dropped by
about 10% from 72% in pure water to 61% in 40%
methanol–water. The behavior of LiClO4 in some organic
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solvents has recently been reported during investigation
of its limitations in Diels-Alder chemistry7 (the accelera-
tion of the reaction of cyclopentadiene with ethyl acrylate
in LiClO4 in diethyl ether is mild compared with that in
other solvents). In this connection, it is important to
differentiate the effect of LiClO4 from that of LiCl (a
salting-out agent in water) on the endo products. This
reaction in LiCl–methanol–water did not offer any no-
ticeable changes in the endo product. The endo product
obtained in 1 M LiCl–100% water (78%) changed to 84%
when the reaction was carried in 1 M LiCl in 40%
methanol–water. This suggests that the effect of LiCl in
water is not altered by the presence of methanol as
observed in the case of LiClO4.


In order to test the role of aqueous mixtures on the
stereoselectivities, this reaction was also carried in aqu-
eous mixtures of ethanol, acetone and dioxane. A 40%
ethanol–water mixture containing 1 M LiClO4 showed
about a 17% increase in the endo product compared
with the reaction carried out in LiClO4–water solution
(no ethanol). The increase in the endo product in 40%
ethanol–water with salt is only 11% with respect to that in


water alone. LiClO4 in 100% ethanol gave 60% endo
product. This reaction in 1 M LiClO4 in 10% acetone–
water gave only 70% endo product, which increased to
82% in 40% acetone–water. The results in LiClO4–
dioxane–water were not encouraging. Four different
compositions of dioxane–water containing 1 M LiClO4


resulted in endo products ranging from 62 to 68%. When
the reactions were carried in salt-free dioxane–water
mixtures (10–40% dioxane), the endo products varied
between 63 and 67%. LiClO4 in dioxane did not have any
effect on the endo product.


The reactions were further carried in solutions of LiCl
prepared in aqueous ethanol, acetone and dioxane.
Although the endo products increased in these solutions,
the increase was very mild.


It is surprising that another potential salting-in agent,
guanidinium chloride, when subjected to the above ex-
periments in methanol–water mixtures did not produce
noticeable change in the endo products. This resulted in
us discontinuing further experiments in other solvents. It
appears that the interaction of ClO4


� with aqueous
methanol plays a significant role in converting a
salting-in to a salting-out agent. This was observed in
our earlier studies, where we found that LiClO4 could
complex with some organic solvents in order to form
clathrates. The presence of these clathrates can enhance
the endo products.7 Water-rich methanol solutions do
not favor clathrate formation, thereby decreasing endo
product formation. Guanidinium chloride, on the other
hand, does not form clathrates with pure methanol.


In support of the above work, salting coefficients8 were
calculated for this reaction in LiClO4–methanol–water
using the method outlined earlier.5d The salting coeffi-
cient of LiClO4–water for this reaction was found to be
�0.469, which became þ0.125 in 40% methanol–water.
(A negative salting coefficient means salting-in and
postive salting-out; a zero value of the salting coefficient
denotes that salt has no effect on a reaction. The solubility
measurements were not performed to seek further support
of the statements made here, as excellent agreement of
the salting coefficients had been reported from this
laboratory between those obtained from experimental
solubility data and theory.) These salting coefficients
show that it is possible to convert a salting-in to a
salting-out agent by appropriate mixing of solvents in
water.


In conclusion, the results presented here demonstrate
that it is possible to change the role of LiClO4, a salting-
in agent in water, to a salting-out agent by changing the
solvent composition. Methanol appeared to be the most
effective solvent, aqueous mixtures of which can bring
noticeable changes in the formation of endo products. It
is hoped that these studies will allow synthetic organic
chemists to apply more effective reaction conditions by
simple solvent manipulation. Several permutations and
combinations of solvents may be useful, and results on
this aspect will be published in the near future, and the


Figure 1. Effect of aqueous methanol on the formation of
endo products in (&) LiClO4 and (&) LiCl; (� ) no salt,
control reaction


Scheme 1


634 S. S. DESHPANDE ET AL.


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 633–635







molecular basis of this observation with detailed experi-
mental data will also be communicated.
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INTRODUCTION


1,3-Dipolar cycloaddition reactions play an important
role in the syntheses of five-membered heterocyclic
compounds; therefore, understanding of their intrinsic
reaction mechanism and the origin of their regioselec-
tivity has been the aim of numerous experimental and
theoretical studies.1 It is generally accepted that a 1,3-
dipolar cycloaddition includes four �-electrons from the
1,3-dipole and two �-electrons from the dipolarophile.
Similarly to Diels–Alder additions, in their concerted
approach, these [3þ 2] pericyclic reactions are allowed
by frontier orbital interactions.2 Although there were
some discussions in the 1970s about the stepwise diradi-
cal and concerted approach,3 the latter mechanism is now
supported by a large number of theoretical and experi-
mental studies.1,4 It is not our intention to engage in this
debate, we rather consider in this work only the concerted
single-step reaction.


Diazomethane (H2CNN) was first isolated in 18945 and
is described either in the classical closed shell resonance


hybrid form 16,7 or in the form 2 recently proposed by
Papakondylis and Mavridis.8


Diazomethane (DZM), known as a 1,3-dipole of the
propargyl/allenyl anion types,7 has been widely studied
in its 1,3-dipolar cycloaddition (13DC) reactions with
alkenes,9–14 phosphaalkynes,15 hydroxamic acids,16 car-
bonyls,1,12,17 etc. However, as far as we are aware, the
13DC of DZM to acetylenes has only been studied
theoretically in the unsubstituted case10 and the regios-
electivity of this kind of addition has not been reported.
Therefore, it seems reasonable, if not necessary, to
investigate the mechanistic aspects, especially the regios-
electivity, of the 13DC between DZM and substituted
acetylenes, making use of quantum chemical methods.


Moreover, hydrazoic acid (HNNN) and nitrous oxide
(N2O) also belong to the propargyl/allenyl anion types7


and have been studied as the dipoles in many 13DC
reactions.10,13,15,18,19 In this work we also considered the
13DC of hydrazoic acid to ethylene, acetylene, phos-
phaalkynes and cyanides. The 13DC of nitrous oxide to
acetylenes has been studied in our previous work19 at the
B3LYP/6–31G(d,p) level. For the sake of consistency, we
only studied in this work the 13DC of nitrous oxide to
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some dipolarophiles such as ethylene, acetylene, propyne
and phosphaalkynes at a higher level, namely the B3LYP/
6–311þþG(d,p) level.


On the other hand, in relation to our continuing
theoretical interest in the application of DFT-based re-
activity descriptors20 to study the regioselectivity of
cycloaddition reactions,19,21 we set out in all reactions
considered in this paper to investigate the validity of the
local hard and soft acids and bases (HSAB) principle22 by
using the local softness values obtained not only from the
natural population analysis (NPA) charges23 but also
from the Hirshfeld (‘stockholder’) charges24 that, among
others, in view of their DFT-based character25 and the
increasing computational possibility to implement them,
have recently attracted renewed interest.26,27


THEORY AND COMPUTATION DETAILS


In addition to the widely accepted computational advan-
tages associated with density functional theory, it has also
been the source of the sharp definition of a series of
concepts, readily known by chemists but mostly intro-
duced on an empirical basis. These concepts emerge as
response functions of the system’s energy with respect
to its number of electrons N or/and its external (i.e. due to
the nuclei) potential v(r); among the most important ones,
we mention the electronegativity (for detailed account of
different electronegativity scales see, e.g., Ref. 28), hard-
ness29 and softness29 and Fukui’s frontier molecular
orbital reactivity index.30


The electronegativity � was found to the negative of
the chemical potential �, the derivative of E with respect
to N at constant v:31


� ¼ �� ¼ @E


@N


� �
v


ð1Þ


Within a finite difference approximation, this equation
reduces to


� � I þ A


2
ð2Þ


where I and A are the vertical ionization energy and
electron affinity, respectively. Using Koopmans’ approx-
imation32 within a Hartree–Fock context, this equation is
further reduced to


� � � "LUMO þ "HOMOð Þ
2


ð3Þ


The chemical hardness � was defined as the second
derivative of E with respect to the number of electrons
N at constant v:20c


� ¼ 1


2


@2E


@N2


� �
v


¼ 1


2


@�


@N


� �
� I � A


2
ð4Þ


Within the framework of Koopmans’ theorem, the ap-
proximation reduces to half of the HOMO–LUMO gap:


� � "LUMO � "HOMO


2
ð5Þ


The inverse of the hardness is called the softness S:33


S ¼ 1


2�
� 1


I � A
ð6Þ


of which the local counterpart, the local softness s(r), is
introduced as33


sðrÞ ¼ @�ðrÞ
@�


� �
v


¼ S
@�ðrÞ
@N


� �
v


� Sf ðrÞ ð7Þ


i.e. the product of the global softness of the system and
the Fukui function f(r),34 a reactivity index, which, as can
be seen from Eqn (7), was introduced as the derivative of
the system’s electron density with respect to the number
of electrons at constant external potential. Owing to the
discontinuity of �(r) with respect to N, a left- and a right-
hand side derivative can be introduced, corresponding to
the case of an electrophilic ( f�) or a nucleophilic ( fþ)
attack:


f�ðrÞ ¼ @�ðrÞ
@N


� ��
v


� �NðrÞ � �N�1ðrÞ ð8Þ


fþðrÞ ¼ @�ðrÞ
@N


� �þ
v


� �Nþ1ðrÞ � �NðrÞ ð9Þ


where �Nþ1ðrÞ, �NðrÞ and �N�1ðrÞ are the electron den-
sities of the Nþ 1, N and N� 1 electron system, respec-
tively, all at the geometry of the N-electron system. It was
shown by Yang et al.35 that f� and fþ can, on neglect of
orbital relaxation on adding or subtracting electrons, be
approximated by the density of the HOMO or the LUMO,
respectively. From this, it can be seen that the Fukui
function is a generalization of frontier MO theory, both
methods, as they deal with the isolated reagents, however
describing the onset of the reaction. Discrepancy of both
indices from observed regioselectivities is thus often
ascribed to the transition state occurring late on the
reaction path.


Yang and Mortier36 proposed a condensed version of
these Fukui functions, i.e.


f�k � Nk;N � Nk;N�1 ð10Þ


fþk � Nk;Nþ1 � Nk;N ð11Þ
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where Nk;Nþ1, Nk;N and Nk;N�1 are the electron popula-
tions of atom k in the Nþ 1, N and N� 1 electron system,
respectively.


In addition to the introduction of these concepts,
several chemical principles received theoretical justifica-
tion. One of these is Pearson’s hard and soft acids and
bases principle, stating that hard acids prefer to bond to
hard bases and soft acids to soft bases. This principle also
has a local counterpart, stating that interacting sites of a
Lewis acid and base will have local softnesses that are as
close as possible. As such, it can be rationalized37,38 that
two molecules containing two possible interaction sites a
and a0 and b and b0 will preferentially interact yielding the
smallest of the two � values:


�1 ¼ sþa � s�b
� �2þ sþa0 � s�b0


� �2 ð12Þ


�2 ¼ sþa0 � s�b
� �2þ sþa � s�b0


� �2 ð13Þ


Quantum chemical calculations were performed with
the aid of the Gaussian 98 set of programs.39 All
structures were fully optimized with the hybrid exchange
correlation B3LYP functional and the 6–311þþG(d,p)
basis set. However, in our experience, the diffuse basis
functions can cause some unpredictable errors in calcu-
lating the local softness values.40 For this reason, we only
used the B3LYP/6–311G(d,p) method to calculate the
characteristics of the reactants in order to probe the
regioselectivity in the 13DC reactions considered. Zero-
point vibrational energies (ZPEs) were calculated and
scaled down by a factor of 0.980641 at the B3LYP/6–
311þþG(d,p) level. In the simplest cases, the relative
energies were further refined by single-point electronic
energy computations at higher levels such as the B3LYP
with the larger aug-cc-pVTZ basis set and coupled-
cluster theory, CCSD(T)/6–311þþG(d,p) and CCSD(T)/
6–311þþG(3df,2p). As mentioned above, atomic charges
were obtained via natural population analysis using the
NPA option in the Gaussian program and via the ‘stock-
holder’ charges using Hirshfeld’s partitioning proce-
dure.24 The orbital coefficients and the orbital shapes
are obtained from HF/STO-3G calculations. Throughout
this paper, bond distances are given in ångstroms, bond
angles in degrees, total energies in hartrees and zero-
point and relative energies, unless stated, otherwise in
kilocalories per mole (1 kcal¼ 4.184 kJ).


RESULTS AND DISCUSSION


The 13DC of diazoalkanes


The differences in vertical ionization energies (II) and
electron affinities (AA) obtained from B3LYP/6–
311G(d,p) calculations for some simple diazoalkanes
and a series of dipolarophiles are presented in Table 1.
It turns out that diazomethane (DZM) behaves as a


nucleophilic reagent involving its highest occupied mo-
lecular orbital (HOMO) in the reactions with ethylene,
acetylene (cases 2 and 3) and the group II (cases 8–24) in
Table 1, whereas it becomes an electrophilic reagent
interacting via its lowest unoccupied molecular orbital
(LUMO) in the reactions with the group I (cases 4–7 in
Table 1). Table 1 also presents the differences in the
vertical ionization energies and electron affinities (II –
AA) for substituted diazoalkanes and H—C———C—CH3.
While Br2CNN, Cl2CNN behave as electrophiles (group
I), (CH3)2CNN acts as a nucleophile (group II) in their
reactions with propyne.


Table 2 summarizes the main geometric parameters of
the transition and product structures in the 13DC of DZM
to ethylene, acetylene, propyne and methinophosphide
(HC———P). The activation energies and reaction energies
computed from the full geometry optimizations at
B3LYP/6–311þþG(d,p), B3LYP/aug-cc-pVTZ, CCSD
(T)/6–311þþG(d,p) levels and from the single-point
calculations at CCSD(T)/6–311þþG(3df,2p) level are
also listed in Table 2.


Comparing the geometric values of the transition
structure (Ts) in Table 2 for the 13DC of DZM to
ethylene with the best results obtained from the work of
Blavins et al.14 [QCISD/6–31G(d) and CCD/6-31G(d)]
and Rastelli et al.11 [MP2/6–31G(d) and B3LYP/6–
31G(d)], we can see that the intersystem bond distances
R1 and R2 are considerably improved when using B3LYP
and CCSD calculations with more extended basis sets.
Taking the CCSD(T)/6–311þþG(d,p) values in the pre-
sent work as references, the deviation of R1 amounts to
0.008 Å in B3LYP/6–311þþG(d,p) (this work), 0.018 Å
in B3LYP/aug-cc-pVTZ (this work), 0.004 Å in QCISD/
6–31G(d),14 0.002 Å in CCD/6–31G(d),14 0.040 Å in
B3LYP/6–31G(d)11 and 0.059 Å in MP2/6–31G(d).11


Similarly, the differences in R2 are 0.008 Å in B3LYP/
6–311þþG(d,p), 0.025 Å in B3LYP/aug-cc-pVTZ (our
work), 0.042 Å in QCISD/6–31G(d),14 0.039 Å in CCD/
6–31G(d),14 0.005 Å in B3LYP/6–31G(d)11 and 0.026 Å
in MP2/6–31G(d).11 Further, in the 13DC of DZM to
acetylene, the deviations in the B3LYP calculations
of R1 and R2, as compared with the CCSD(T) level, are
in the same range as in the case of 13DC of DZM to
ethylene. It can be seen that the distances of both newly
formed bonds in the cycloadducts in both 13DCs of DZM
to ethylene and acetylene are nearly equal. However, the
bond distances R1 and R2 in the transition structures are
very similar, although R1 goes to a larger bond length than
R2. These observations might point to a certain extent of
asynchronicity in these concerted 13DC reactions.


The energy barriers, including scaled zero-point
energy (ZPE) corrections, computed at the B3LYP levels
[19.3 kcal mol�1 using 6–311þþG(d,p) and 20.4 kcal
mol�1 with aug-cc-pVTZ basis sets] for the ethylene
case in Table 2 are close to the values obtained from
QCISD/6–31G(d) (20.8 kcal mol�1),14 CCD/6–31G(d)
(19.1 kcal mol�1)14 and CCD/6–311þþG(2d,2p) (19.8
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kcal mol�1).14 Owing to the difficulty in the frequency
calculation at the CCSD(T)/6–311þþG(d,p) level, we
only report in Table 2 the energy barriers computed from
the optimization process and from the single-point cal-
culation at the CCSD(T)/6–311þþ G(3df,2p) level based
on the CCSD(T)/6–311þþG(d,p) geometry, corrected
with the scaled ZPE obtained from B3LYP/6–311þþ
G(d,p) calculations. In all calculations, the differences in
energy barriers between B3LYP and CCSD(T) calcula-
tions vary from 2 to 5 kcal mol�1 as reported in the
literature.42 However, although the B3LYP slightly un-
derestimates the energy barriers, this computationally
low cost approximation gives the same orders of energy
barriers in the initial attacks of the 13DC reactions as
compared with the CCSD(T) method (cf. Table 2).
Therefore, in the rest of this work, the B3LYP/6–
311þþG(d,p) will be the method of choice to compute
the activation energies. It should be kept in mind that in
this work, the emphasis is mainly on reproducing trends
in activation barriers and not on reproducing the absolute
values of the barriers themselves. One can nevertheless
see that the differences in reaction energies between both


B3LYP and CCSD(T) levels show larger variations from
7 to 12 kcal mol�1.


In an attempt to probe the regioselectivity, we consider
a number of different substituents in the dipolarophiles
and also in the DZM dipole. The calculated results are
reported in Table 3. Moreover, the criteria used to ratio-
nalize the regioselectivity such as the local softness
difference obtained from NPA and Hirshfeld charges (�)
and the classical frontier molecular orbital (FMO) coeffi-
cients (C) are also displayed in Table 3.


Let us first consider the monosubstituted cases, namely
the methylated H—C———C—CH3 containing an electron-
donor group and halogenated H—C———C—Br, H—C———
C—Cl, and H—C———C—F containing an electron-with-
drawing group. Compared with the unsubstituted case
H—C———C—H, we note that the activation energy in-
creases by about 2–4 kcal mol�1 when one hydrogen
atom is replaced by an electron donor group and de-
creases by 1–3 kcal mol�1 when it is substituted by an
electron acceptor group. Such a trend is in line with the
experimental kinetic results43 that showed that electron
acceptors on dipolarophiles and electron donors on


Table 1. Differences (in eV) in II�AA of diazoalkanes and various dipolarophiles


No. Structure IIa AAa II(R) � AA(H2CNN) II(H2CNN) � AA(R)


1 H2CNN 9.06 �1.38
2 CH2


——CH2 10.56 �2.77 11.94 11.83
3 H—C———C—H 11.36 �3.30 12.74 12.36


Group I—
4 H—C———C—CH3 10.30 �2.99 11.68 12.05
5 Br—C———C—CH3 9.50 �2.03 10.88 11.09
6 Cl—C———C—CH3 9.74 �2.60 11.12 11.66
7 F—C———C—CH3 10.27 �3.09 11.65 12.15


Group II—
8 H—C———C—Br 10.22 �1.88 11.60 10.94
9 H—C———C—Cl 10.55 �2.55 11.93 11.61


10 H—C———C—F 11.28 �3.37 12.66 12.43
11 H—C———C—CBr3 9.94 0.66 11.32 8.40
12 H—C———C—CCl3 10.74 �0.45 12.12 9.51
13 H—C———C—CF3 11.99 �2.21 13.37 11.27
14 Br—C———C—CBr3 9.61 0.76 10.99 8.30
15 Cl—C———C—CCl3 10.33 �0.31 11.71 9.37
16 F—C———C—CF3 11.89 �2.70 13.27 11.76
17 H—C———P 10.76 �0.89 12.14 9.95
18 Br—C———P 9.82 �0.51 11.20 9.57
19 Cl—C———P 10.08 �0.59 11.46 9.65
20 F—C———P 10.58 �1.10 11.96 10.16
21 CH3—C———P 9.84 �1.07 11.22 10.13
22 CBr3—C———P 9.77 1.01 11.15 8.05
23 CCl3—C———P 10.38 0.76 11.76 8.30
24 CF3—C———P 11.27 0.09 12.65 8.97


No. Structure IIa AAa II(propyne)� II(R2CNN)�
AA(R2CNN) AA(Propyne)


Group I—
1 Br2CNN 8.53 0.63 9.67 11.52
2 Cl2CNN 8.81 0.49 9.81 11.80


Group II—
3 (CH3)2CNN 7.85 �1.36 11.66 10.84


a Vertical ionization energies and electron affinities obtained from B3LYP/6–311G(d,p) computations.
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dipoles reduce the activation energies. In the DZMþ
H—C———C—CH3 case, the more favored Ts-normal
corresponds to the attack of CH2 in DZM on C—H in
acetylene, whereas it is the attack of CH2 on the substi-
tuted carbon in the halogenated acetylenes.


Similarly, as seen in Table 3, the energy barriers of the
Ts-normal approach of the halophosphaalkynes actually
decrease on going from Cl—C———P to Br—C———P, H—
C———P and F—C———P. Both Cl and Br atoms clearly
behave as global electron donors, presumably through �
back-donation in such a way that the P-atoms in Cl—
C———P and Br—C———P have more negative net charges
than that in H—C———P, so the attack of CH2 in DZM on
the P-atom in those substituted cases becomes more
difficult, leading to higher activation energies. In the
F—C———P case, owing to the strongest �-electron with-
drawing effect of the fluorine atom, the substituted
carbon now has fewer electrons than the P-atom. As a
consequence of the reversed polarity, the Ts-normal in
this case corresponds to the attack of CH2 in DZM to the
C-atom. It is also interesting that in CH3—C———P the
activation energy of the Ts-normal turns out to be higher
than that of H—C———P, in agreement with that observed
in the pair acetylene–propyne. Experimentally, all of the


13DC of diazo compounds to alkylphosphaalkynes (R—
C———P, R¼ alkyl) proceed regiospecifically and lead al-
most exclusively to the 3H-1,2,4-diazaphospholes 3 with
yields of 90–100%.44


The substituent effects in the dipole are best illustrated
when comparing the 13DC of (CH3)2CNN and H2CNN
with that of H—C———C—CH3. The presence of two
methyl groups in the dipole reinforces the electron
donating capacity of the C-atom in DZM leading to the
lower energy barriers (18.8 kcal mol�1 in case 25 com-
pared with 21.4 kcal mol�1 in case 2 in Table 3). Never-
theless, the presence of two Br- or two Cl-atoms in the
dipole does not give rise to a reversed regioselectivity; in
fact, the Ts-normal also correspond to the attack of the
C-atom in diazoalkanes on C—H in propyne as in
the (CH3)2CNN case. In this case, this leads to the con-
clusion that these halogens behave as electron donors, in


Table 2. Selected geometric parameters of the transition structures and cycloadducts in 13DC of H2CNN and related
structures


Structure B3LYP B3LYPa CCSD(T)a CCSD(T)a


6–311þþG(d,p) aug-cc-pVTZ 6–311þþG(d,p) 6–311þþG(3df,2p)


H2C——CH2


Ts—
�E 6¼ (kcal mol�1) 19.27 20.36 15.00 16.35
R1 (Å) 2.207 2.197 2.215
R2 (Å) 2.337 2.320 2.345
Product—
�Er (kcal mol�1) �23.48 �21.93 �33.42 �32.64
R1 (Å) 1.540
R2 (Å) 1.493
HC———CH
Ts—
�E 6¼ (kcal mol�1) 19.03 19.79 16.02 17.08
R1 (Å) 2.203 2.199 2.200
R2 (Å) 2.372 2.357 2.358
Product—
�Er (kcal mol�1) �42.68 �41.77 �49.06 �49.42
R1 (Å) 1.487 1.484
R2 (Å) 1.433 1.431
H—C———C—CH3


�E 6¼ (Tsn) 21.44 17.13
�E 6¼ (Tsr) 23.04 18.06
HC———P
�E 6¼ (Tsn) 9.07 6.54 6.82
�E 6¼ (Tsr) 10.01 8.08 8.01


a Including zero-point vibrational corrections (ZPEs) obtained at the B3LYP/6–311þþG(d,p) level.
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agreement with their negative �R values45 and their
higher softness values. It should be noted that we could
not locate the Ts for the F2CNN case owing to the high
stability of the difluorocarbene (F2C) and nitrogen mole-
cule, which invariably leads to dissociation upon geome-
try optimizations.


The geometric parameters of all the studied Tss (avail-
able in the Supplementary Material at the epoc website at
http://www.wiley.com/epoc) also suggest that the con-
certed 13DC of diazoalkanes to acetylenes and phos-
phaalkynes is a slightly asynchronous process as
observed in the unsubstituted cases.


Table 3. Different reactivity criteria [energy barriers �E (kcalmol�1), local softness differences � and FMO coefficients
product C] used in explaining the regioselectivity of 13DC of H2CNN with R—C———P and R1C———C—R2, and R2CNN on H—C———
C—CH3


Group No. Structure Site of attack in Ts �E 6¼ �a �b Cc


I 1 HC———CH (CH2) on C—H 19.03d


2 H—C———C—CH3 (CH2) on C—H 21.44 0.394 0.201 0.170
(CH2) on C—CH3 23.04 0.149 0.059 0.195


3 Br—C———C—CH3 (CH2) on C—Br 20.66 0.725 0.285 0.117
(CH2) on C—CH3 22.82 0.166 0.190 0.170


4 Cl—C———C—CH3 (CH2) on C—Cl 20.83 0.155 0.185 0.199
(CH2) on C—CH3 23.20 0.602 0.241 0.176


5 F—C———C—CH3 (CH2) on C—F 17.80 0.125 0.152 0.134
(CH2) on C—CH3 22.30 0.464 0.137 0.100


II 6 H—C———C—Br (CH2) on C—H 19.23 1.293 0.586 1.412
(CH2) on C—CBr 18.41 1.355 0.588 1.413


7 H—C———C—Cl (CH2) on C—H 19.57 1.543 0.643 1.418
(CH2) on C—Cl 18.62 1.507 0.644 1.419


8 H—C———C—F (CH2) on C—H 19.02 1.757 0.523 1.407
(CH2) on C—F 15.36 1.556 0.523 1.411


9 H—C———C—CBr3 (CH2) on C—H 16.47 2.256 1.169 0.407
(CH2) on C—CBr3 18.28 2.079 1.165 0.424


10 H—C———C—CCl3 (CH2) on C—H 16.12 1.572 1.200 0.469
(CH2) on C—CCl3 16.83 1.891 1.204 0.451


11 H—C———C—CF3 (CH2) on C—H 15.21 0.644 0.268 1.065
(CH2) on C—CF3 14.29 0.818 0.271 1.053


12 Br—C———C—CBr3 (CH2) on C—Br 16.42 2.238 1.241 0.436
(CH2) on C—CBr3 18.31 2.377 1.244 0.418


13 Cl—C———C—CCl3 (CH2) on C—Cl 16.11 1.777 1.289 0.508
(CH2) on C—CCl3 17.15 2.033 1.292 0.490


14 F—C———C—CF3 (CH2) on C—F 11.49 0.835 0.347 1.131
(CH2) on C—CF3 14.30 0.959 0.350 1.113


15 H—C———P (CH2) on P 9.07 0.392 0.487 1.304
(CH2) on C—H 10.01 0.924 0.504 1.298


16 Br—C———P (CH2) on P 11.69 0.696 0.647 1.291
(CH2) on C—Br 13.08 1.359 0.668 1.286


17 Cl—C———P (CH2) on P 12.02 0.702 0.539 1.299
(CH2) on C—Cl 13.26 1.365 0.558 1.294


18 F—C———P (CH2) on P 12.23 0.590 0.555 1.278
(CH2) on C—F 10.96 1.215 0.573 1.279


19 CH3—C———P (CH2) on P 12.52 0.676 0.523 1.236
(CH2) on C—CH3 15.47 1.326 0.541 1.230


20 CBr3—C———P (CH2) on P 8.11 1.156 0.518 0.802
(CH2) on C—CBr3 11.96 1.861 0.536 0.778


21 CCl3—C———P (CH2) on P 7.43 0.985 0.458 0.852
(CH2) on C—CCl3 10.18 1.674 0.475 0.826


22 CF3—C———P (CH2) on P 5.90 0.639 0.489 1.183
(CH2) on C—CF3 6.60 1.272 0.506 1.166


I 23 Br2CNN (Br2C) on C—H 14.74 0.583 0.343 0.070
(Br2C) on C—CH3 15.94 0.272 0.138 0.090


24 Cl2CNN (Cl2C) on C—H 13.21 0.539 0.355 0.078
(Cl2C) on C—CH3 14.23 0.244 0.148 0.098


II 25 (CH3)2CNN (CH3)2C on C—H 18.77 1.981 0.696 1.176
(CH3)2C on C—CH3 21.38 1.963 0.632 1.175


a �, differences in local softness obtained from NPA charges.
b �, differences in local softness obtained from stockholder charges.
c C, FMO coefficients product calculated at the HF/STO-3G level.
d Values in bold correspond to Ts-onrmal and corrected prediction cases by the relevant criteria.
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We also use the reactivity indices including the local
softness difference � and the FMO coefficients to explain
the regioselectivity of these 13DC reactions. The defini-
tions of and equations for these criteria can be found
elsewhere,19,21 only the calculated results are listed here
in Table 3. It should be stressed that when a diazo
derivative behaves as an electrophilic agent (group I),
we consider sþk as their local softness and their LUMO
coefficients as frontier MOs. In contrast, when they act as
nucleophiles (group II) we consider s�k and their HOMO
coefficients. From the viewpoint of the local HSAB
principle22 and the FMO theory,46 a lower activation
energy is already reflected in a lower local softness
difference and higher FMO coefficients product. Table 3
indicates that of the 24 cases considered, the �NPA index
gives a correct prediction in 15 cases, whereas the
�stockholder is successful in 12 cases and the classical
FMO coefficient product is able to predict 18 cases.


In summary, the criteria based on the �NPA and FMO
coefficient products turn out the more useful tools in
predicting the regioselectivity in the 13DC reactions, as
concluded in our previous work.19,21 The recently devel-
oped ‘stockholder’ charges do not seem adequate, as also
observed in the work of Olah et al.26 The failed cases of
the criteria could be understood by looking at the shapes of
the LUMO and HOMO of those compounds, as depicted
in Figs 1 and 2. The �-orbitals of C- and N-atoms in
diazoalkanes do not correspond to the LUMO, but to the


LUMOþ 1 or LUMOþ 2. Similarly, the �-orbitals of C-
atoms in H—C———C—CBr3 and H—C———C—Br do not
correspond to the HOMO or LUMO, but to the
HOMO� 1 or LUMO� 1. The change in orbital energy
ordering and thereby the abnormal behavior of the HOMO
and LUMO effectively perturb the FMO interaction treat-
ment, leading to a failure of the regioselectivity prediction.
When the HOMO� 1 and LUMOþ 1 are taken into
consideration, a better agreement could be attained. Simi-
larly, the population analysis charges employed to calcu-
late the local softnesses are taken only for the neutral (N
electrons), cation (N� 1 electrons) and anion (Nþ 1
electrons) species, that do not correspond to the electrons
really involved in the electronic reorganization.


The 13DC of hydrazoic acid and nitrous oxide


In this section we will examine the 13DC of the simplest
azide and nitrous oxide to some simple dipolarophiles.
Our objective is to obtain additional information neces-
sary for a more general rationalization of the regioselec-
tivity in this kind of 13DC.


Figure 1. Selected HOMO and LUMO of related structures
(obtained from HF/STO-3G calculations)


Figure 2. Selected HOMO and LUMO of related structures
(continued)
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Table 4 presents the differences (II – AA) for hydrazoic
acid, nitrous oxide and related compounds. It has again
been observed that hydrazoic acid behaves as an electro-
phile in the reactions with ethylene and acetylene, whereas
it acts as a nucleophile when approaching phosphaalkynes
(except for CH3C———P and probably alkyl derivatives) and
cyanides. For its part, nitrous oxide always behaves as an
electrophile in the reactions considered.


Similarly to the 13DC of diazo compounds, we also
computed the energy barriers and reaction energies at
higher levels for the 13DC of hydrazoic acid to the
simplest structures, ethylene and acetylene. The energy
barriers obtained from the optimization procedures at
B3LYP/6–311þþG(d,p), B3LYP/aug-cc-pVTZ levels
and also from the single-point calculations at CCSD(T)/
6–311þþG(d,p) level are recorded in Table 5. Geometric
parameters of the transition structures and also the
product structures in the simplest cases in the 13DCs of


hydrazoic acid and nitrous oxide are given in Tables S3
and S4 in the Supplementary Material at the epoc website
at http: //www.wiley.com/epoc.


It is noted from Table 5 that the differences in calcu-
lated barrier heights between B3LYP and CCSD(T)
methods vary from 0.1 to 1.3 kcal mol�1, which are
smaller than that in the 13DC of DZM (cf. Table 2). On
the other hand, the reaction energy differences between
the two methods again show a larger variation from 2–
7 kcal mol�1. In general, the performance of the B3LYP
functional seems to depend considerably upon the reac-
tion type, as already reported in the literature.42 In the
13DC case considered here, B3LYP performs fairly well,
giving energy barriers close to the CCSD(T) or CASPT2
counterparts.47


Table 6 displays the energy barriers of the transition
structures in the 13DC of hydrazoic acid to phosphaalk-
ynes and cyanides and in the 13DC of nitrous oxide to


Table 4. Differences (in eV) in II � AA of hydrazoic acid (HNNN), nitrous oxide (N2O) and related dipolarophiles


No. Structure IIa AAa II(R) � AA(HNNN) II(HNNN) � AA(R)


1 HNNN 10.77 �1.97
2 CH2


——CH2 10.56 �2.77 12.53 13.54
3 H—C———C—H 11.36 �3.30 13.33 14.07
4 H—C———N 13.73 �3.52 15.70 14.29
5 Br—C———N 11.80 �1.10 13.77 11.87
6 Cl—C———N 12.33 �1.92 14.30 12.69
7 F—C———N 13.49 �4.24 15.46 15.01
8 CH3—C———N 12.24 �2.55 14.21 13.32
9 H—C———P 10.76 �0.89 12.73 11.66


10 Br—C———P 9.82 �0.51 11.79 11.28
11 Cl—C———P 10.08 �0.59 12.05 11.36
12 F—C———P 10.58 �1.10 12.55 11.87
13 CH3—C———P 9.84 �1.07 11.81 11.84


No. Structure IIa AAa II(R) � AA(NNO) II(NNO) � AA(R)


1 NNO 12.90 �2.91
2 CH2


——CH2 10.56 �2.77 13.47 15.67
3 H—C———C—H 11.36 �3.30 14.27 16.20
4 H—C———C—CH3 10.30 �2.99 13.21 15.89
5 H—C———P 10.76 �0.89 13.67 13.79
6 CH3—C———P 9.84 �1.07 12.75 13.97


a Vertical ionization energies and electron affinities obtained from B3LYP/6–311G(d,p) computations.


Table 5. Barrier heights �E 6¼ and reaction energies �Er in 13DC of HNNN to ethylene and acetylenea


Structures B3LYP B3LYP CCSD(T)
6–311þþG(d,p) aug-cc-pVTZ 6–311þþG(d,p)


H2C——CH2


Ts—
�E 6¼ (kcal mol�1) 22.48 21.27
Product—
�Er (kcal mol�1) �13.82 �21.05
HC———CH
Ts—
�E 6¼ (kcal mol�1) 21.69 23.04 21.76
Product—
�Er (kcal mol�1) �56.38 �55.16 �58.54


a Including zero-point vibrational corrections (ZPEs) obtained at the B3LYP/6–311þþG(d,p) level.
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propyne, methinophosphide (HC———P) and ethylidyne-
phosphine (CH3C———P). The local softness differences
and the FMO coefficients are also listed in Table 6.


Accordingly, an approach through a Ts-normal inva-
riably corresponds to an attack of the terminal NH in
hydrazoic acid on the C-atom in cyanides and the P-atom
in phosphaalkynes (except for FC———P). In the same vein,
a Ts-normal corresponds to the attack of the O-atom in
nitrous oxide on the C—H in propyne or the P-atom
in phosphaalkynes. It is clear that these approaches
follow the difference in electronegativity of both atoms
in each dipolarophile. The C-atom is less electronegative
than the N in cyanides; a reversed polarity holds in
phosphaalkynes. Therefore, the C-atom is more able to
receive electrons from the NH terminus in hydrazoic acid
that this approach is more favored. The presence of an
electron acceptor group (Br, Cl, F) enhances the electron
deficiency of the C-atom, and as a consequence tends
to decrease the energy barriers from 27.6 kcal mol�1 in
HC———N to 27.1 kcal mol�1 in BrC———N, 26.7 kcal mol�1


in ClC———N and 21.1 kcal mol�1 in FC———N. In contrast,
an electron donor group (CH3) increases the energy
barrier to 30.9 kcal mol�1 in CH3C———N. It is interesting


that the substituent effect in the 13DC of hydrazoic acid
to phosphaalkynes is closely analogous to that of diazo-
methane to phosphaalkynes. The presence of halogen
atoms tends to increase the energy barriers and the Ts-
normal also corresponds to the attack to C—F instead of
the P-atom in FC———P (cf. the previous sub-section). The
regioselectivity in the 13DC of CH3C———P to hydrazoic
acid is also comparable to that of diazomethane. Simi-
larly to diazo compounds, azides undergo regiospecific
[3þ 2] cycloadditions with alkyl- and arylphosphaalk-
ynes producing 3H-1,2,3,4-triazaphospholes 4 as the sole
primary cycloadducts.


Moreover, the number of correct predictions on the
utilized criteria, namely 9/13 cases for �NPA, 7/13 cases
for �stockholder and 11/13 cases for FMO coefficient pro-
ducts (cf. Table 6), lend further support to our conclusion


Table 6. Different criteria [energy barriers �E 6¼ (kcalmol�1), local softness differences � and FMO coefficients product C]
used in explaining the regioselectivity of the 13DC of HNNN to R—C———N and R—C———P and N2O to H—C———C—CH3, H—C———P
and CH3—C———P


No. Structure Site of attack in TS �E 6¼ �a �b C c


13DC of HNNN—
1 H—C———N (NH) on C—H 27.57d 0.155 0.525 1.409


(NH) on N 34.27 0.202 0.529 1.403
2 Br—C———N (NH) on C—Br 27.06 0.617 0.335 0.362


(NH) on N 34.82 0.621 0.328 0.333
3 Cl—C———N (NH) on C—Cl 26.65 0.588 0.343 0.410


(NH) on N 34.75 0.629 0.338 0.383
4 F–C———N (NH) on C—F 21.07 0.247 0.130 1.400


(NH) on N 31.32 0.264 0.150 1.385
5 CH3—C———N (NH) on C—CH3 30.92 1.823 0.790 1.274


(NH) on N 37.42 1.744 0.785 1.273
6 H—C———P (NH) on P 11.17 0.448 0.520 1.329


(NH) on C—H 14.08 0.806 0.595 1.318
7 Br—C———P (NH) on P 15.42 0.737 0.658 1.315


(NH) on C—Br 18.02 1.183 0.747 1.306
8 Cl—C———P (NH) on P 15.75 0.738 0.550 1.323


(NH) on C—Cl 17.98 1.184 0.632 1.314
9 F—C———P (NH) on P 15.70 0.645 0.578 1.300


(NH) on C—F 15.60 1.065 0.660 1.302
10 CH3—C———P (NH) on P 14.54 0.705 0.524 1.260


(NH) on C—CH3 17.49 1.142 0.606 1.248
13DC of N2O—
11 H—C———C—CH3 (O) on C—H 30.01 0.162 0.086 0.449


(O) on C—CH3 28.66 0.037 0.006 0.461
12 H—C———P (O) on P 19.51 0.771 0.904 0.668


(O) on C—H 23.39 0.413 0.502 0.675
13 CH3—C———P (O) on P 22.26 0.818 0.869 0.644


(O) on C—CH3 23.21 0.317 0.402 0.667


a �, differences in local softness obtained from NPA charges.
b �, differences in local softness obtained from stockholder charges.
c C, FMO coefficients product.
d Values in bold correspond to Ts-normal and corrected predictions of criteria.
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on the usefulness of the reactivity indices in explaining,
rationalizing and predicting the regioselectivity (cf. the
previous sub-section).


CONCLUSIONS


The 13DC reactions of diazoalkanes, hydrazoic acid and
nitrous oxide to the polar dipolarophiles considered are
essentially orbital-controlled. This observation is sup-
ported by the successful prediction of the regioselectivity
based on reactivity criteria that are basically generalized
forms of FMO theory.


The local softness differences and FMO coefficient
products remain the criteria of choice in predicting the
regioselectivity of cycloaddition reactions. The ‘stock-
holder’ charges are less efficient than the NPA charges in
supporting the local HSAB principle.


Supplementary material


Additional information containing all optimized geo-
metrics used in this work is available at the epoc website
at http://www.wiley.com/epoc.
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ABSTRACT: The hydrogen-bond acceptor properties of MeN——C——S were investigated in vacuowith theoretical (MP2
and DFT) calculations, in CCl4 and (CF3)2CHOH solutions by Fourier transform infrared spectrometry and in the solid
state through the Cambridge Structural Database. These methods show that MeNCS is a sulfur base in hydrogen bonding.
The electrostatic potential at the molecular surface is more negative by 36 kJ mol�1 around S than around N. The
hydrogen bonding of HF is more favorable to sulfur than to nitrogen by ca 5, 4 and 7 kJ mol�1, respectively, on the
dissociation energy, enthalpy and Gibbs energy scales (B3LYP calculations). The selectivity of hydrogen bonding sites
appears to be governed by a push–pull mechanism (electrons going from N to S) rather than by hardness. Towards a


phenol, the order of sulfur basicity is . Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: methyl isothiocyanate; hydrogen bonding; pKHB scale; Fourier transform infrared spectrometry


INTRODUCTION


Organic isothiocyanates, R—N——C——S, possess two po-
tential hydrogen bonding sites, the sulfur and the nitrogen
atoms. Qualitative theories of organic chemistry give
contradictory answers to the question of which atom is
the better hydrogen-bond acceptor site. The hard and soft
acid and base theory,1 which classifies hydrogen-bond
donors as hard acids1 and sulfur bases as softer than
nitrogen ones,2 predicts that hydrogen-bond donors must
be bonded to the nitrogen of RNCS, since hard acids
prefer to associate with hard bases. However, according
to the resonance theory, the nitrogen lone pair delocaliza-
tion towards the thiocarbonyl group (1a ! 1b) should
increase the electron density on sulfur and decrease
that on nitrogen. The electrostatic component of the
hydrogen-bond energy must be favored on sulfur binding
and, since hydrogen bonding is mainly an electrostatic
interaction,3 sulfur might be the preferred hydrogen
bonding site. In order to determine the structure and
stability of the hydrogen-bonded complexes of organic
isothiocyanates, we have undertaken an experimental and
theoretical study of the hydrogen-bond acceptor proper-
ties of methyl isothiocyanate, Me—N——C——S (2).


For our experimental thermodynamic study, we have
chosen 4-fluorophenol as the hydrogen-bond donor and
have measured, by Fourier transform infrared (FTIR)
spectrometry on the v(OH) band at 3614 cm�1 in CCl4,
the thermodynamic parameters Kc [Eqn (1)], i.e. �G �,
�H � and�S � of reaction (2). 4-Fluorophenol has proved4


to be an excellent reference hydrogen-bond donor for the
establishment of the thermodynamic hydrogen-bond basi-
city scale pKHB [Eqn (3)] for organic bases. For compar-
ison, we also measured the complexation of 4-fluorophenol
with the nitrogen base 3 (benzophenone imine) and the
sulfur base 4 (thiocamphor).


Kc ðdm3 mol�1Þ ¼ ½complex�=½4-FC6H4OH�½MeNCS�
ð1Þ


4-FC6H4OHþMeNCSÐ hydrogen-bonded complex


ð2Þ


pKHB ¼ logKc ð3Þ


The theoretical study of hydrogen-bonded MeNCS
shows (see below) that the asymmetric stretching vibra-
tion va(N——C——S) is sensitive to the site of complexation,
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being shifted (compared with free MeNCS) to higher
wavenumbers in the S complex and to lower wavenum-
bers in the N complex. We therefore studied experimen-
tally this mode of vibration. For this study we chose, for
technical reasons, 1,1,1,3,3,3-hexafluoroisopropanol
(HFIP), which is a stronger hydrogen-bond donor than
4-FC6H4OH, but ranks the oxygen, nitrogen and sulfur
bases in the same order. This is illustrated in the linear
free energy Eqn (4) established by Abraham et al.5 for 26
bases.


logKcðHFIP complexesÞ ¼ 1:224 pKHB þ 0:250 ð4Þ


In addition to these solution studies, we searched the
Cambridge Structural Database (CSD)6 for hydrogen-
bonded contacts in the crystal structures of molecules
possessing both the N——C——S function and a hydrogen-
bond donor OH or NH group, in order to know which
contact, O(N)H � � �N or O(N)H � � �S, is preferred in the
crystal.


Our theoretical study began by calculating and locating
the minimum molecular electrostatic potential (MEP)7 of
MeNCS. The MEP minima symbolize the sites of elec-
tron localization in a molecule and point out the probable
hydrogen-bond acceptor sites.8 MEPs are also indicators
of electron density distribution, so, in order to understand
the shift of charges in the conjugated N——C——S group, we
performed MEP calculations on compounds 5 and 6,
which model the C——N and C——S groups respectively,
in the absence of the push–pull effect.


We also calculated the thermodynamic parameters
(�H �, �G �) of the hydrogen-bonding complexation in
vacuo of MeNCS with a hydrogen-bond donor in order to
compare the stabilities of the N and S complexes. We
chose hydrogen fluoride as the hydrogen-bond donor and
considered both reactions (5a) and (5b).


MeNCSþ HFÐ FH � � �NðMeÞ¼¼C¼¼S ð5aÞ


MeNCSþ HFÐ FH � � � S¼¼C¼¼NMe ð5bÞ


A recent theoretical study9 has shown the existence of a
linear free energy relationship between the complexes of
HF and 4-FC6H4OH with a series of oxygen, nitrogen
and sulfur bases. The authors concluded that HF is a
reasonable model for most hydrogen-bond donors. HF
avoids many problems found in calculations with other
hydrogen-bond donors, such as size with 4-FC6H4OH or
secondary interactions with H2O.


EXPERIMENTAL


Chemicals. MeNCS, benzophenone imine, thiocamphor,
4-FC6H4OH, HFIP and CCl4 are commercial compounds.
MeNCS was purified and dried by chromatography on
basic alumina; Ph2C——NH was distilled; 4-FC6H4OH and
thiocamphor were sublimed over P2O5; CCl4 was dis-
tilled and then stored on 4 Å molecular sieves. All
chemicals and their CCl4 solutions were handled in a
dry atmosphere in a glove-box.


Infrared spectra. IR spectra were recorded with a Bruker
Vector 22 FTIR spectrometer at a resolution of 1 cm�1.
An Infrasil quartz cell of pathlength 1 cm and a KBr cell
of pathlength 0.1 mm were used for the studies of the
v(OH) and va(N——C——S) regions, respectively. The cell
temperature was regulated to within� 0.2 �C by means of
a Peltier thermoelectric device.


Equilibrium constants. The formation constant of the 1:1
complex of 4-fluorophenol with MeNCS [Eqn (1)] is de-
fined as Kc¼Cc=CaCb¼ C�a � Ca


� �
=Ca C�b � C�a þ Ca


� �
.


The initial concentration of 4-fluorophenol, C�a , was kept
at ca. 4 mmol dm�3 in order to prevent self-association.
The initial concentration of MeNCS, C�b, was varied from
0.30 to 0.66 mol dm�3, so that 20–40% of 4-fluorophenol
was hydrogen-bonded. The equilibrium concentration was
obtained from the absorbance of the 3614 cm�1 band (OH
stretching) of 4-fluorophenol (absorption coefficient
"¼ 238.6 dm3 mol�1 cm�1 in CCl4 at 25 �C). The mean
of four determinations was 0.895� 0.007 dm3 mol�1. The
same method was used for benzophenone imine 3 and
thiocamphor 4.


Complexation enthalpies and entropies. The method has
already been described.10 Precise thermodynamic mea-
surements were obtained by following the absorbance at
3614 cm�1 of a single solution as a function of tempera-
ture. In a typical measurement, the spectra of a solution
containing 4 mmol dm�3 of 4-fluorophenol and a MeNCS
concentration of 0.58 mol dm�3 were recorded at five
temperatures between �5 and þ55 �C. The calculation
of Kc [Eqn (1)] and of �H�c and �S�c (relative to molarity)
from the van’t Hoff Eqn (6) are given in Table 1.


lnKc ¼ �
�H�c
R


1


T
þ�S�c


R
ð6Þ


The precision of the results was taken from the error
limits of the slope and intercept in the regression analysis
of the van’t Hoff plot. The same method was used for
benzophenone imine 3 and thiocamphor 4 (Table 2).


Hepler11 has shown that the �H�c values relative to
molarity are not the correct ‘standard-state infinite dilu-
tion’ �H�. The thermodynamically correct value must be
calculated from Kx relative to mole fraction and is related
to �H�c by Eqn (7), where � is the thermal expansion


5 6
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coefficient of the solvent. For CCl4 at 298 K, the correc-
tion term amounts to 0.9 kJ mol�1.


�H� ¼ �H�c � �RT2 ð7Þ


Kx values lead to standard Gibbs energies �G�x ¼ �RT
lnKx and entropies �S�x that differ from �G�c and �S�c by
�5.8 kJ mol�1 and 16.3 J K�1 mol�1, respectively (in
CCl4 at 25 �C).


THEORETICAL CALCULATIONS


All calculations were performed using the Gaussian 98
program12 at the Becke3LYP13,14 and MP215,16 levels
using a Pople style 6–311þþG(3df, 2pd) basis set.17–20


Such a large basis set is useful for describing the inter-
actions between electrons in electron correlation methods
and in order to disminish the basis set superposition error
on the geometry of the complexes. It has been shown
previously21–23 that good results are obtained with DFT
and MP2 techniques and large and flexible basis sets in
the theoretical study of hydrogen-bonded systems.


Geometries


The geometries of the monomers (HF, MeNCS) and their
complexes were fully optimized by the above methods.


The starting geometries were the experimental micro-
wave geometries24,25 for monomers and the geometries of
their N and S complexes with HF are described in the 2N,
HF and 2S, HF schemes: (i) the hydrogen-bond length is
taken as the sum of van der Waals radii, (ii) the hydrogen
bond is assumed to be linear (FHN¼ FHS¼ 180 �) and
(iii) the direction of the hydrogen bond is chosen along
the putative nitrogen lone pair (2N, HF) or perpendicular
to the C——S bond26 (2S, HF). The structures of the
monomers and the complexes were confirmed as minima
through harmonic frequency calculations.


Molecular electrostatic potential


The MEP7 was calculated with the HARDSURF 95 pro-
gram27 according to Eqn (8), where �(r0) is the electronic


Table 1. Determination of the complexation enthalpy and entropy for hydrogen bonding of methyl isothiocyanate with 4-
fluorophenol in CCla4


t/ �C �4.7 9.7 24.9 39.7 54.7
Absorbance A 0.5819 0.6071 0.6109 0.6074 0.5990


Temperature-corrected concentrations and absorption coefficient—
C�a 4.0109 3.9430 3.8716 3.8018 3.7309
C�b 602.64 592.42 581.71 571.21 560.57
"/dm3 mol�1 cm�1 257.2 248.2 238.7 229.5 220.1
Ca¼A/"a 2.2625 2.4462 2.5591 2.6471 2.7217
Cc ¼ C�a � Ca 1.7484 1.4967 1.3126 1.1547 1.0093
Cb ¼ C�b � Cc 600.89 590.93 580.40 570.05 559.56
Kc/dm3 mol�1 1.286 1.035 0.884 0.765 0.663


Thermodynamic parameters (relative to molar concentrations) from the van’t Hoff lineb—


��H�c ¼ 8:0� 0:2 kJ mol–1 ��S�c ¼ 28:0� 0:8 JK–1mol–1


a All concentrations in mmol dm�3.
b n¼ 5, r2¼ 0.998.


Table 2. Infrared shifts �v(OH) (cm�1), complexation constants Kc (dm3mol�1), pKHB values, Gibbs energies (kJmol�1),
enthalpies (kJmol�1) and entropies (J K�1 mol�1) for the complexation of 4-fluorophenol with methyl isothiocyanate 2
benzophenone imine 3 and thiocamphor 4 in CCl4


Hydrogen-bond acceptor �v(OH)a Kc pKHB ��G� b
x ��H� ��S� b


x


Methyl isothiocyanate 119 0.89 �0.05 5.47 9.04� 0.23 12.0� 0.8
Benzophenone imine 280 63.4 1.80 16.07 30.08� 0.12 47.0� 0.4
Thiocamphor 256 1.96 0.29 7.45 14.72� 0.26 24.4� 0.9


a �v(OH)¼ v(free OH)� v(hydrogen-bonded OH).
b Relative to mole fraction at 298 K.


2N, HF 2S, HF
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wavefunction, Za is the nuclear charge and ra is the
position vector of the nucleus. We calculated Vmin,
the absolute minimum electrostatic potential, and Vs,min,
the minimum electrostatic potential on the molecular
surface defined28 by the 0.001 electron bohr�3 contour
of the electronic density at the B3LYP/6–311þþG(d,p)
level (because the HS95 program cannot take into
account f-type orbitals).


VðrÞ ¼
X
a


Zajra � rj�1 �
ð
�ðr0Þ2jr0 � rj�1


d3r0 ð8Þ


Thermodynamic quantities


These were calculated as the difference between the
quantity of the complex, treated as a super-molecule,21


and the sum of the quantities of the monomers. The
electronic contribution to the interaction energy, �Eel,
and the enthalpy of complexation at 298.15 K are given
by Eqns (9) and (10).


�Eel ¼ EelðcomplexÞ � EelðMeNCSÞ þ EelðHFÞ½ � ð9Þ


�H�298 ¼ �Eel þ�Etr þ�Erot þ�Evib � RT ð10Þ


The enthalpy includes contributions arising from transla-
tional (tr), rotational (rot) and vibrational (vib) motions of
the nuclei, and the �pV correction (equal to �RT in the
usual assumption of ideal gas behavior). It is also neces-
sary to sum the changes in translational, rotational and
vibrational entropies to obtain the entropy of complexa-
tion [Eqn (11)].


�S�298 ¼ �Str þ�Srot þ�Svib ð11Þ


The Gibbs free energy of reaction (5a) or (5b), �G�298,
then follows simply from


�G�298 ¼ �H�298 � T�S�298 ð12Þ


Equilibrium constants K are then calculated from
Eqn (13).


�G�298 ¼ �RT lnK ð13Þ


The hydrogen-bond dissociation energy D0 is given by
Eqn (14) after correction for the zero-point vibrational
energy change [�ZPVE¼ ZPVE (complex)��ZPVE
(monomers)].


D0 ¼ ��Eel ��ZPVE ð14Þ


Basis set superposition error


The computation of the interaction energy by the super-
molecular approach21 introduces a spurious stabilization


of the complex, commonly referred to as the basis set
superposition error (BSSE).29 We therefore applied a cor-
rection to the electronic energy of complexation by means
of the full counterpoise30 method with fragment relaxa-
tion31,32 according to Eqn (15), where � (�) means the HF
(MeNCS) basis set and �[� the complex basis set; sub-
script letter c denotes that the complex geometry was used
for computing a fragment energy. For example, E�[�


c


ðMeNCSÞ is the electronic energy of the MeNCS fragment
at the complex geometry using the complex basis set.


BSSE ¼ E�
c ðMeNCSÞ � E�[�


c ðMeNCSÞ
þ E�


c ðHFÞ � E�[�
c ðHFÞ ð15Þ


RESULTS AND DISCUSSION


Infrared studies


The infrared spectrum of the complex with 4-FC6H4OH
shows one band at 3495 cm�1 attributed to the stretching
of the hydrogen-bonded OH group. This band is not
abnormally wide and probably corresponds to one kind
of complex. The shift of 119 cm�1 to lower wavenum-
bers, compared with the free OH group, is less than
the shifts of the complexes of benzophenone imine
(280 cm�1) and thiocamphor (256 cm�1). Similarly,
the thermodynamic quantities in Table 2 confirm that
the hydrogen bond of 4-FC6H4OH with MeNCS is
weaker than a thioketone sulfur base and an imine nitro-
gen base, but does not give an indication of the preferred
site of hydrogen bonding.


Experimental evidence of the hydrogen bonding site
can be obtained from the va(NCS) band in the IR
spectrum. This band is shifted to high wavenumbers on
going from a CCl4 solution to an HFIP solution of
MeNCS, i.e. on going from free MeNCS to hydrogen-
bonded MeNCS. In order to ensure that this result in neat
HFIP is not distorded by the presence of 1 : 2 (MeNCS:
HFIP) complexes, we checked that, under conditions of
mainly 1:1 complexation (MeNCS in excess), new bands
attributed to hydrogen-bonded species appear exclusively
in the high-wavenumber region. Since theoretical calcu-
lations (see below) predict (Table 3) that va(N——C——S)
must be shifted to high wavenumber upon S complexa-
tion but to low wavenumber upon N complexation, these
experimental results (Table 3) show that sulfur is the
major hydrogen bonding site.


Crystallographic database investigation


The April 2001 release of the CSD6 was used for searching
hydrogen-bonded contacts between N——C——S fragments
and XH (OH and NH) hydrogen-bond donor groups. Only
two structures were found (Fig. 1). The first (10S, 11R,
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12R, 15S-hapalindole D)35 contains the isothiocyanate
function and a hydrogen-bond donor indole group. In
this crystal, the NH group forms hydrogen bonds to the
sulfur and not to the nitrogen of N——C——S. The length,
d(S� � �H), linearity, S � � �HN angle, and directionality, C——
S � � �H angle, are 2.89 Å, 131 � and 118 �, respectively. The
second (ammonia–isothiocyanoborane)36 again shows hy-
drogen bonds to the sulfur. Two NH� � �S contacts are
found with lengths 2.59 and 2.83 Å, linearities 161 and
139 � and directionalities 94 and 109 �. However, this
selectivity of hydrogen bonding in favor of sulfur does
not involve enough contacts [three, of which two are very
close to the sum (2.91 Å) of van der Waals radii] for a firm
conclusion to be drawn from solid-state studies.


MEP calculations


The electrostatic potential map of MeNCS shows that
the electrostatic contribution to the hydrogen-bond en-
ergy will favor the sulfur atom as the hydrogen-bond
acceptor site of MeNCS. In fact, the electrostatic
potential on the molecular surface is more negative
around sulfur (�72.3 kJ mol�1) than around nitrogen
(�36.7 kJ mol�1). Likewise, the absolute minimum elec-
trostatic potential (�76.4 kJ mol�1) is found around the


Table 3. Wavenumber shift upon hydrogen bonding, �va,
of the va(N——C——S) stretching vibration of MeNCS [theore-
tical DFT (and ab initio) calculations on the hydrogen-bonded
complex with HF, and experimental study of the complex
with HFIP (neat and diluted in CCl4)]


va=cm�1 �va=cm�1


B3LYP
(MP2)/6–311þ þG(3df,2pd)
calculationsa—
Free MeNCS in vacuo 2192 (2178)
S complex with HF 2260 (2208) þ68 (þ30)
N complex with HF 2065 (2090) �127 (�88)
Experimental results
MeNCS 0.3 M in CCl4 2124b


MeNCS 0.3 M in HFIP 2188b þ64
MeNCS 0.3 MþHFIP
0.2 MþCCl4 >2124c Positived


a The calculated frequencies have not been scaled.
b After Fermi resonance correction (four bands in Fermi resonance).33,34


c The bands of hydrogen-bonded MeNCS appear at high wavenumbers.
They superpose with those of free MeNCS. Being unable to decompose the
two systems of multiple bands in Fermi resonance (eight overlapping
bands), we cannot correct for Fermi resonance.
d By comparing with the spectrum in CCl4, no new absorption is found in
the low-wavenumber region.


Table 4. Minimum electrostatic potentials, Vs,min (kJmol�1), for methyl isothiocyanate MeN——C——S and model mole-
cules, MeCH——C——S and MeN——C——CH2 [distances, d (Å), and angular disposition, � ( �) of these minima; B3LYP/
6–311þþG(d,p)//B3LYP/6–311þþG(3df,2pd) calculations]


Nitrogen Sulfur


No. Compound �Vs,min da �b �Vs;minc da,c �b,c


2 MeN——C——S 36.7 1.94 89 72.3 (76.4) 2.22 (1.98) 101 (100)
5 MeN——C——CH2 123.7 1.98 112
6 MeCH——C——S 63.8 2.93 99


a d is the distance between the minimum and the atom (N or S).
b � is the MEP minimum-atom (N or S)—Csp angle.
c Data for the absolute minimum are given in parentheses.


Figure 1. Hydrogen-bonded NH � � �S contacts in the crystal structure of (A) 10S,11R,12R,15S-hapalindole D and (B) ammonia–
isothiocyanoborane
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sulfur atom. The distances and angular dispositions of the
MEP minima are given in Table 4. In this table are also
compared the MEPs of MeN——C——S, MeN——C——CH2


and MeCH——C——S. These MEPs show that Vs,min at the S
atom of MeCH——C——S is less negative than that of S in
MeN——C——S, and that Vs,min at the N atom of MeNCH——
CH2 is more negative than that in MeN——C——S. They
therefore support the push–pull mechanism that shifts
electron charge from N to S in methyl isothiocyanate (1a
 ! 1b).


Thermodynamics of HF complexes


These electrostatic considerations are fully confirmed by
the theoretical thermodynamic calculations of the com-


plexes of HF with MeNCS. The thermodynamic results
are given in Table 5 and the geometries of the N and S
complexes in Table 6. The B3LYP hydrogen-bond energy
D0 is stronger by ca 5.4 kJ mol�1 on sulfur than on
nitrogen. Similarly, the B3LYP enthalpy of the S complex
is more negative by ca 4.1 kJ mol�1, and the B3LYP ratio
of complexation constants shows that 95% of HF mole-
cules are hydrogen-bonded to the sulfur atom of MeNCS
in the gas phase. Concordant results were found by
ab initio MP2 calculations.


CONCLUSION


Theoretical calculations of the stabilities of S and N
hydrogen-bonded complexes of MeNCS with HF, and
the MeNCS electrostatic potential map, the hydrogen-
bonded contacts found in two crystals and the shift upon
hydrogen bonding of the va(NCS) vibration towards high
wavenumbers, show (contradicting the presumption of
Stankovsky et al.37) that MeNCS is essentially a sulfur
base in hydrogen bonding. The selectivity in hydrogen
bonding fixation does not appear to be governed by the
hardness of sites, but rather by a push–pull mechanism
drawing the electron density from nitrogen to sulfur.


However, among sulfur bases, the pKHB scale shows
that the isothiocyanate function (MeNCS: pKHB¼
�0.05) is a weaker hydrogen-bond acceptor than those
of the thioether (Me2S: pKHB¼ 0.12) (K. Evain, B. Illien,
M. Berthelot and C. Laurence, unpublished results), the
thioketone (thiocamphor: pKHB¼ 0.29), the thioamide
(HCSNMe2: pKHB¼ 1.05)38 and the phosphine sulfide
(Oct3PS: pKHB¼ 1.54) (K. Evain, B. Illien, M. Berthelot
and C. Laurence, unpublished results). A referee ques-
tioned the hydrogen-bond basicity order MeNCS<


Table 5. Electronic energies �Eel, basis set superposition
errors BSSE, zero-point vibrational energies�ZPVE, dissocia-
tion energies D0, enthalpies�H �, Gibbs energies�G � (all in
kJmol�1), entropies �S � (J K�1mol�1) and complexation
constants K for the complexation in vacuo of MeNCS with
HF calculated at the B3LYP and MP2 levels using the 6–
311þþG(3df,2pd) basis set


N complex S complex


B3LYP MP2 B3LYP MP2


��Eel 19.17 22.25 22.11 26.10
BSSE 1.72 5.17 1.23 4.44
�ZPVEa 7.58 7.55 5.59 6.22
Db


0 9.87 9.54 15.29 15.44
��H �a;b 12.33 11.83 16.46 16.96
��S �a 100.3 103.8 89.6 98.19
�G �a;b 17.57 19.12 10.27 12.32
Kb 0.00083 0.00045 0.016 0.007


a In the vibrational term, the calculated frequencies have not been scaled.
b BSSE is inclusive.


Table 6. Calculated geometries of free MeNCS and of its hydrogen-bonded N and S complexes with hydrogen fluoride
(distances in Å, angles in degrees)


Molecule Levelb d(H3C—N) d(N——C) d(C——S) d(X � � �H)a d(H—F) �c �d �e �f


MeNCS B3LYP 1.423 1.183 1.584 — — 153 176 — —
MP2 1.419 1.193 1.575 — — 153 176 — —


MeNCS � � �HF B3LYP 1.417 1.172 1.597 2.280 0.936 164 178 172 88
MP2 1.418 1.185 1.586 2.351 0.927 156 178 160 73


MeN( � � �HF)CS B3LYP 1.451 1.203 1.566 1.846 0.938 137 176 170 115
MP2 1.442 1.210 1.561 1.860 0.929 139 175 165 114


a X¼N or S according to the complex.
b Geometries have been optimized at the B3LYP and full MP2 levels using the 6–311þþG(3df,2pd) basis set.
c � is the CMe—N——C angle.
d � is the N——C——S angle.
e � is the X � � �H—F angle (linearity).
f � is the ——C——X . . .H angle (directionality).
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thiocamphor which seems to contradict a push–pull
mechanism from N to S. If this mechanism is correct,
one would have expected the S in MeNCS to be a stronger
hydrogen-bond acceptor than the S of an isolated C——S
group. However, the comparison between MeNCS and
thiocamphor is not straightforward since the sulfur is
linked to a sp2 carbon atom in thiocamphor but to a more
electronegative sp carbon atom in MeNCS. Consequently
the electron-donating resonance effect of the —�N¼¼
atom is counterbalanced by the electron-withdrawing
inductive effect of the ——C—— atom and thiocamphor
remains a slightly better hydrogen-bond acceptor than
MeNCS. A safe comparison (see above) has to be made
between MeN——C——S and MeCH——C——S where both
sulfur atoms are linked to carbons of the same sp
hybridization.
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ABSTRACT: The author has been Secretary of the International Group for Correlation Analysis in Chemistry
(formerly Organic Chemistry) since it was founded in 1982. A series of conferences in the USA, which began with a
Symposium on Linear Free Energy Correlations at Durham, NC, in 1964, eventually stimulated the development of a
similar series in Europe, starting with a conference on Correlation Analysis in Organic Chemistry at Assisi, Italy, in
1979. This conference established a continuing organization in a provisional form and, at the second conference in
Hull, UK, in 1982, this became the International Group for Correlation Analysis in Organic Chemistry. The
conferences have continued ever since at intervals of between two and three years at venues in Europe or (on two
occasions) in Asia, and now total nine. The Group (which dropped the ‘Organic’ from its title in 1991) has been an
Associated Organization of IUPAC since 1990. The article describes the development of the Group as a society during
twenty years and its various activities, including the conferences and a substantial Newsletter, produced at intervals of
six months to a year for 24 issues. Copyright # 2003 John Wiley & Sons, Ltd.
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INTRODUCTION—THE PREHISTORY


From October 19 to 21 1964, a Symposium on Linear
Free Energy Correlations was held at Duke University,
North Carolina, under the auspices of the US Army
Research Office, Durham.


I do not know whose idea it was to hold this Sympo-
sium, but the physical organic chemists on the Organiz-
ing Committee were E. Grunwald (Brandeis University),
J. Hine (Georgia Institute of Technology), C. D. Ritchie
(SUNY, Buffalo), and R. W. Taft (Pennsylvania State
University). The mid-1960s was certainly a good time to
hold such a meeting, as may be seen from the titles of the
papers and the names of their authors. Many of the topics
were soon the subjects of publications which became
well-known as landmark contributions to linear free
energy relationships (LFER). Most of the participants
were from USA, but there were also quite a lot from
outside North America.


The Symposium was regarded as very successful and a
decision was taken to hold another in a few years time. It
was eventually held in March 1968 at the new campus of


the University of California, Irvine. The title of the
conference was essentially the same as that of the
first: Linear Free Energy Correlations or perhaps
. . .Relationships. Among other contributions made,
C. G. Swain presented the treatment of substituent effects
that ultimately became well known as ‘Swain and
Lupton’ and Y. Yukawa presented a development of the
earlier work of Yukawa and Tsuno.


The Irvine meeting marked the beginning for me of
about a dozen years of association with this series of
conferences, which was the spur to getting something
similar going in Europe. The third in the series was in the
Spring of 1971 at Florida State University in Tallahassee.
This event marked a change in the general nature of the
topics included in the conferences: the title was changed
to Structure–Energy Relationships, and the emphasis was
on gas-phase reactivity and quantum mechanical treat-
ments. LFER still played some part in the contributions.
There was a small group of participants from outside the
USA. The next Symposium was held in San Juan, Puerto
Rico in January 1974. There was one in 1977, although I
did not attend. There was also one in March 1980, at
Georgia Institute of Technology, Atlanta, which I did
attend. However, by that time, there had been develop-
ments in Europe: an International Conference on Corre-
lation Analysis in Organic Chemistry had been held in
Italy about six months earlier and another one was
already being planned for the UK in 1982. We must
now backtrack a few years in our story.
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In the early 1970s some of the participants in the
American conferences from outside the USA, particu-
larly from Europe, had begun to discuss spasmodically
whether it would be worthwhile organizing a series of
similar conferences at European venues. The atmosphere
of the American conferences, fairly small and informal,
had been attractive. It became clear, however, that a
European series would probably return to the original
emphasis of the American series, LFER, while not
excluding gas-phase reactivity and molecular orbital
treatments. At that time the term ‘correlation analysis
in organic chemistry’ (CAOC) was coming into favour to
describe the research area that had commonly been
referred to as ‘linear free energy relationships’, and in
discussing possible conferences (initially just one, of
course, as a trial) this new term was often used. It also
became clear that quite a few American colleagues would
probably participate in European conferences which
recovered something of the original emphasis of the
American series.


Since the late 1950s I had travelled a great deal in
Europe and North America and had built up an extensive
network of contacts in physical organic chemistry, parti-
cularly in LFER. Further opportunities for making such
contacts had developed with the starting of the Interna-
tional Conferences in Physical Organic Chemistry under
the International Union of Pure and Applied Chemistry
(IUPAC), the first being held at Crans-sur-Sierre in
Switzerland in 1972 and the second near Leyden in The
Netherlands in 1974. Indeed some were wondering
whether we should try to find a home for Correlation
Analysis meetings as part of the IUPAC conferences.
However, there was another view that it would be difficult
to create the atmosphere of a small informal meeting as
part of a large meeting.


In April 1975 I went on a two-week tour of Universities
and Institutes in Poland. I mentioned the idea of a
European meeting on CAOC to several Polish colleagues
and found that they would be keen on such a project and
to hold it in Poland. Piotr Tomasik (then in Czȩstochowa)
and Romŭald Zalewski (Poznań) were particularly
enthusiastic.


One physical organic chemist whom I did not meet on
that trip to Poland was Dr Marek Krygowski (Warsaw),
because he was then on a year’s Visiting Professorship at
the University of Guelph in Ontario, Canada. I already
knew him by correspondence, but had never met him.
However, it became possible for me to meet Krygowski at
the home of Marvin and Barbara Charton in Brooklyn
Heights in the first weekend in July 1975. During this
time Marvin, Marek and myself spent one day visiting
Professor and Mrs Hammett in their retirement commu-
nity in Medford, NJ, as described in my Hammett
Memorial Lecture in 1988.1 Our discussions during the
weekend included the possibility of a European meeting
on CAOC; Marek was as keen on the idea as Marvin and I
were.


A further opportunity for discussion with Piotr
Tomasik occurred in early August 1975. when I was
enjoying a mountaineering holiday in the High Tatra of
southern Poland. Tomasik and his family were on holiday
in Zakopane and he and I met for an hour or two at a
convenient mountain hut. By that time Tomasik and his
colleagues had agreed that they would organize an Inter-
national Conference in Correlation Analysis in Organic
Chemistry, probably in the summer of 1977.


For about the next two years the Polish chemists
struggled to implement their intention. I have never heard
anything like a full account of the problems they were
trying to overcome. Some of these were no doubt con-
nected with the Communist bureaucracy, but the factor
which finally led to the collapse of the project was the
appalling state of the Polish economy at that time. This
made it extremely difficult to budget for the holding of an
International Conference and to give potential partici-
pants, particularly those from outside Poland, any idea of
the likely cost of attending. By the middle of 1977 no real
progress had been achieved, although the Polish friends
remained ever optimistic that this was only just around
the corner. With the agreement of some of the physical
organic chemists who had been consulted at an earlier
stage, I wrote to Tomasik to ask him to tell me quite
frankly whether there was really any hope of holding the
proposed conference in the forseeable future. The answer
was in the negative and he suggested that we should enlist
the help of colleagues in another country, which did not
have the problems of Poland. It appeared that Tomasik
already had another country in mind: Italy, where he had
a very good friend in Professor G. Marino, well known as
a physical organic chemist, at the University of Perugia. I
wrote to Marino (whom I had met at the 2nd IUPAC
Conference in 1974) and he replied that he and his
colleagues would be delighted to organize a conference
along the lines envisaged. And so planning began for an
International Conference on Correlation Analysis in
Organic Chemistry, to be organized from the University
of Perugia, and to be held in nearby Assisi, from Sunday
September 9 to Friday September 14 1979.


THE EARLY DAYS—THE CONFERENCES AND
THE GROUP


Assisi 1979


The planning of the Assisi conference was almost entirely
in the hands of Professor Marino and his colleagues in the
Chemistry Department of the University of Perugia,
particularly Sergio Clementi, as Secretary. It is probable
that some of us who had been concerned with initiating
the European project were asked for suggestions regard-
ing topics and main speakers, but I have no recollections
of this. The Italian colleagues obtained good sponsorship
from their University, learned societies, government
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agencies and industry (particularly pharmaceutical com-
panies). Moreover, recognition by the European Federa-
tion of Chemical Societies was obtained, so that the
meeting could be described as a EUCHEM Conference.
There was no financial support directly arising from such
recognition, but the title was important, particularly for a
new venture coming, so to say, ‘out of the blue’.


The later conferences are described in some detail in
the Group’s Newsletter, but no such records exist for the
first two, and I have to rely on my memory of what
happened about 24 years ago. The conference was held
in the Cittadella Cristiana, a facility used for most of
the year to house pilgrims to the town of St Francis. The
accommodation for participants was simple but adequate
(there were some grumbles!), the food was good, and
the facilities for the lectures and poster presentations
were well arranged. There was a good international
spread of participants, both European and from further
afield. The former included Otto Exner (Prague), Marek
Krygowski, Marie-Françoise Ruasse (Paris), Christian
Reichardt (Marburg), Svante Wold (Umeå, Sweden)
and Jan Engberts (Groningen), most of whom have
become firm supporters of the conferences, and also
Viktor Palm (Tartu). It was a major achievement of the
conference organizers, and of Palm himself, to succeed in
overcoming the obstruction of the USSR bureaucracy
and secure his attendance. From North America came
Bob Taft, Corwin Hansch (Claremont, California), the
Chartons, Alan Katritzky (Gainesville) and Jack Edward
(McGill University, Montreal). From even further afield
came Yuho Tsuno and Ron Topsom. The total number of
participants was about ninety.


At the final session of the conference it was warmly
agreed that the conference had been a great success and I
was asked to arrange another at some appropriate venue
in the UK in 1982. The question of a continuing organi-
zation was also discussed. The people present at Assisi
seemed rather cautious about this, but it was finally
agreed that a start should be made by applying to have
a CAOC Subsection in the already existing Chemo-
metrics Society. Sergio Clementi was willing to try to
bring such an organization into existence and act as
Secretary until the 1982 conference, including producing
an occasional Newsletter.


Hull 1982


The actual venue for CAOC II had not been decided at
Assisi. When I returned to Hull I consulted my colleague
Professor Norman Chapman, with whom I had been
collaborating in physical organic research and writing
for 23 years.2,3 We held discussions with other collea-
gues, and decided that we could commit ourselves to
organizing CAOC II, using the conference facilities of the
University of Hull Residences at The Lawns, provided we
could secure the support of the Royal Society of Chem-


istry, Perkin Division. Geoffrey Collier agreed to act as
Secretary.


The support of the RSC and in particular of its Con-
ference Office headed by Dr John F. Gibson was crucial.
We did raise some money from local industry, but we
were effectively given a blank cheque of financial support
by the RSC, on the understanding of course that we
behaved prudently. The finances of the conference, ap-
plications to attend, and printing were handled by the
RSC Conference Office, while we in Hull put the scien-
tific and social programme together and dealt with
domestic matters regarding accommodation, meals, etc.
As in the case of the Assisi conference, we also obtained
EUCHEM recognition, so that the official title of CAOC
II was the Second EUCHEM Conference on Correlation
Analysis in Organic Chemistry. It came to be scheduled
as one of the ‘July conferences’ of the RSC for 1982:
Sunday July 18 to Friday July 23.


The year 1980 was an important year in the develop-
ment of CAOC II. As already mentioned, I attended the
sixth of the American Meetings (in Atlanta) in March. In
April I had a brief visit to Poland, to participate in a Joint
Polish–Czechoslovak Symposium on aspects of thermo-
dynamics in chemistry at Kazimierz-Dolny (south-east of
Warsaw), at which there were a small number of west
European visitors. Both these events provided good
opportunities for contact with physical organic chemists
and I met Marek Krygowski for the first time on Polish
soil. The Polish event also provided me with an oppor-
tunity to hold a kind of meeting of the International
Committee of CAOC II, involving some actual members
of the Committee (Krygowski, Marino, and Reichardt)
and other potential participants.


The year 1981 unexpectedly provided another oppor-
tunity of meeting Marek Krygowski, when he was spend-
ing some weeks in early summer with Christian Laurence
and colleagues at the University of Nantes. By the
beginning of October 1981 the financial problems of
many Universities, including Hull, under the Thatcher
government were beginning to cast a shadow over aca-
demic life in the UK. Early retirement schemes for senior
members of staff began to be discussed. There was no
compulsion, but various inducements to volunteer were
on offer. By early 1982 it had become clear that I might
well find it more pleasant to spend the last quarter of my
academic life ‘doing my own thing’, than by remaining in
post. By March my early retirement had been agreed by
the University for September 30 1982. If I had not early
retired when I did, I would not have been able to under-
take the organization of the correlation analysis group.


In early July 1982, a potentially serious problem for the
participants at CAOC II appeared: a railway strike was
threatened. By the time we had reached just a few days
before the conference, the strike was in progress. Many of
the participants were intending to travel to Hull by train.
A major operation to enable our participants to reach us
from all over the world in spite of the strike was mounted.
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In one way or another all the participants, around ninety
in number, arrived at The Lawns site by about 9.00 pm.
The strike was settled during the next day or two.


My main (easily accessible) record of CAOC II is a
copy of the book of Abstracts. Since there was no
Newsletter account of CAOC II, we will list the nine
Plenary Lectures here, to give the general flavour of the
conference: ‘Correlation Analysis—Retrospect’, N. B.
Chapman (Hull); ‘An Overview of the Two-Parameter
Approach to the Quantitative Description of Electrical
Effects’, M. Charton (Brooklyn); ‘Theoretical Estimation
of Steric Effects on Chemical Reactivity’, D. F. DeTar
(Tallahassee); ‘Solvent Effects and Effects of Substituent
Solvation’, R. W. Taft (Irvine); ‘Solvent Effects in Or-
ganic Chemistry: an Approach through Multidimensional
Statistics’, M. Chastrette (Lyon); ‘Applications and Lim-
itations of Correlation Analysis in the Field of Polymer-
ization Reactions’, G. Heublein (Jena); ‘Substituent
Effects and Molecular Geometry’, A. Domenicano
(Rome); ‘Concerning the Nþ Correlation’, P. O. I.
Virtanen (Oulu); ‘Correlation Analysis—Prospect’, O.
Exner (Prague). There were also 21 oral contributed
papers and 49 posters.


The plenary lectures and also the contributed papers
contained much that may be described as studies invol-
ving LFER, but the developing alternative or comple-
mentary treatments were not neglected, including the use
of sophisticated statistical methods (chemometrics) and
quantum mechanical calculations, ab initio or otherwise.
The main chemical reactivity areas of substituent, solvent
and reagent effects, and the correlation analysis of spectro-
scopic frequencies or intensities were certainly well cov-
ered, along with applications involving crystallographic
data. Gas phase reactivity was not very evident, nor was
the biological activity of organic compounds (QSAR).


At a concluding business meeting, Sergio Clementi
reported that he had duly established a continuing orga-
nization as the CAOC Subsection of the Chemometrics
Society, had recruited members and compiled a member-
ship list, and had produced two Newsletters. He had,
however, begun to be somewhat disillusioned, because he
felt there had been little support from most of those who
were supposed to be members. If such a group were to be
useful, much more effort by the Secretary would be
needed and Clementi would not be able to do this. The
meeting felt that the connection with the Chemometrics
Society had probably been a mistake and that an inde-
pendent Correlation Analysis Group would be more
attractive to most physical organic chemists. I agreed to
reorganize the Subsection under the name of Interna-
tional Group for Correlation Analysis in Organic Chem-
istry and to see what could be accomplished by the time
of the next conference. It was now assumed that there
would be such a conference and a tentative offer to host it
in 1985 was conveyed from the physical organic chemists
at Louvain-la-Neuve. It was also suggested that, in the
meantime, the attempt to keep in touch with members of


the new Group through a Newsletter should be pursued.
Geoffrey Collier agreed to act as Treasurer.


The CAOC group 1982–1985


During 1982–1983 Clementi and I took various actions to
wind up the CAOC Subsection of the Chemometrics
Society and to transfer those of its members who so
desired to the new Group. A membership form was sent
to Subsection members as part of a final Newsletter, to the
participants at CAOC II and to some other physical
organic chemists who might be interested. The response
was patchy, and I decided also to regard as members
various people whom I knew to be interested in CAOC,
but who had neglected to reply. This action on my part
increased the membership to approaching 190. No-one
who was forcibly recruited in this way subsequently
raised any objection when their names and addresses
were included in the first membership booklet, which was
circulated with the first Newsletter at the end of 1983.


The final action of Clementi with regard to the CAOC
Subsection was to transfer their bank balance to the
CAOC Group, and this made a good initial deposit in
our account. A request for financial support had accom-
panied the membership forms. From the start it was made
clear that there was no question of imposing a subscrip-
tion, but we would request a minimum financial con-
tribution from time to time, and ask members to be as
generous as possible. The point was that, at that time,
there were a considerable number of countries from
which it was almost impossible for private individuals
to send money abroad. These countries included the
USSR and the Soviet satellites of eastern Europe, and
the developing countries. We already had quite a lot of
members in these countries, and expected to recruit many
more. To impose a subscription would effectively render
their membership impossible. This matter had been
raised, discussed, and settled at the business meeting in
Hull. The financial basis of the Group has remained the
same ever since, although the number of countries with
foreign exchange difficulties is now very much smaller.
The first request was for a minimum of about £3 or its
equivalent and it was implied that further help would not
be solicited for several years. A triennial arrangement of
our finances, corresponding to the usual interval between
our conferences, was thus effectively established at an
early stage.


The importance of having a worthwhile Newsletter had
been emphasized in the discussions at CAOC II, and I
produced the first one with a date of December 1983. This
was entitled Newsletter No. 1 (New Series), to imply
recognition of what Clementi had done in producing
three issues for the CAOC Subsection. It had 24 A5
pages. Various items in Newsletter No. 1 (NS) were of types
which have continued in many of the later issues. The first
item was ‘From the Secretary’ and was particularly
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devoted to the setting up of a ‘Working-Group on Good-
ness of Fit’. Other items were two pieces (by me and by T.
W. Bentley) about the recently published work of C. G.
Swain on substituent and solvent effects, and the initial
reactions of the physical organic community to this; the
announcement of a new journal Quantitative Structure–
Activity Relationships in Pharmacology, Chemistry, and
Biology, and three reports on conferences in physical
organic chemistry: the Seventh Conference on Structure–
Energy Relationships, Monterey, California; Selectivity,
Reactivity, and Structure in Organic Reactions, May-
nooth, Dublin; and an ACS Symposium in Honour of
Louis Hammett, Washington, DC.


Publishing reports on ‘other conferences’ in physical
organic chemistry became a frequent feature of the
Newsletter. An item ‘News from Members’ had contribu-
tions from about fifteen members distributed world-wide:
Europe, USA, North Africa, Asia, Australasia. ‘Some
Recent References’, occupying about 31


2
pages, was the


first of such items, which have appeared in almost every
issue of the Newsletter.


Newsletter No. 2 (NS), December 1984, contained
information about CAOC III, which had acquired an
expanded title as the Third International Conference on
Correlation Analysis in Organic and Biological Chemis-
try. The organizers at the Catholic University of Louvain
campus at Louvain-la-Neuve, Belgium, had chosen to
give CAOC III a biological emphasis. A First Circular
was enclosed with the Newsletter. The Secretary’s piece in
NL 2, 12.844 reported membership approaching 200 and
suggested a slightly larger minimum contribution of £4.
The sending of a greetings telegram to Louis Hammett
on his 90th birthday and of a telex message to Bob Taft on
his 60th were also reported. The state of the Swain
controversy was updated and a report and other material
from the Working group on Goodness of Fit were pre-
sented. There was an account of the Seventh IUPAC
Conference on Physical Organic Chemistry by Christian
Reichardt, the first of many such reports. Special reports
on ‘A Polish Meeting on CAOC’ (Marek Krygowski) and
‘Some News of CAOC in Czechoslovakia and Elsewhere’
(Otto Exner) also appeared. NL 2 had 28 A5 pages, and
room was found for 2 pages of ‘News from Members’ and
51


2
pages of ‘Some Recent References’. The Secretary


announced that he expected to be in India for about five
weeks from mid-February 1985 (see Section on Other
organizational matters, below).


Louvain-la-Neuve 1985


This was held from Sunday July 14 to Friday July 19
1985. An account of it appeared in NL 3, 12.85. There
were about one hundred participants, nearly forty of
whom were already members of the CAOC Group and
several more joined during the meeting. EUCHEM re-
cognition had been obtained.


Professor Paul van Brandt and his colleagues intro-
duced two new features into the Conference. The first, as
mentioned already, was an emphasis on biological as-
pects, in five of the ten plenary lectures. The second was
to have all the contributed papers (about 50) as posters.
This was intended to give a more relaxed atmosphere,
with plenty of time for discussion. The experiment was
interesting and worth making, and up to a point was
successful. The posters were in position throughout the
conference, divided into three groups for three poster
sessions. The distinction between the three groups be-
came blurred, however, and by the last poster session it
was clear that the possibilities of discussion had been
exhausted. None of our later conferences has followed
this pattern, or has made the attempt to secure a biologi-
cal emphasis. In fact the emphasis was not taken up in the
contributed papers, most of these being about the usual
concerns of CAOC at that time.


At the Triennial Business Meeting summary accounts
for July 1982 to June 30 1985 were presented (the closing
balance was reasonably healthy), and it was recom-
mended that the the Newsletter should be produced twice
a year, if practicable. Shorter and Collier agreed to
continue as Officers until the next Conference, but it
was thought that the time had come to have an Interna-
tional Committee as well as Officers. The following
membership was suggested on a continental/regional
basis: North America: M. Charton; Central and South
America: J. Miller; Western Europe: Chr. Reichardt;
Eastern Europe: T. M. Krygowski; Middle East and
Africa: A. M. G. Nassar; Western Asia (particularly
Indian sub-continent): P. A. Nadar; Eastern Asia: T.
Hanafusa; Australia and New Zealand: R. D. Topsom.
Marvin Charton agreed to act also as collector for
financial contributions from members in the USA.


It was accepted that the CAOC Group had effectively
become responsible for ensuring the continuation of the
series of conferences, hitherto regarded as self-perpetu-
ating. The meeting therefore dealt with the two invita-
tions that had been received for CAOC IV, from Poland
and Czechoslovakia. The Polish invitation had been
received first and details were given by Krygowski,
Tomasik and Zalewski. This was accepted provisionally,
subject to practicalities, and the Czechoslovakian invita-
tion was to be held in reserve.


The conference in 1985 marked the end of the first
period in the history of the CAOC Conferences and of the
CAOC Group, with its associated Newsletter. The general
pattern of the organization and its activities was now well
established and has continued largely to the present day,
with some modifications and innovations. For the rest of
this article, the ‘blow by blow’ form of account will be
abandoned and material will be arranged according to
topics. We will deal with the Newsletter as it has devel-
oped through its 24 issues; also with the general organi-
zation of the Group and its various activities, including
the later conferences. Each conference will merit an
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outline account, although the main record of the Group in
this respect will have to reside in the copies of the
Newsletter which are archived in the Royal Society of
Chemistry Library in Burlington House, London.


THE NEWSLETTER


An account of NL 1 and NL 2 has already been given
above. After these the front cover was redesigned to
include the names of the International Committee, but
thereafter has remained essentially unchanged, except
when the Group became an Associated Organization of
IUPAC and when the Group changed its name to Inter-
national Group for Correlation Analysis in Chemistry.
The overall format and appearance have remained fairly
constant: an A5 booklet reproduced from typed copy by
offset, with the number of pages between 20 and 32, and
with a tinted cover.


From 1985 I did my best to produce two issues
per year, but the convenient target proved to be five
issues between conferences. This was achieved fairly
well up to 1994 (CAIC VI). After CAIC VI the cost of
producing and distributing five issues over the course
of three years became more than our finances could
bear, and there was slippage towards annual issues. To
compensate to some extent, most of the issues now
contained 32 pages.


We must now say something about the general content
of the Newsletters, apart from items directly generated by
the activities of the Group (these will be more appropri-
ately covered below in later sections). From the start I
made a point of providing information about ‘other con-
ferences’ involving physical organic chemistry, either by
way of advance publicity or of reports afterwards. Perhaps
the most important linkage was with the IUPAC confer-
ences (ICPOC), with material often provided by Christian
Reichardt. We covered ICPOC 7 to 13 comprehensively.


‘Some Recent References’ has been featured in most
issues. The monitoring of recent work by members has
also been carried out under other headings related to
particular countries, institutions or individuals. We have
frequently noted the appearance of new journals or new
books (sometimes reviewing the latter) which may be of
interest to our members.


Under the general category of news from/of mem-
bers, we have reported awards and honours of various
kinds to our members and events such as 60/65/70/75th
birthdays. We had a special piece about the part played
by our member Roger Taylor (Sussex) in the isola-
tion, separation and characterization of the fullerenes
C60 and C70. Sometimes we have had to report the impact
of world events on some of our members, such as the
wars in the Balkans or Middle East. Sadly, it has
fallen to us to record the deaths of some of our mem-
bers or of other chemists well known to many of our
members.


The Newsletter arrangements began to break down
after the appearance of NL 23, 01.00. A year later the
available finance was insufficient to produce and distri-
bute a 28- or 32-page booklet. The best that could be done
was an 8-page booklet with a condensed format as NL 24,
01.01. By early 2002 enough money was again available
to produce and distribute an issue more or less along the
former lines, but for various reasons this has been
delayed.


THE DEVELOPMENT OF THE CAOC GROUP
FROM 1985 ONWARDS


Formal relations with IUPAC


At CAOC IV in Poznań in 1988 it was suggested that we
should seek to enter into a more formal relationship with
IUPAC, informal contacts with the Physical Organic
Commission of IUPAC having been developing for
some time (see Section on relations with other bodies,
below). On inquiry we found that the CAOC Group could
apply to be an Associated Organization of IUPAC, which
we duly did, and our application was finally approved at
the meeting of the IUPAC Council in August 1989. It was
hoped that the status would enhance our standing and
perhaps make it easier for colleagues in certain countries
to be members.


The name of the group


The NL 12, 10.90 carried an item: ‘Shall we change our
name?’ This reported a round-table discussion at Chemo-
metrics II, the Second Czechoslovak Chemometrics Con-
ference with International Participation held at Brno in
September 1990, which was attended by about thirty of
our members. In the eight years of the Group’s existence
there had always been the problem that International
Group for Correlation Analysis in Organic Chemistry
did not properly convey the breadth of interest of the
membership, particularly with regard to QSAR and to
certain parts of inorganic chemistry. Some years earlier
we had discussed the possibility of adding Biological
Activity, but it was then felt that this would be going too
far. The discussion at Brno indicated that we should again
try to find a title which would give a clearer impression of
the scope of the Group. The simplest suggestion was that
we should drop the ‘Organic’, and call ourselves simply
International Group for Correlation Analysis in Chemis-
try, cf. the Chapman–Shorter monograph of 1978.3 It was
suggested that there should be further discussion at CAOC
V in Paris in July 1991. The discussion in Paris led to the
above suggestion being adopted, with the additional point
that our abbreviated name should be CAIC Group rather
than CAC, the ‘I’ standing for the ‘in’. It followed that the
next conference would be CAIC VI.
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Other organizational matters


There have been some changes in the International
Committee: Minoru Hirota (Yokohama) replaced T.
Hanafusa in 1992; W. Adcock (Adelaide) replaced Ron
Topsom in 1994. Geoffrey Collier resigned as Treasurer
with effect from the Triennial Business Meeting at CAIC
VI in Prague in 1994, suggesting that the office could be
combined with that of Secretary. I was, however, not
happy to be the sole Officer and it was agreed to institute
the new position of Chairman. Otto Exner agreed to fill
this position.


The essential financial basis of the Group has contin-
ued as it was at the start (see Section on The CAOC group
1982–1985, above). The suggested minimum contribu-
tion to cover three years rose in stages from £3 initially in
1982 to £15 by 1994, corresponding to increase in
operating costs, but the continued existence of the
Group in a financially viable state has always depended
very much on the generosity of a relatively few devoted
members.


One of the most major changes in the organization of
the Group has been the founding of its Indian Chapter. In
early 1985 the Secretary spent about five weeks in India,
sponsored by the Royal Society and the Indian National
Science Academy (see NL 4, 06.86). From February 27 to
March 1 there was a National Seminar on Linear
Free Energy Relationships (Correlation Analysis) at
Anna University, Madras, organized by Professor
P. Ananthakrishna Nadar and his colleagues in the
Chemistry Department (see NL 3). This occasion and
my tour enabled me to meet a large number of Indian
physical organic chemists, and to recruit many new
members to the CAOC Group. Almost ten years later
some of the Indian members decided to form an Indian
Chapter of the Group, which would conduct various
activities of its own. The key figure in this development
was P. A. Nadar (by that time of Annamalai University),
member of our International Committee, who became
Secretary of the Chapter, with N. Balasubramanian
(Bishop Heber College, Tiruchirappalli) as Treasurer. I
went out to India for the Inauguration of the Chapter early
in 1995, which was held in a National Seminar on
Correlation Analysis in Chemistry from January 20 to
22 (NL 19, 10.95). In the last seven years the Chapter has
organized various activities of its own, including an
annual symposium on Students’ Projects and was respon-
sible for CAIC VIII in Chennai (Madras) in January 1999
(NL 23, 01.00).


Something should be said briefly about the growth of
the membership of the Group, of which Table 1 may give
an approximate idea. The sharp rise between December
1984 and July 1985 was due to recruiting in India. The
decline in recent years has been due to the elimination of
those whose interest in the Group has been in doubt for a
long time, as well as to the normal occurrences of
resignation and death. Throughout the existence of the


Group it has never been financially possible to reprint the
membership List for distribution to members more than
once in about three years.


Various activities and relations with other bodies


It has already been mentioned that in the first year of the
CAOC Group’s existence there was a Working group on
Goodness of Fit (NL 1 and NL 2). This was chaired by
Marvin Charton, and the other members were Clementi,
Ehrenson, Exner and Wold. Their report was published to
members of the Group in NL 2 and more widely in the
QSAR Journal.5


At CAOC IV in Poznań in 1988, a Working group on
‘Minimal Standards for Reporting Results of Principal
Component Analysis’ applied to quantitative structure–
property (–activity) relationships was set up, under the
chairmanship of J.-F. Gal (Nice). The membership was
selected by the Chairman as follows: P.-C. Maria (Nice),
M. Chastrette (Lyon), J. T. Edward (Montreal), O. Exner
(Prague), U. L. Haldna (Tallinn), S. Wold (Umeå), and R.
I. Zalewski (Poznań) (NL 9, 04.89). Their report was
published in NL 11, 04.90.


In 1987 Paul Müller, as Chairman of the IUPAC
Commission on Physical Organic Chemistry, wrote to
the CAOC Group about possible collaboration between
the Commission and the Group on a compilation and
critical evaluation of structure–reactivity parameters (NL
7, 12.87). This was the beginning of a major undertaking.
Participants at CAOC IV expressed interest in such a
project. The Commission meeting at ICPOC 9 in Regens-
burg (August 1988) set up a Working Party under the
chairmanship of Y. Takeuchi (Tokyo), with P. van Brandt
(Louvain-la-Neuve) and Z. Rappoport (Jerusalem), sit-
ting as members of the Commission, the other appointed
members being Charton, Exner and Shorter. The mem-
bership was thus composed 100% of our members.
Preliminary work of various kinds was done during
1988–1989 and final approval of the project by the
IUPAC Organic Chemistry Division was given at a
IUPAC Assembly in August 1989. At the same meeting
I was appointed a Titular Member of the Commission for
Physical Organic Chemistry. I held this position from
1990 to 1997 and during this period attended all the


Table 1. Growth in membership of the group


Year Month Membership Countries


1983 December 190 ?
1984 December �200 ?
1985 July 240 41
1988 July 270 43
1991 January 300 >40
1994 April 323 47
1995 July 338 48
2000 March 308 48
2003 February �300 48
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Commission meetings. This enabled me to take a leading
role in the project, which led ultimately to two Technical
Reports in Pure and Applied Chemistry. The first was on
‘Values of �m and �p Based on the Ionization of Sub-
stituted Benzoic Acids in Water at 25 �C’;6 the second on
the extension of the classical Hammett scale by using
data for the ionization of substituted benzoic acids in
aqueous organic solvents.7 Both these reports were rep-
rinted in the Australian Journal of Chemistry.8.9 A special
booklet of the first report was prepared for members of
the Group.


The Czechoslovak Chemometrics II conference has
already been mentioned in connection with the change
of the Group’s name. There has been quite close coopera-
tion between us and these conferences in Brno. Chemo-
metrics II included a Microsymposium on Correlation
Analysis in Organic Chemistry dedicated to Otto Exner
for his 65th birthday. There was quite a good presence of
our members at Chemometrics III (1993) and IV (1996),
but no formal cooperation. This was introduced again for
Chemometrics V (1999). We were responsible for some
of the programme, but regrettably rather few of our
members were present.


Around 1994 the Group was involved in Viktor Palm’s
attempt to restart Organic Reactivity (Tartu), which had
ceased publication in 1991 for financial reasons (see NL
17, 04.94). It was agreed that the revived journal should
be described as ‘published in association with IGCAIC’,
but the Group could not accept any financial responsi-
bility (see NL 18, 12.94). A few issues appeared and
the journal published material from Prague (1994) and
Fukuoka (1996), but it then proved to be non-viable.


THE CONFERENCES FROM 1988 ONWARDS


Poznań 1988


The CAOC IV conference (July 17 to 23 1988) was
subtitled Hammett Memorial Symposium, in honour of
Louis Hammett (1894–1987) (see NL 8). There were
some 70 participants, of whom about one-half came from
Poland and the rest from 15 other countries. The previous
meetings had all been EUCHEM conferences, but this
was not then possible for a conference in Poland. How-
ever, CAOC IV also conformed essentially to the EU-
CHEM format. The venue was a conference hotel, very
pleasantly situated on the edge of Citadel Park, not far
from down-town Poznań. The organizers were R. I.
Zalewski, T. M. Krygowski, and Z. Urbaniak. The eleven
main lectures and eleven other oral contributions were all
given by special invitation; there were also about forty
posters, presented in three sessions. There was an addi-
tional session for a ‘free discussion’ of the posters as a
whole, with Topsom and Reichardt as Moderators. The
final session of the conference was a ‘Round-table dis-
cussion on general problems of LFER and on application


of correlation analysis’, with Charton, Exner and Shorter
as Moderators.


The topics covered were, in principle, all those usually
considered as part of CAOC, notably substituent and
solvent effects, both on chemical reactivity and on
physical properties (mainly spectra of various kinds).
Biological activity (QSAR) was also a possible topic,
but in the event received only slight attention. The
methods of correlation analysis used for data treatment
were commonly those of linear and multiple regression,
but there was also substantial interest in chemometric
techniques. Some contributions involved the role, in
relation to correlation analysis, of other approaches
such as quantum chemical calculations and topology.


The conference was extended by the occurrence of the
Polish National Day, July 22, in the middle. Our con-
ference in Poland was really ten years later than it should
have been (see Introduction). It was held at the time of
regime change in the USSR and its satellites in Eastern
Europe. The organizers still had plenty of difficulties to
deal with, but thankfully they were able to overcome the
more serious of these. Any residual inconvenience was
more than compensated by the warm Polish welcome and
hospitality.


It has already been mentioned that CAOC IV was
fruitful in generating new initiatives (see Sections above
on relations with IUPAC and with other bodies). The
conference was also fruitful in promoting publication.
The main lectures were published in Progress in Physical
Organic Chemistry, volumes 17 and 18. The book Simi-
larity Models in Organic Chemistry, Biochemistry, and
Related Fields was largely planned during the confer-
ence.10


Paris 1991


There were about 120 participants at CAOC V (June 30 to
July 5) from some 20 countries (see NL 13). Naturally the
largest group was from France, with good attendance also
from neighbouring countries. In the new international
climate, colleagues from eastern Europe took advantage
of their new freedom to travel and there was good
representation in particular from Poland and Czechoslo-
vakia. Unlike previous CAOC meetings in western Eur-
ope, this was not a EUCHEM conference, but the
EUCHEM format was broadly followed. The national
sponsors were CNRS, SFC Division de Chimie Physique,
and Université de Paris 7. The organizers were led by
Jean-Pierre Doucet and Annick Panaye, who had ob-
tained financial support from about 15 organizations and
firms. The working part of the conference was held in the
Cité Universitaire, with most participants living in nearby
hotels.


The scientific sessions were arranged on a day basis
to cover the main themes of the conference as foll-
ows: Chemometrics, Solvent Effects and Gas Phase,
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Organized Media, Substituent Effects and Similarity,
Computer Graphics and QSAR. There were 12 main
lectures, 24 shorter oral contributions and about 60
posters, covering a wide range of the concerns of correla-
tion analysis. Once again it was clear that, while there
was increasing interest in modern statistical techniques,
many chemists still found discussions involving linear or
multiple regression to be eminently worthwhile.


The conference was the occasion for honouring F. G.
Bordwell, J.-E. Dubois, O. Exner, and R. W. Taft for
‘their pioneering and continuous outstanding contribu-
tions in the fields of physical organic chemistry’ and
presenting them with bronze medals. The Secretary of the
Group also received a bronze medal.


The July/August 1992 number of the Journal de
Chimie Physique was devoted to the proceedings of
CAOC V, with reproduction of the full texts of nearly
all the main lectures and shorter oral contributions.


Prague 1994


An invitation to Prague had first been extended for CAOC
IV in 1988, so it was good that we were able at last to
accept for CAIC VI (September 4 to 9; see NL 18). There
were about 80 participants from some twenty countries.
Naturally the largest group was from the Czech Republic,
along with a small contingent from Slovakia. The Japa-
nese representation was the strongest ever and, for the
first time, there was a group from Korea. Twenty of the
participants had been at ICPOC 12 in Padova the previous
week. The core of the organization was provided by
Miroslav Ludwig, Oldrich Pytela and their colleagues
from the University of Pardubice, which provided support
in various ways, and several firms helped financially. In
the current period of drastic changes in the Czech
Republic, the financial arrangements were not without
their problems, but worked out all right in the end. The
enormous Hotel Pyramida provided an excellent envir-
onment for living and working. There were 14 main
lectures, over 20 other oral contributions, and over 40
posters. The various sessions through the week covered
successively the themes: Opening Lectures, Substituent
Effects, Studies of Reaction Mechanisms, Solvent Ef-
fects, and Theoretical and Quantum Chemistry.


By courtesy of Viktor Palm, most of the papers in issue
No. 1 of Volume 29 of the revived Organic Reactivity
(Tartu) were based on communications given at CAIC VI
(see Section on Various activities and relations with other
bodies, above).


Fukuoka 1996


Around 1992 various non-European members of the
Group asked me ‘When is the Group going to meet
outside Europe?’ This matter was brought to a head in


Prague by a proposal from Japanese members through
Minoru Hirota to organize CAIC VII in Fukuoka, Kyushu
from August 31 to September 5, to follow ICPOC 13,
which would be held in Korea the previous week. The
invitation was warmly accepted, although it meant a
departure from our normal interval of three years between
meetings.


There were about 150 participants at CAIC VII, mak-
ing it our largest meeting to date (see NL 20). Naturally
the colleagues from Japan were easily the largest group,
but 22 other countries were represented. The good
representation from all over the world was very largely
made possible by the generous funding of travelling and
other expenses of many participants by the conference
organizers. Minoru Hirota and Shinjiro Kobayashi and
their colleagues had worked hard to raise much financial
support from many firms and other organizations.


We were accommodated in several very nice hotels in
downtown Fukuoka, within a short walk of ACROS
Fukuoka convention centre (ACROS¼Asian Cross-
Roads Over the Sea). The scientific sessions were fairly
intensive, occupying almost four and a half long working
days. There were nine main lectures, 27 invited oral
contributions, 12 short oral communications and about
50 posters.


As was the case for Prague, versions of many of the
papers appeared in Organic Reactivity (Tartu), courtesy
of Viktor Palm.


Chennai (Madras) 1999


The venue for CAIC VIII, as for CAIC VII, arose from
the desire to make the Group less Europe-centred; an
invitation to South India from the Indian Chapter (see
Section on other organizational matters, above) was
conveyed at Fukuoka by P. A. Nadar and accepted with
enthusiasm. The dates January 10 to 14 were chosen to
fall in the cooler season (see NL 23). There were about
one hundred participants, of whom about one-quarter
came from outside India, eleven countries being repre-
sented. Most of the overseas participants stayed at the
YWCA International Guest House, which provided sim-
ple but nice accommodation and meals, with staff who
were extremely helpful and courteous in providing for
our needs. Many of us had not visited India previously
and thus appreciated advice about sight-seeing, shopping,
renting carsþ drivers, etc. Attendance from outside India
was greatly enhanced by generous provision of free
registration, accommodation and meals for many of
the overseas visitors. Financial support was provided
by Annamalai University, the University Grants Com-
mission (New Delhi), Amrutanjan Ltd. (Chennai), and
the Tamil Nadu Council for Science and Technology,
but there were financial problems. The main work of
organization was done by Professor Nadar, together with
Dr N. Balasubramaniam, Dr K. S. Rangappa (Mysore
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University), and Dr V. Balasubramanian (Presidency
College, Chennai).


The conference sessions were held in the Central
Leather Research Institute (CLRI). The sessions occu-
pied almost three and a half working days, and included
eight main lectures, 11 invited oral contributions, and 20
short oral contributions. There were almost 50 posters,
displayed in a single session.


The conference certainly achieved one of its main aims
in fostering closer personal contact between the members
of the Indian Chapter and the wider membership of the
Group. As had been hoped, several of the overseas
visitors took the opportunity of visiting various univer-
sities, colleges and institutes.


Borówno (2001)


It is unfortunate that no issue of the Newsletter has
appeared since this conference took place, although it is
hoped that this in due course may be remedied (see Section
on The Newsletter, above). An invitation to visit Poland
again was conveyed by T. M. Krygowski and R. Gawinecki
at CAIC VIII, with the implication that the venue would be
near Bydgoszcz in north-western Poland. The dates of
CAIC IX were ultimately fixed at September 9 to 13 2001
and a venue was found in a holiday camp at Borówno, near
Bydgoszcz. The organization of the conference encoun-
tered considerable difficulties and in the outcome was the
smallest we have held. There were just over 40 scientific
participants. Before we were half-way through, our pro-
ceedings were overshadowed by the events of ‘9.11’.


There were nine invited lectures, about 20 short oral
communications and 20 posters. There were two Round
Table Discussions: one on Past, Present, and Future of
Correlation Analysis in Chemistry, chaired by J. Shorter
and E. Humeres; the other on Solvent Effects: Past,
Present, and Future, chaired by Chr. Reichardt. During
the meeting various awards of the Polish Chemical
Society were presented to J. Shorter, Chr. Reichardt, T.
M. Krygowski, and M. Cyrański.


CONCLUDING REMARKS


I am clearly not the person to try to present an objective
assessment of what the Group has accomplished during
twenty years, since I have been too closely involved in its
development and activities. At the very least, however, it
may be claimed that the Group has been an important
factor in encouraging international cooperation in a key
area of physical organic chemistry, and has helped to
ensure that most of the leading workers in the field have
become personally acquainted and often good friends.
This has sometimes happened in spite of considerable
disagreements in scientific matters. Over the past few
years, the topics with which correlation analysis is con-
cerned have been changing greatly as new methods of
investigation and interpretation have become important.
We are also increasingly aware that our community is
getting rather elderly and that young people are not
joining us in sufficient numbers. The time has come
when we should reassess the purposes and scope of the
Group. A start was made on this in Borówno in 2001.
Hopefully further progress will be made as we approach
CAIC X, to be held in Pusan, Korea in August 2004 and
in that conference itself.
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ABSTRACT: The rate constants kH for proton transfer from a series of substituted phenols to anthracene radical
anions formed in DMSO were measured by the voltammetric method. A quadratic Brønsted dependence of RT lnkH


against pKa of phenols was observed. The intrinsic activation barrier �G0
z calculated on the basis of the known pKa


value for the conjugate acid ArH
.


of the anthracene radical anion is the same as for the reaction in DMF. The
homolytic bond dissociation energy (for ArH


.!ArþH
.
) was also found to be the same as in DMF. The results


obtained are in full agreement with theoretical predictions for protonation of radical anions forming C—H acids,
described as the concerted electron and H atom transfer. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: protonation kinetics; radical anions; C—H acids


INTRODUCTION


Protonation of aromatic radical anions formed in a variety
of organic reactions in electron transfer steps is a funda-
mental path of their decay because they have much higher
Lewis basicity than the parent molecules. The rate con-
stants of that reaction have been intensively studied only
for radical anions formed by aromatic hydrocarbons at
electrodes in aprotic solvents with the added proton
donors and it was shown that the above process occurs
according to the disproportionation mechanism DISP1
(also known as the ECEh mechanism).1–9 It involves
reversible electron transfer from the electrode, Eqn (1),
followed by proton transfer to a radical anion, Eqn (2),
which is the rate-determining step (rds), the second
electron transfer in solution, Eqn (3a), i.e. the dispropor-
tionation reaction, and finally the second proton transfer
yielding a dihydro compound, Eqn (4):


Ar þ e Ð Ar:� ð1Þ


Ar:� þ DH ! ArH: þ D� ð2Þ


ArH: þ Ar:� ! Ar þ ArH� ð3aÞ


ArH� þ DH ! ArH2 þ D� ð4Þ


However, in the case of phenols with higher acidity, when
kH is sufficiently high, the protonated radical ArH


.
is


formed close to the electrode and the second electron is
then transferred, Eqn (3b), from the electrode rather than
in solution, Eqn (3a):


ArH
: þ e ! ArH� ð3bÞ


leading to the ECE mechanism.1,10,11 Moreover, the
parallel hydrogen-bonding equilibria, first of all homo-
conjugation between the proton donor and its anion:


DH þ D� Ð DH=D
� ð5Þ


should also be taken into account2,3 in order to obtain
precise agreement with theoretical predictions under a
wide range of experimental conditions. On the other
hand, in the aprotic solvents usually used, the formation
of dimers (DH)2 can be practically neglected at concen-
trations of phenol up to 100 mM.7 The consequences of
the reaction (5) for appropriate treatment of experimental
data and the accuracy of the rate constants determined
have been examined3–5 and a number of rate constants for
the protonation of anthracene radical anions in different
media by various proton sources have been reported.6–9


However, details of the mechanism of the protonation
step itself, Eqn (2), are not well recognized. Recently, it
has been proposed by Jaworski10 that protonation of
anthracene radical anions in dimethylformamide (DMF)
by substituted phenols can rather be considered as a
concerted electron and H atom transfer in a similar way
as was originally proposed12–14 by the group of Savéant
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for deprotonation of radical cations including NADH
analogues and also polymethylbenzenes and other com-
pounds. The main idea of the Savéant model12–14 was a
substantial contribution of the homolytic bond dissocia-
tion energy D to the intrinsic activation barrier, �G0


z,
i.e. the barrier for the thermodynamic driving force
�G �0 ¼ 0. Our recent comparison of experimental
�G0


z values and estimated D values indicated that
protonation in DMF of anthracene radical anions, form-
ing the C—H acid, occurs really as the concerted electron
and H atom transfer,10 whereas for acridine radical
anions, forming the ‘normal’ acid,15 i.e. N—H acid, the
process should be considered as the real proton transfer,16


with the value of 0.25D substantially higher than the
experimental �G0


z value. The results obtained can be
explained based on the assumption that during the bond
elongation the contribution of covalent states prevails
over the contribution of ionic states in a similar manner as
was shown16 for the dissociation of C—H radical cations
but not for the conjugate acid of the normal base,
pyridine, because this behaviour is much more probable
for the acid with a covalent C—H bond than for more
ionic N—H and O—H bonds.


In this work, protonation of anthracene radical anions
in dimethyl sulphoxide (DMSO) was investigated be-
cause thermodynamic and intrinsic contributions to the
activation barrier of that process can be determined
precisely owing to the known value of equilibrium
basicity of anthracene radical anions in DMSO17 and
the detailed mechanism (proton or concerted electron and
H atom transfer) was examined.


RESULTS


Protonation rate constants were measured as previously10


by fitting to the theoretical curve the experimental shift of
the voltammetric peak potential Ep with the scan rate v for
irreversible electroreduction of anthracene in the pre-
sence of phenols. The theoretical curve was obtained18,19


neglecting the ohmic drop, assuming the DISP1 mechan-
ism [Eqns (1)–(4)] and pseudo first order for the rds
reaction (2) established in solutions of 20–100-fold
excess of phenol and described by the unimolecular
rate constant k. An example of that fitting for anthracene
and three phenols is shown in Fig.1; E � is the reversible
redox potential for the couple hydrocarbon–its radical
anion, i.e. for reaction (1) in the absence of any proton
donor, F and R are Faraday and gas constants, respec-
tively, and T¼ 298 K is the temperature of measure-
ments. The rate constants k were measured in solutions
with five concentrations of each phenol in the range
0.02–0.10 mol dm�3. The DISP1 mechanism has been
found for the protonation by phenol and substituted
phenols in a number of aprotic solvents.1,6,7,10 The
voltammetric characteristics of the DISP1 and ECE
mechanisms are similar1 and fortunately the kH values


can be determined in the same manner for both cases. The
DISP1–ECE mechanism was supported for each system
by the values of a potential shift with the scan rate close
to the theoretical value of @Ep/@logv¼�29.6 mV per
log unit and small deviations predicted recently3,5 after
taking into account reaction (5) were neglected.


The experimental conditions necessary to determine
the rate constants k from voltammetric peak poten-
tials4,5,10 according to reactions (1)–(4) were carefully
checked: (i) reversibility of the first electron transfer, (ii)
purely kinetic control of the process of interest, i.e. fast
protonation as compared with the sweep rate v� 1 V s�1,
and (iii) pseudo-first-order kinetics at the experimental
phenol excess. It has been shown by Nielsen and
Hammerich5 that the last assumption is fulfilled when
the phenol excess is at least 20–40-fold and that devia-
tions from this condition result in lowering of the proto-
nation rate constant, in particular if homoconjugation
[Eqn (5)] is taken into account. However, the bimolecular
rate constants kH for protonation of radical anions (cal-
culated from the first-order k values and analytical con-
centrations of proton sources) for each system do not
decrease at the lowest phenol excess but they are inde-
pendent of the concentration of proton donors within the
experimental accuracy. That behaviour is shown in Fig. 2
for the unsubstituted phenol and three phenols with
different substituents. The above observation fully sup-
ports the assumption of pseudo-first-order kinetics.
Moreover, it indicates that the formation of dimers by
phenols is not manifested an increase in kH values at
higher phenol concentrations. It can be added that the
equilibrium constant for phenol homoconjugation
in DMSO7,20,21 is equal to 2.3� 103 mol�1 dm3; unfortu-
nately, the equilibrium constants for the substituted
phenols of interest are not known. Neglecting the homo-
conjugation reaction (5) in data treatment means3–5 that
the lowering of the phenol concentration at the reaction
layer is not taken into account and thus the bimolecular rate
constants kH obtained in this work are underestimated


Figure 1. Dependence of the peak potential Ep on the scan
rate v for reduction of 1.0mmol dm�3 anthracene in DMSO
in the presence of: 0.02mol dm�3 phenol (&),
0.08mol dm�3 3-chlorophenol (~) and 0.10mol dm�3 4-
cyanophenol (*)
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as in the previous work in DMF.10 Indeed, the rate
constants obtained are slightly lower than those reported
by Nielsen and Hammerich6,7 for similar conditions but
taking into account the effect of homoconjugation: for
phenol and 4-methylphenol the values obtained by us are
logkH¼ 3.15 and 3.0, respectively, whereas the literature
values data are logkH¼ 3.39 or 3.53 for phenol6,7 and
3.18 for 4-methylphenol.7 Hence the rate constants
determined here, although less accurate, appear reliable
for further analysis.


The bimolecular rate constants kH obtained for proto-
nation of anthracene radical anions in DMSO are given in
Table 1. The number of measurements m indicates the
total number of voltammograms at different scan rates
and phenol concentrations, and the errors of the average
kH values were estimated from Student’s distribution with
a confidence level of 0.95, taking into account the
best fitting of each experimental point.18 The values of
pKa


PhOH for each phenol in DMSO are also given in
Table 1; they were obtained in the same laboratory22


and were corrected for the homoconjugation effect,22 and
they are also collected in another compilation.23 The
absolute errors of pKa for phenols21 are approximately


� 0.1. Only the value of pKa for 2,4,6-trichlorophenol
was obtained from the correlation of pKa in DMSO22 and
ACN24 found10 with a correlation coefficient of 0.9985
for seven phenols.


DISCUSSION


Experimental intrinsic activation barrier


The logarithms of the rate constants obtained depend on
pKa


PhOH values and the Brønsted slope for the linear
correlation is �0.42� 0.07, indicating that the system is
under activation control. However, the experimental
points rather fit non-linear relationships as shown in
Fig. 3. The quadratic correlation holds with a correlation
coefficient R¼ 0.996 and Snedecor test25 F¼ 392.3 and
the quadratic term (pKa


PhOH)2 is statistically significant at
the level of �¼ 0.01 as calculated using the test25


Fq¼ (R2�r2)(n�3)=(1�R2)¼ 24.32, where n is the num-
ber of experimental points and r is the correlation
coefficient of a linear regression RT lnkH against pKa


PhOH.
Similar curvilinear plots have been observed for other
organic reactants,26–30 including the protonation of an-
thracene radical anions by the same phenols in DMF.10


Such quadratic plots are in agreement with the Marcus
theory of proton transfer31,32 and also with the theory12–14


describing the process of interest as a concerted electron
and H atom transfer.


The values of the rate constants in DMSO are very
similar to those found previously10 in DMF, although the
pKa values are higher in DMF. That similarity can be
discussed in terms of the thermodynamic driving force in
both solvents and the intrinsic activation barrier �G0


z,
which can be calculated according to theoretical mod-
els.10,12–14,32 For this purpose, the rate constant of bimo-
lecular proton transfer in solution is expressed as


RT lnkH ¼ RT lnZ ��Gz ð6Þ


Figure 2. Bimolecular rate constants for protonation of
anthracene radical anions in DMSO by (a) 4-hydroxyphenol,
(b) phenol, (c) 4-chlorophenol and (d) 2-chlorophenol ob-
tained at different phenol excess (concentration of an-
thracene¼1.0mmol dm�3)


Table 1. Rate constants kH (dm3mol�1 s�1) for protonation
of anthracene radical anions in DMSO at 25 �C by substi-
tuted phenols and their acidity


Substituent pKa
PhOH a mb LogkH


4-NH2 20.75 10 1.81� 0.05
4-OH 19.76 13 2.31� 0.09
4-CH3 18.9 17 3.0� 0.1
H 18.00 18 3.15� 0.03
4-Cl 16.75 23 4.11� 0.04
3-Cl 15.80 26 4.55� 0.03
2-Cl 15.00 28 4.82� 0.07
4-CN 13.01 55 5.30� 0.02
2,4,6-Cl3 9.94c 36 6.24� 0.07


a Acidity of phenols in DMSO from Refs 22 and 23.
b Number of measurements.
c Estimated in Ref. 10.


Figure 3. Relationship between bimolecular rate constants
kH for protonation of radical anions of anthracene in DMSO
and the acidity of phenols; 95% errors in kH are indicated
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by the difference of the term including collision fre-
quency Z (usually assumed10,12–14,26–28,30–32 to be of the
order of 1011–1012 mol�1 dm3 s�1) and the Gibbs free
energy of activation �G


z
. The latter free energy change


is described by both theories14,31 as a quadratic function
of the thermodynamic driving force �G�0:


�Gz ¼ wr þ�G
z
0 þ 0:5�G�0 þ ð�G�0Þ2=16�G


z
0 ð7Þ


All free energies in Eqn (7) refer to the elementary step at
the appropriate separation distance of a reactant pair,
have that step is preceded by the formation of a precursor
complex, the last process being described in theory by the
work term wr. The reaction free energy change for the
activation step �G �0 is related to the overall free energy
change, given as the difference between the pKa values for
the proton acceptor and donor (e.g. a radical anion and
phenol):


�G�0 ¼ �G� þ wp � wr ¼ �2:302RT


ðpKArH
a � pKPhOH


a Þ þ wp � wr ð8Þ


where wp is the work required to bring the products
together to a mean separation distance31 and pKArH


a is
the acidity of neutral radical ArH:, the conjugate acid of
anthracene radical anion, i.e. KArH


a is the equilibrium
constant for the process


ArH: Ð Ar:� þ Hþ ð9Þ


As was discussed in our previous paper,10 reasonable
�G


z
0 values can be obtained from the intercept of Eqn (10):


�Gz ¼ �G
z
0 þ 0:5�G� þ ð�G�Þ2=16�G


z
0 ð10Þ


as in the original Marcus treatment,31 i.e., only if �G� is
known and work terms may be neglected. The last
assumption was usually used in the case of a neutral
reactant,12,14 considering only the electrostatic nature of
their interactions. However, in general, work required for
the formation of reactants (and products) pair also in-
volves solvation/desolvation phenomena. Nielsen and
Hammerich emphasized7 that phenol and substituted
phenols can form hydrogen bonds with solvents acting
as hydrogen bond acceptors, such as DMF or DMSO, and
they used the equilibrium constants estimated in CCl4 for
that process (for unsubstituted phenol and DMSO
K¼ 210 mol�1 dm3)20 as relative parameters explaining
solvent effects on kH values. As was discussed pre-
viously,10 those constants should be much lower in pure
DMSO with much higher electric permittivity. Moreover,
the cleavage of a hydrogen bond occurs in the presence of
a radical anion and that process cannot be separated from
an increase in the O—H bond distance and its polariza-
tion and also the simultaneous electrostatic attraction
between the radical anion and a positive charge arising
at the hydrogen atom. Hence the equilibrium constant


estimated for separate molecules in CCl4 is too high in
the case considered. Excellent Brønsted correlations
found in DMSO (Fig. 3) and in DMF10 additionally
support the negligibly small contribution of desolvation
of phenols to wr, because the equilibrium constants for
hydrogen bond formation by phenols depend markedly
on the substituent20 and do not correlate with pKa values.
Hence it seems reasonable to assume a the first approx-
imation10 a compensation of different interactions men-
tioned above and to neglect both work terms in further
analysis.


The equilibrium acidity of the protonated anthracene
radicals ArH: was determined in DMSO ðpKArH


a ¼ 23Þ17


using the acidity of 9,10-dihydroanthracene, estimated to
be 27. In fact, the last value obtained experimentally by
Bordwell et al.33 is equal to 30.1 and from the thermo-
dynamic cycle proposed17 the acidity of ArH: should be
equal to 20. The same value was found10 using the value
of acidity in ACN ðpKArH


a ¼ 28:4Þ obtained34 from the
experimental electrochemical potentials and energy
change for radical fragmentation measured by photoa-
coustic calorimetry. The maximum error of pKArH


a can be
up to 5 pKa units as estimated10 taking into account the
summation of errors [�2 kcal mol�1 (1 kcal¼ 4.184 kJ)]
for each �G � value in a proper thermodynamic cycle.34


It should be emphasized that the acidity of each phenol
and the acidity of anthracene radicals ArH: are shightly
higher in DMSO than in DMF. Thus, according to Eqn
(8), the thermodynamic driving force �G� for protona-
tion by a given phenol in both solvents is similar and, as a
consequence, the rate constants in DMSO and DMF are
also similar. The above behaviour is evident from the plot
of RTlnkH against �G� shown in Fig. 4 for the results
obtained in both solvents. The same quadratic relation-
ship describes all data as shown in the plot. This means
that the same intrinsic activation barrier characterizes the
process of interest in both solvents.


The intrinsic activation barrier �G
z
0 for the reaction in


DMSO, which can be found as an intercept ð�G� ¼ 0Þ
from regression according to Eqn (10), depends substan-
tially on the value of the collision frequency Z. For


Figure 4. Dependence of the rate constant RT lnkH for
protonation of anthracene radical anions in DMSO and
DMF (from Ref. 10) on the free energy of reaction
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deprotonation of radical cations it was assumed12–14 that
Z¼ 3� 1011 mol�1 dm3 s�1 (i.e. the mean value calcu-
lated from the Smoluchowski equation for homogeneous
electron exchange reactions35) but in classical works on
proton and hydrogen ion transfer a value of the order of
kT h�1 was used.26–28,30 Then, for protonation of anthra-
cene radical anion in DMSO, using values of Z¼ 3� 1011


and 2� 1012 mol�1 dm3 s�1, the intrinsic barrier is
equal to �G


z
0 ¼ 55 � 1 and 59� 1 kJ mol�1, respect-


ively. For the above calculation the kH values were
divided by a statistical factor of 2 to take into account
the fact10,36 that proton may attach to carbon atom in
position 9 or 10 in the anthracene radical anion. The 95%
errors of �G


z
0 values given above are underestimated


because the errors in kH and pKa values were not taken
into account.


The same �G
z
0 values can be obtained for this process


in DMF ð�G
z
0 ¼ 55 � 1 or 60� 1 kJ mol�1 using the


same Z values as above). Bearing in mind that the
thermodynamic driving force is practically unaffected
by solvent change from DMF to DMSO, the same �G


z
0


values found in both solvents explain satisfactorily why
the rate constants also do not change substantially.


Homolytic bond dissociation energy


The nature of the intrinsic activation barrier was not
explained in the classical Marcus theory31,32 but �G


z
0


was considered as an additive property and it was
thought32 to be the mean of activation barriers for two
self-exchange reactions for both acid–base pairs. On the
other hand, the last suggestion was justified and two con-
tributions to �G


z
0 values were indicated in a theory12–14


considering the deprotonation of radical cations as a
concerted electron and H atom transfer. However, for
the reactants pair of a ‘normal’ base and its conjugate
acid the contribution of ionic states prevails over the
contribution of covalent states and that self-exchange
reaction has a negligibly small activation barrier.14 On
the other hand, this is not the case for the self-exchange
reaction of NADH radical cations, where homolytic dis-
sociation (i.e. ArHþ: ! Arþ þ H:) is energetically pre-
ferred14 and for the neutral radical, the conjugate acid of
anthracene radical anion,10 with the preferred homolytic
dissociation ArH: ! Ar þ H:. Hence only the homolytic
bond dissociation enthalpy D of the C—H acid contributes
substantially10,14,16 to the intrinsic barrier for protonation/
deprotonation cross-reactions. Finally, the theory14


expresses the intrinsic barrier as


�G
z
0 ¼ D=4 þ �0=4 ð11Þ


where �0 is solvent reorganization energy similar to that
in the original Marcus theory of electron transfer. It can
be added that Eqn (11) has recently been supported
experimentally by correlations between �G


z
0 and D


with a proper slope.12–14 The same theory14 was success-
fully applied by one of us10 to protonation of anthracene
radical anion in DMF. For the last process the contribu-
tion of homolytic bond dissociation in phenol, a ‘normal’
acid, should be negligibly small but the �G


z
0 value was


found10 to be slightly higher than D/4¼ 51 kJ mol�1 for
ArH: radical.


The homolytic bond dissociation enthalpy for the
conjugate acid of anthracene radical anion can be esti-
mated10 from the thermodynamic cycle similar to that
proposed by Anne et al.12 The Gibbs free-energy changes
for four steps shown in Scheme 1 should be consi-
dered and for the resulting process �G� ¼ 2:307þ
0:059pKArH


a þ E�ðAr=Ar�:Þ; the resulting �G� and also
all contributions given in Scheme 1 are expressed in eV.


ArH_DMSO Ð ArDMSO_� þ Hþ
DMSO (0.059 pKArH


a Þ
Hþ


DMSO Ð Hþ
water ð0:201Þ37


ArDMSO_� þ Hþ
water Ð ADMSOþ ðE�


vs aq NHE¼ �1:730Þ17


½H2 gas


½H2 gas Ð Hgas_ ð2:106Þ12;38


Scheme 1


Assuming that entropies of formation of ArH: and Ar
are practically the same and the entropy of formation of
Hgas


. is 27.4 eu,12,38 one can obtain (for pKArH
a ¼ 20ÞD ¼


�G� þ T�S� ¼ 2:660 þ 0:059pKa þ E�ðAr=Ar
:�Þ ¼


2:11 eV. Thus, the contribution to the intrinsic barrier is
equal to D/4¼ 51 kJ mol�1, which is exactly the same as
the value obtained for this process in DMF.10


The result obtained indicates that the D/4 value mainly
contributes to the experimental �G


z
0 in agreement with


theoretical Eqn (11) and supports the conclusion that
protonation of anthracene radical anions occurs as the
concerted electron and H atom transfer. The difference
between �G


z
0 and D/4, which is the same for the reaction


of interest in DMF and DMSO (4–8 kJ mol�1), corre-
sponds [Eqn (11)] to the contribution of solvent reorga-
nization energy �0=4. According to the classical Marcus
expression the solvent reorganization energy is propor-
tional to the solvent Pekar factor (� ¼ 1="op � 1="s,
where "op and "s are optical and static electric permittiv-
ity of a solvent, respectively) which is equal to 0.463 and
0.437 for DMF and DMSO, respectively. In full agree-
ment with the results obtained, the difference in �0=4 for
both solvents is lower than 1 kJ mol�1, i.e. the error of
estimation of �G


z
0.


In conclusion, the results obtained i.e. the quadratic
Brønsted dependence, the same intrinsic activation bar-
rier and the same bond dissociation energy in DMF and
DMSO, are in full agreement with the theory describing
protonation of anthracene radical anions as the concerted
electron and hydrogen atom transfer. Finally, it should be
added that the concerted process of H atom and electron
transfer is not operative for all C—H acids, e.g. it does
not work for deprotonation of hydrocarbons, in contrast
to deprotonation of their radical cations, when the
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oxidation of a parent hydrocarbon molecule results in a
decrease in pKa and the energy of C—H bond dissocia-
tion, thus making the above reaction thermodynamically
and kinetically favourable.


EXPERIMENTAL


Anthracene (99%) from Aldrich was purified by vacuum
sublimation and used at a concentration of 1.0 mmol
dm�3, and 0.1 mol dm�3 tetrabutylammonium perchlo-
rate (Fluka) was used as a supporting electrolyte. 2-
Chloro-, 3-chloro-, 4-chloro- and 2,4,6-trichlorophenols
(all Pestanal grade, >99.7%, from Riedel-de Haën) were
used as received and all other phenols (4-aminophenol,
98%, from Riedel-de Haën, 4-cyanophenol, 98%, from
Aldrich, 4-hydroxyphenol from POCh, 4-methylphenol
from POCh and unsubstituted phenol, p.a. grade, from
Loba Chemie) were purified by vacuum sublimation
twice. Five concentrations of phenol (0.02, 0.04, 0.06,
0.08 and 0.10 mol dm�3) were normally used. Dimethyl
sulphoxide from Sigma-Aldrich (anhydrous, 99.8%) was
used as received or was distilled under reduced pressure
after drying with neutral alumina.


For voltammetric measurements, a three-electrode cell
was used, consisting of a static mercury drop electrode
(SMDE) (Laboratórnı́ Přı́stroje, Prague, Czech Repub-
lic), a Pt counter electrode and SCE (or Ag/Agþ in
acetonitrile connected by the electrolytic bridge with
the Vycor end) as reference electrode. Voltammetric
curves at 25� 1 �C were recorded with a PAR 273A
potentiostat controlled by an IBM PC-386 40 MHz com-
puter by means of the software M270 from PAR. In each
solution a number of voltammograms were recorded at
different scan rates starting from 0.02 V s�1 and increas-
ing up to the value for which still @Ep/@logv¼�29.6 mV
per log unit. Argon gas (Praxair 99.999%) was bubbled
through the solution before the experiment and under the
solution surface during the measurement.
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Soc. 1998; 120: 2951–2958.
15. Eigen M. Angew. Chem. 1963; 75: 489–508.
16. Jaworski JS, Cembor M. Tetrahedron Lett. 2000; 41: 7267–7270.
17. Parker VD, Tilset M, Hammerich O. J. Am. Chem. Soc. 1987; 109:


7905–7906.
18. Andrieux CP, Delgado G, Savéant JM. J. Electroanal. Chem.
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ABSTRACT: The electrochemical behaviour of mixtures of phenazine (P) with iodine (I2) in the solid state was
investigated. Three types of electrochemical experiments were conducted: (i) EMF measurements of the Ag/AgI/I2:P
system for various I2 : P ratios, (ii) cyclic voltammetric (CV) experiments and (iii) potentiometric measurements of
the open cell potentials after different cathodic charges were injected into the I2 : P pellets. In the first case, a detailed
analysis of the observed electromotive force was presented. The Gibbs free energy of the I2 : P complex determined
was in good agreement with earlier results. In the second case, the CV curves corresponding to the electrode processes
of phenazine mixed with graphite in the solid state indicate that the mass and charge transfer, which occur in the
pellets, are faster than expected. The potentiometric experiments confirm this conclusion. Additional experiments,
conducted with pellets of different thickness, indicate that although, in comparison with an equilibrated pellet, the
concentration profiles are modified in small layers (diffusion layers) neighbouring the electrodes, the electrode
reaction probably occurs in the whole pellet. A tentative mechanism of these processes is discussed. Copyright #
2003 John Wiley & Sons, Ltd.


KEYWORDS: phenazine; iodine; solid-state mixtures; electrochemical behaviour


INTRODUCTION


Solid-state electrochemistry has developed intensely in
recent years. It is an interesting field of research with
potential applications in charge storage in batteries and
supercapacitors, molecular electronic sensors, displays
and others.1


The voltammetric behaviour of various reactants in the
solid state is often strongly dependent on the presence of
traces of water in an investigated sample.2–5 In the
presence of water in solid hexacyanoferrates, the move-
ment of counter-ions is faster and under cyclic voltam-
metric (CV) conditions one may observe the formation of
current peaks, which proves that in the vicinity of the
working electrode a diffusion layer develops. Similar
behaviour is also observed in the case of frozen6–13 and
polymer electrolytes.14,15 If, however, water molecules
are removed from the sample by evacuation or heating,
the electrochemical system often responds as a resistor
and practically no current peaks are observed. The
resistivity of the sample may then rise by several orders
of magnitude depending of the amount of water.3,14


It is not easy to obtain a system with a very low water
content which would exhibit non-ohmic behaviour. From


the analysis of available literature data, we selected one
system from which removal of water is very easy and
preliminary experiments conducted proved that under
CV conditions one may observe peaks of current. This
system, based on a phenazine (P)–I2 charge-transfer
complex, has previously been analysed potentiometri-
cally by Franco et al.16 They carried out EMF measure-
ments of the following electrochemical cells in the solid
state:


Pt0jAgjAgIjP; I2 : P;CjPt ð1Þ


and


Pt0jAgjAgIjI2 : P; I2;CjPt ð2Þ


for various compositions of phenazine and iodine. In
these schemes I2 : P denotes a complex of phenazine (P)
with iodine with an excess of phenazine [Eqn (1)] or with
an excess of iodine [Eqn (2)]. In both cells, the vertical
bars represent the phase boundary and C stands for
graphite.


From the results obtained, Franco et al. determined the
Gibbs energy of formation of the P : I2 complex. One may
add that the charge-transfer complexes of iodine in
solution are known and are well characterized.17


The aim of the present work was a further study of the
thermodynamics of the EMF of cells (1) and (2) and
analysis of the electrochemical processes corresponding
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to reduction and oxidation phenomena in the solid state
observed in the absence of water under CV conditions.


EXPERIMENTAL


Materials


Phenazine (P) (C12H8N2) (p.a., Aldrich) and iodine (p.a.),
AgI (p.a.) and AgCl (p.a.) (POCh, Gliwice, Poland) were
used without further purification. Silver powder was
prepared by reduction of AgCl with formaldehyde (p.a.,
POCh) in NaOH solution (300 g in 750 ml of H2O) at
70 �C. The silver deposit was carefully washed first with
sulfuric acid (2%), then with ammonia (2%) and finally
with water and dried at 40–50 �C.18 Graphite (Bay
Carbon), added to the Ph : I2 complex in order to increase
the conductivity, was very pure and contained traces
(1 ppm) of Si.


Preparation of complexes and pellets


Mixtures of P and I2 with the desired molar proportions
were homogenized in an orbital shaker and transferred to
test-tubes. After sealing, the test-tubes were heated at
80 �C for 2 days.19 The complex was mixed with 20 wt%
graphite, homogenized and ground with a mortar and
pestle. From the resulting mixture, the pellets were
prepared in a laboratory press used to prepare KBr IR
pellets. Pellets were prepared under a pressure of
3000 kg cm�2. The thickness of the pellets, in typical
experiments, was 6 mm and their diameter 12 mm. The
final arrangement was prepared by placing in the cell
three pellets in the order Ag, AgI and P : I2. The three
pellets were then pressed together under a pressure of
3000 kg cm�2.


Electrochemical cell


The system of pellets located between platinum disk
contacts was placed in a Teflon tube. The working surface
area of electrodes was 1.13 cm2. The system was com-
pressed together with a polyethylene screw. The cell was
placed in a laboratory oven of capacity �50 dm3. During
experiments the oven was preheated to a suitable value
and experiments were started after 30 min from the
moment when the interior of the oven reached the
selected temperature.


Apparatus


EMF was measured with a V-543 voltmeter (Poland).
Electrochemical experiments (CV, impedance measure-
ments and open-circuit versus time measurements) were


conducted with a CHI660 Electrochemical Workstation
(USA) controlled by a Pentium computer.


RESULTS AND DISCUSSION


Three types of electrochemical experiments were carried
out : (i) EMF measurements of the Ag/AgI/I2 : P system
for various I2 to P ratios; (ii) CV experiments, carried out
under different experimental conditions (sweep rates,
temperatures and various I2 : P ratios); and (iii) potentio-
metric measurements of the open cell potentials, after
different cathodic charges were injected into the I2 : P
pellets.


EMF measurements


The EMF data obtained for samples with different
phenazine–iodine (I2 : P) compositions are presented in
Fig. 1(a). These EMF values recorded after 24 h from the
beginning of the experiment were stable during the next 2
days. The EMF values measured just after the preparation
of the pellets were about 40 mV more positive.


Figure 1. (a) Dependence of the EMF values on the I2 : P
ratios at various temperatures: *, 293K; *, 303K; &,
313K; &, 323K. (b) Temperature dependence of the stable
EMF values. (c) Dependence of the Gibbs free energy values
on temperature
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As follows from the results presented in Fig. 1(a), we
have two regions where the EMF values do not depend on
the I2 : P composition; however, with rise in temperature a
slight decrease was observed, as shown in Fig. 1(b).


The iodine to phenazine molar ratio in the first cell was
<1, and over a wide range of compositions its EMF did
not depend on the I2 : P ratio. In the second cell, the I2 : P
ratio was >1, but its EMF did not depend of this ratio
either. These two important findings should be taken into
account in the analysis of the EMF of both cells.


We start our analysis with cell (2). In the left-hand
electrode we have the Ag/AgI redox system. The activity
of Agþ in the solid phase follows from the equilibrium
constant, which could be interpreted as the solubility
product of AgI in the solid phase:


KðAgIÞ ¼ ½Agþ�½I�� ! ½Agþ� ¼ KðAgIÞ=½I�� ð3Þ


Thus, the equilibrium potential of silver electrode could
be written as


E ¼ E�
Agþ=Ag þ RT=F lnfKðAgIÞ=½I��g ð4Þ


where E�
Agþ=Ag


is the standard potential of the Agþ/Ag
electrode in the solid phase and [Agþ] is the activity of
silver ion. The final result has a rather conventional form.


The equilibrium potential of the right-hand side elec-
trode should be determined by the I2/I� system, with the
equilibrium potential described as


E ¼ E�
I2=I� þ RT=F lnð p½I2�Þ1=2=½I�� ð5Þ


where p[I2] is the vapour pressure of iodine at a given
temperature. On the other hand, the activity of iodide ions
in the solid phase is determined by the equilibrium
constant of AgI [Eqn (3)]:


½I�� ¼ KðAgIÞ=½Agþ� ð6Þ


Thus


E ¼ E�
I2=I� þ RT=F lnf½Agþ�ðp½I2�Þ1=2=KðAgIÞg ð7Þ


and the EMF of cell (2) is given by the difference of Eqns
(4) and (7):


EMFð2Þ ¼ E�
Agþ=Ag � E�


I2=I� þ RT=F lnfKðAgIÞ=p½I2�1=2g
ð8Þ


This equation is not easily interpreted as it contains the
term (p[I2])1/2, which is a function of temperature and
the properties of the solid phase. Specifically, in our case
one could expect that the vapour pressure of iodine will
be modified by the presence of graphite.


In the case of cell (1), the left-hand electrode remains
the same, but the equilibrium potential of the right-hand
electrode should be discussed. We expect that this elec-
trode should be reversible with respect to the I2/I� redox
couple, and the interaction of iodine with phenazine
changes the vapour pressure of iodine. The equilibrium
constant describing this interaction could be written as


P þ I2 ¼ PI2 ð9Þ


KðPI2Þ ¼ ½PI2�=f½P�½I2�g ð10Þ


Assuming strong interaction of phenazine with iodine
[i.e. a high equilibrium constant, Eqn (10)], one should
expect that the vapour pressure of iodine, in the presence
of phenazine, would be lower than in its absence.


On the other hand, analysis of the EMF values obtained
for I2 to phenazine ratios from 0.5 to 0.8 (which
corresponds to [PI2]/[P] ratios from 1 to 4) reveals that
the EMF values in this range of the I2/phenazine molar
ratio are not sensitive to changes in composition. Hence
one should expect that when the phenazine to iodine
ratio is <1, the right-hand electrode potential is sensitive
to the vapour pressure of iodine, which increases with
temperature.


On the other hand, when the phenazine to iodine ratio
is >1, the vapour pressure of iodine results from equili-
brium (9), but the activities of both phenazine and the
phenazine–iodine complex do not influence the equili-
brium potential. They behave, at this temperature, as if
their activities were equal to one. Hence the ratio of the
vapour pressure of iodine in the absence (a) and in the
presence (p) of phenazine is described by an equilibrium
constant, and its magnitude describes the interaction of
iodine and phenazine:


KðI2PÞ ¼ pð½I2�Þa=pð½I2�Þp ! pð½I2�Þp ¼ pð½I2�Þa=KðI2PÞ
ð11Þ


The vapour pressure of iodine described by Eqn (11)
could be now introduced into Eqn (8), and the equation
describing the EMF of cell (1) is finally obtained:


EMFð1Þ ¼ E�
Agþ=Ag � E�


I2=I�


þ RT=F lnfðKðAgIÞKðI2PÞ1=2Þ=p½I2�1=2g
ð12Þ


The difference between Eqns (8) and (12):


�EMF ¼ �RT=2F lnKðI2PÞ ð13Þ


describes equilibrium constant (11) and is not a function
of the vapour pressure of iodine, and no correction for the
temperature dependence of the iodine vapour pressure is
necessary.
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The dependence of the Gibbs free energy on tempe-
rature is shown in Fig. 1(c). The formation of the
phenazine–iodine complex is exothermic [�G
(293 K)¼ �15.3� 0.3 kJ mol�1 and �H¼�104�
13 kJ mol�1] and associated with large entropy
changes (S¼ � 304� 42 J K�1 mol�1). Our �G value
is in a good agreement with earlier data reported by
Aronson et al. (�15.6 kJ mol�1)19 and Franco et al.
(�14.96 kJ mol�1).16 However, the latter authors reported
different �H and S values: � 20.83� 0.76 kJ mol�1 and
�19.7� 2.5 J K�1 mol�1, respectively. The reasons for
these differences are not known.


Electrochemical experiments


Electrochemistry of the phenazine–iodine com-
plex at I2 : P ratios <1. In Figs 2(a)–(e) are shown the
CV curves recorded for the pellets with a molar composi-


tion I2 : P¼ 0.7, in the temperature range 293–323 K. At
each temperature, several curves were recorded. Always
only the first curve was slightly different to the others.


In all cases we observed the formation of anodic and
cathodic peaks, which indicates that during the develop-
ment of the electrochemical processes a diffusion layer is
formed. One could expect that at potentials exceeding the
peaks, the concentration of the electroactive species will
drop to zero at the electrode surface.


Figure 2(f ) shows the dependence of the difference of
the anodic and cathodic peak potentials (�Ep) on tem-
perature. It follows from these results that �Ep depends
strongly on temperature since it drops by 0.3 V when
temperature increases by 30 K.


For other I2 : P compositions, but <1, the CV curves
were very similar to those shown in Fig. 2.


One should say, however, that the current and peak
potential values were only moderately reproducible. This
resulted from the fact that, owing to not precisely con-
trolled pressures applied to both sides of the pellets, the
resistivity of the system measured by the impedance
method changed in a range 1000–3000�, indicating
that the electrical contacts between platinum disks and
I2 : P pellets differed, to some extent, from experiment to
experiment. That is why we did not determine the scan
rate (v) dependence of the peak potentials, since their
values are influenced by the IR drop, which, in this case
was not precisely and adequately compensated.


In Figs 2(a), (c) and (e) are additionally shown the CV
curves recorded for pellets prepared from pure graphite.
In Fig. 2(b) and (d), the CV curves recorded for the
graphite and iodine mixtures are also shown. All these
curves were recorded at the same temperature as the
curves for the I2 : P¼ 0.7 pellets. No voltammetric peaks
in the potential range þ1.0>E>�1.0 V were observed.


Additional analyses of the CV curves shown in Fig. 2
and those obtained for other iodine to phenazine compo-
sitions are presented in Fig. 3. In all cases an increase in
current with temperature was observed (Fig. 3, top) and
the dependences between current and the reciprocal of
temperature were linear for all I2 : P compositions.


In Fig. 3 (bottom) there are also shown the depen-
dences of peak currents on scan rate and square root of
the scan rate. Non-linear dependences of Ip on v1/2 and v
indicate that neither the cathodic nor anodic peak currents
have a diffusional character, and that they should have in
fact also migrational and capacitive components.


In Fig. 4 we present typical impedance spectra
obtained at the open-circuit potentials for the pellets
with a composition I2 : P¼ 0.5 for the temperature range
293–323 K. Although we did not analyse these spectra in
detail, they indicate that at least two semi-circles corre-
sponding to two time constants should be taken into
account. The semi-circles are, however, rather unsymme-
trical. The real part for the first semi-circle is of the order
of 4 k�, whereas the imaginary part is much lower, and
close to 1 k�. Hence these semi-circles are fairly flat.


Figure 2. CV curves recorded for pellets with a molar
composition I2 : P¼0.7 in a range of temperatures from
293 to 323K. In (a), (c) and (e), the CV curves of pure
graphite at the same temperature are also shown. In (b) and
(d), the CV curves for graphite and iodine pellets are
presented. (f) Dependence of the difference of the anodic
and cathodic peak potentials on temperature. Scan rate
0.05V s�1
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By extrapolation of the spectra to infinite frequency,
we determined the resistivity of the pellets. However, the
reproducibility of these data was lower than that usually
observed in aqueous solutions.


Electrochemistry of solid phenazine. CV curves
obtained for phenazine mixed with graphite are shown
in Fig. 5. We observe the formation of cathodic and
anodic peaks separated by �0.8 V at a scan rate of
0.05 V s�1. Since in this case the resistivity of the cell
is of the order of 3500�, after correction for IR the peak
separation drops to about 0.4 V. However, we finally
concluded that the electrode process occurring in this
region of potentials is fairly fast, and the IR compensation
was not precise and adequate enough to decrease the peak
separation to values which are characteristic in aqueous
solutions for the reversible redox processes (0.059/nV).


Figure 5 also presents CV curves recorded for two I2 : P
compositions: 1.3 and 1.9. In both cases only ohmic
behaviour was observed.


Relaxation experiments. At the end of the CV experi-
ments, when successive CV curves did not change with
time, we carried out relaxation experiments. First, during
600 s, the I2 : P pellet was polarized cathodically using
different initial potentials, and next the open-circuit
potential was measured with time. Typical potential–
time curves recorded at 323 K for pellets with the
composition I2 : P¼ 0.6 are shown in Fig. 6. Results
obtained for other pellets with I2 : P <1 were similar.


The potential–time curves shown in Fig. 6 (top) were
obtained after the pellets had been polarized to various
negative potentials, ranging from �0.2 to �1.3 V. The
initial potential observed for all curves was close to 0 V,
and with time it changed to a value that was almost
identical with that measured during the EMF experi-
ments. In the bottom part of Fig. 6, the dependence of
time which passed to reach a potential of 0.3 V, measured
in the middle between the initial and final potential values
(around 0.3 V), denoted t1/2, on the polarization potential
is shown.


Figure 3. (a) Dependence of the anodic (filled symbols) and
cathodic (open symbols) peak currents on the reciprocal of
temperature for phenazine (P) and different I2 : P ratios. Scan
rate, 0.05V s�1. (b) Dependence of the anodic (filled sym-
bols) and cathodic (open symbols) peak currents on the scan
rate (V s�1s) (squares) and the square root of the scan rate
(V s�1)1/2 (circles)


Figure 4. Impedance spectra (Nyquist plots) for a pellet
with composition I2 : P¼ 0.5, measured at the open circuit
potentials at different temperatures. The frequencies of the
a.c. currents (in Hz) are shown on the curve obtained at
323K


Figure 5. CV curves obtained for phenazine (solid lines) and
two pellets with I2 : P ratios >1. Scan rate, 0.05V s�1
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The main reason why the potential–time curves (Fig. 6,
top) exhibited the shape of polarographic waves was
probably the diffusion of species within the I2 : P pellets,
because in the AgI pellet, the charge transport should be
fast, since AgI is a relatively good electronic conductor.
Therefore, we prepared three I2–P pellets with the same
composition (I2 : P¼ 0.6) but with different thicknesses:
4.8, 6.2 and 9.1 mm. These pellets were next used in the
relaxation experiments. The results obtained are shown in
Fig. 7 as the dependences of t1/2 on potential (a) and of t1/2


on the cathodic polarization charge (b). These charges
changed in a range from 2.1 to 23.5 mC. The dependence
of t1/2 on the pellet’s thickness is shown in Fig. 7(c) for
various cathodic charges. In all cases a linear behavior
was observed.


Analysis of the cyclic voltammetric curves and the relaxa-
tion experiments. From the results presented in Fig. 1, it
follows that for I2 : P ratios <1, the EMF values are of the
order of 0.57 V (323 K). However, the mean value from
the cathodic and anodic peak potentials of the CV curves
(shown in Fig. 2) is shifted towards more negative values,
and is close to 0 V. The open-circuit potential of the


system, measured immediately after chronoampero-
metric experiments, was also close to 0 V, but it was
not stable. This potential changes with time towards the
initial EMF value. Probably, the products formed during
the amperometric experiments react in such a fashion that
the initial equilibrium is restored.


One should also note that during cathodic polarization
of the working electrode being in contact with graphite or
with the mixture of graphite and iodine, no voltammetric
peaks are observed in the polarization range used. These
observations confirm the electroactivity of phenazine.
Judging from the rather large current, the electrode
process of phenazine occurs with relatively high inten-
sity. The current density estimated for voltammetric
peaks is of the order of 0.1–0.2 mA cm�2 (v¼
0.05 V s�1).


During the cathodic process, phenazine is probably
reduced to an anion radical:


P þ eðPtÞ ¼ P� ð14Þ


whereas on the opposite electrode the silver cation is
formed:


Figure 6. (a) Time dependence of the open circuit poten-
tials measured for pellets with composition I2 : P¼0.6, re-
corded after polarization by the potential indicated on each
curve for 600 s. (b) Dependence of the half-time of the
relaxation curves on the polarizing potentials for two pellets
with composition I2 : P¼0.5 and 0.6


Figure 7. Dependences of the half-time on polarizing po-
tential (a) and on polarizing charge (b) obtained for pellets
with composition I2 : P¼0.6 and different thicknesses (4.8,
6.2 and 9.1mm). (c) Half-time versus pellet thickness de-
pendence obtained for different polarizing charges
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Ag ¼ Agþ þ eðAgÞ ð15Þ


Reaction (15) seems to be more probable than the
oxidation reaction:


AgI ¼ Agþ þ1=2I2 þ eðAgÞ ð16Þ


since reaction (16) should occur at significantly more
positive potentials than reaction (15).


Formation of the phenazine anion radical in non-
aqueous solvents has been well documented.20–22


Since the conductivity of �-AgI in this temperature
range is relatively high, we expect that the main hin-
drance in the studied electrode reactions comes from the
transport in the I2 : P pellet. However, the mechanism of
the transport in all these processes is not well understood.
First in the case of a simple diffusion process, we would
expect that between the pellet’s thickness (x) and time
needed to reach the equilibrium conditions (t1/2), the
following relation should be obeyed:


x ¼ ð2Dt1=2Þ1=2 ð17Þ


Thus, the relaxation time (t1/2) should be proportional to
the distance to power 2, whereas a linear relation between
t1/2 and x is observed [Fig. 7 (c)].


Assuming, however, that Eqn (17) holds, approximate
calculations, with the pellet’s thickness equal to 1 cm and
time needed to reach the equilibrium conditions of the
order of 103 s, gives a diffusion coefficient equal to
5� 10�4 cm2 s�1. This value is orders of magnitude
higher than expected. Probably, in addition to the diffu-
sion process, some other process leading to the decom-
position of the phenazine radical takes place. Although
the nature of this process is not known, it is possible that
adsorbed oxygen may play some role here.


The dependence of t1/2 on the thickness of the pellets
[Fig. 7 (c)] may indicate also that the relaxation occurs in
the whole pellets and not in small layers (diffusion layers)
neighbouring the electrodes. One should add, however,
that during the chronoamperometric experiments, only a
very small fraction of phenazine (around 1.5� 10�3% for
Q¼ 23.5 mC) in the pellets was reduced.


The tentative explanation of these phenomena should
be based on the following observations:


(i) The voltammetric behaviour is due to phenazine.
Similar experiments carried out with the cell where
instead of phenazine with graphite either graphite
alone or its mixture with iodine were used did not
exhibit voltammetric peaks.


(ii) To observe the voltammetric behaviour, graphite
powder precisely mixed with phenazine has to be
used. Without the addition of a significant amount of
graphite (20 wt%), the resistance of the system is
very high and only ohmic behaviour is observed.


(iii) Since the shape and position, on the potential axis,
of the curves for the I2 : P system are very similar to
those observed for phenazine, we assumed that the
CV curves for mixtures with the I2 : P ratios <1
correspond to the electrode processes of free phe-
nazine, and are not influenced significantly by the
presence of the I2 : P complex.


In conclusion, only a mixture of graphite with free
phenazine or pellets containing I2 : P <1, where free
phenazine exists, exhibit voltammetric behaviour.


The observed facts may lead to a tentative explanation
based on the double role of graphite. The first role con-
sists in the fast transfer of electrons from Pt electrodes to
the bulk of the pellet. This transfer causes the electro-
reduction of phenazine. However, the occurrence of such
electroreduction should be accompanied by the movement
of counter-ions, in order to maintain the electroneutrality
of the medium. This may be fulfilled by diffusion away of
some anionic (e.g. OH�) groups (or diffusion towards the
reacting layer of some cationic groups) which may be
present on the surface of the graphite.


Also, since the structure of graphite is slightly similar
to that of trans-polyacetylene,23 we cannot exclude, for
example, the formation of holes or vacancies during the
electrode process, which diffuse faster that one could
expect. How these defects are formed, however, is not
clear. This would be the second role of the graphite
played in the charge propagation in the studied system.


Hence we do not know the detailed mechanism of
transport under these conditions, but in our opinion this
relatively fast transport should be related to graphite,
used for the fabrication of all pellets.


CONCLUSIONS


Analysis of the EMF data of the all solid system
Ag|AgI|I2 : P, carried out for different I2 : P ratios, gave
the Gibbs free energy of the I2 : P complex, which was in
good agreement with earlier literature data. However, our
enthalpy (�H) and entropy (S) values differ from those
given by Franco et al.16


From the CV experiments it follows that phenazine in
mixtures with iodine and graphite, in the solid state, is
electroactive, but for I2 : P ratios <1. In this case we
observed the formation of anodic and cathodic peaks,
which indicates that during the development of the
electrochemical processes, a diffusion layer is formed.
Formal analysis of the CV experiments indicates that the
transport within the I2 : P pellets is much faster than
expected. If I2 : P ratio exceeds one the I2 : P complex is
not electroactive in the considered range of potentials.


The latter conclusion follows also from the relaxation
studies carried out just after the chronoamperometric and
coulometric experiments. In this case the equilibrium
state is restored orders of magnitude faster than expected.
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In order to explain these phenomena, we assumed that
graphite, always present in the samples studied, plays a
double role in these experiments: (i) as an electron
conductor and (ii) as a source of anionic (or cationic)
groups, present on the surface of graphite, which diffuse
into the pellet in order to fulfill the neutrality condition.
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ABSTRACT: Adsorption of coumarin on an Au(210) single-crystal electrode was investigated using chronocoulo-
metry and phase-sensitive a.c. voltammetry. The adsorption parameters, such as the relative Gibbs surface excess, the
Gibbs energies of adsorption and the electrosorption valencies, were calculated. The results suggest that coumarin
molecules assume a flat, �-bonded orientation on the Au(210) surface. The zero coverage Gibbs energy of adsorption
at the potential of maximum adsorption is �42 kJ mol�1, which is a value typical of chemisorption. The adsorption of
coumarin on the Au(210) surface was compared with adsorption at the (111) and (100) planes of gold. Copyright #
2003 John Wiley & Sons, Ltd.
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INTRODUCTION


This work constitutes part of a series devoted to the
investigation of the coordination of organic compounds
to metal electrode surfaces.1,2 Here, we describe poten-
tial-controlled coordination of coumarin to the Au(210)
electrode surface. Coumarin, also known as 2H-1-benzo-
pyran-2-one, is a bicyclic molecule with two electrone-
gative oxygen atoms situated in one of the aromatic rings.
Coumarin is a valuable leveling agent used in electro-
plating and its most popular use is in semi-bright nickel
plating which yields deposits that are semi-lustrous and
can be easily polished to a mirror finish.4–6 There has
been significant interest in coumarin adsorption on a
mercury electrode where potential controlled formation
of a condensed film was observed.7–12 Coumarin adsorp-
tion on Au(111)1,13 and Au(100)14,15 gold electrode
surfaces has been investigated recently.


The object of this work was to complement recent
studies of coumarin adsorption on gold single-crystal
surfaces13–15 in order to provide a more complete de-
scription of the effect of surface crystallography on the
coordination of this molecule to a Au electrode surface.
Low-index and hence the most densely packed and the
least reactive single-crystal surfaces were used in pre-
vious studies. Here, we employed the Au(210) plane,
which is the least densely packed single-crystal plane.
Figure 1 shows the hard-ball model of this surface. It has


a very open structure and the highest density of broken
bonds. It is the most reactive gold surface. The stability of
the Au(210) surface in vacuum and at the metal–solution
interface has been investigated16,17 and these studies
demonstrated that it does not reconstruct and that its
nominal crystallography is preserved at the metal–solution
interface. In this work, we determined Gibbs excesses and
Gibbs energies for coumarin adsorption at the Au(210)
surface–electrolyte interface and compared these data
with those determined earlier for Au(111) and Au(100)
surfaces.


EXPERIMENTAL


An Au(210) single crystal (99.99% purity) was grown in
our laboratory. Before each experiment, the electrode was
flame annealed. Contact between the gold surface and the
electrolyte was made by using a hanging meniscus
technique.18 Experiments were performed in a cell
equipped with a gold electrode, a gold foil counter
electrode and an external saturated calomel electrode
(SCE) connected to the cell with a Luggin capillary.
The supporting electrolyte was 0.1 M KClO4. The KClO4


(ACS Certified, Fisher) was purified as described.19


Coumarin (Aldrich, 99þ%) was used without further
purification. All solutions were prepared using Milli-Q-
purified water (Millipore) with a resistivity 18 M� cm.
Argon was used to remove oxygen from the investigated
solution. All experiments were carried out at 25� 1 �C.
The electrochemical experiments were performed using a
PAR Model 173 potentiostat controlled by a computer.
The data were acquired via a plug-in acquisition board
(RC Electronics Model IS-16). Custom software was
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used to perform the chronocoulometric experiments. A
PAR Model 5204 two-phase lock-in amplifier was used
for differential capacity measurements.


RESULTS


Differential capacity


The adsorption of coumarin on Au(210) was initially
characterized by recording differential capacity curves.
The differential capacities were determined using a slow
5 mV s�1 potential sweep in the direction of positive
potentials and 25 Hz r.m.s. a.c. perturbation. The capa-
cities were calculated from the measured out-of-phase
and in-phase components of the a.c. signal assuming a
simple RC circuit. To enhance mass transport towards the
electrode, the solutions were stirred during the data
acquisition. Figure 2 shows the differential capacity
curves determined for the pure supporting electrolyte
and a series of coumarin solutions. It should be empha-
sized that the capacities, determined at a single frequency
of 25 Hz, do not represent the state of adsorption equili-
brium. They are shown here to characterize the interface
qualitatively.


The curve for the supporting electrolyte displays a
well-defined diffuse layer minimum. The potential of
zero charge (pzc) determined from the position of this
minimum is �0.095 V (vs SCE), in good agreement with
the value of �0.08� 0.01 V determined by Hamelin for
LiClO4 solution.20


When coumarin is added to the solution, the capacity
decreases at potentials close to the pzc. When the
coumarin concentration is higher than 5� 10�5


M, a
characteristic adsorption/desorption peak appears on the
capacity curves. At potentials more negative than �0.8 V
(vs SCE), the capacity curves recorded in the presence of
coumarin merge with the curve for the supporting elec-
trolyte. This behavior indicates that coumarin is desorbed
from the electrode surface at these negative potentials.


Charge densities


Potential step experiments were performed to determine
quantitative data for coumarin adsorption on the Au(210)
surface. The electrode was initially held at an initial
potential Ei at which coumarin adsorption took place
for a period of �3 min while the solution was stirred
vigorously. The stirring was interrupted and the solution
was allowed to calm down during an additional waiting
period of 1 min. The potential was then stepped to the
final potential Ej of �0.8 V (vs SCE), at which coumarin
totally desorbs from the electrode surface. The current
transient corresponding to the charging of the interface
was recorded and integrated to give the relative charge
density ��M as described.19 Using the value of the pzc,
the absolute charge density at the initial potential was
calculated using the procedure described previously.1,19


Figure 3 shows the charge density curves determined
for the Au(210) electrode in the presence and absence
of coumarin. The curves in the presence of coumarin
intersect the curve for the supporting electrolyte at
E��0.050 V (vs SCE), indicating that this is the


Figure 1. Hard-ball model of the Au(210) surface. Top, side
view; bottom, top view. With permission from reference 22


Figure 2. Differential capacity curves for the Au(210) sur-
face for 0.1 M KClO4 solutions without and with various
coumarin concentrations
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potential of the maximum adsorption (Emax). They merge
with the curve for the supporting electrolyte at
E<�0.7 V (vs SCE), indicating total desorption at these
negative potentials. The charge density curves constitute
the basic set of experimental data from which the Gibbs
excess and Gibbs energy of adsorption will be calculated.


Gibbs excesses


The charge density curves were integrated and the film
pressure of adsorbed coumarin at constant potential
�¼ �c¼ 0� �c (�c¼ 0 and �c are the surface energies in
the absence and presence of coumarin in the solution)
was calculated using the procedure described pre-
viously.1,19 The film pressures are plotted against poten-
tial in Fig. 4. The curves are bell-shaped. Their maximum
shifts slightly from �0 to ��0.05 V (vs SCE) from the
lowest to the highest coumarin concentration.


In addition, the Parsons function �¼ �þ�M E was
calculated and the film pressure at constant charge,
�¼ �c¼ 0� �c, was determined as a function of the charge
density. The film pressures at constant charge are plotted
against the charge density in Fig. 5. The curves are also
bell-shaped with the maximum shifting with the cou-
marin concentration from �15 to �7 mC cm�2.


The relative Gibbs excess of coumarin was then
calculated by differentiation of the film pressures with
respect to the logarithm of the bulk coumarin concentra-
tion at constant potential or at constant charge:1


� ¼ @�


RT@ ln c


� �
E


ð1Þ


or


� ¼ @�


RT@ ln c


� �
�M


ð2Þ


The Gibbs excesses calculated with the help of these
expressions are plotted in Figs 6(a) and (b), respectively.
These graphs are three-dimensional, to show how the


Figure 3. Charge density versus electrode potential plots
determined for 0.1 M KClO4 solutions without and with
various coumarin concentrations Figure 4. Film pressure at constant potential plotted versus


the electrode potential for 0.1 M KClO4 solutions of varying
coumarin concentration: (a) 1.9� 10�6; (b) 4.1� 10�6; (c)
9.2�10�6; (d) 4.5�10�6; (e) 1.5�10�6; (f) 5.0� 10�6


M


Figure 5. Film pressure at constant charge plotted versus
charge density for 0.1 M KClO4 solutions of varying coumarin
concentration: (a) 1.9� 10�6; (b) 4.1� 10�6; (c) 9.2� 10�6;
(d) 4.5�10�6; (e) 1.5� 10�6; (f) 5.0� 10�6


M
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Gibbs excess depends on both the bulk concentration and
the electrical variable. The Gibbs excesses are plotted on
the vertical axis. The electrical variable [E in Fig. 6(a)
and �M in Fig. 6(b)] and the logarithm of the bulk
coumarin concentration are plotted at the axes located
in the basal plane. At a constant electrical variable, the
dependence of � on the logarithm of the bulk coumarin
concentration has a sigmoidal (Langmurian) shape. At a
constant bulk concentration, the change of � with the
electrical variable displays a maximum. The values of
Emax and �M,max agree well with the values of the
potential and charge of maximum adsorption observed
earlier on the film pressure plots. The maximum value of
the Gibbs excess �max is 2� 10�10 mol cm2.


Gibbs energy of adsorption


The free energy of adsorption (�G0) is usually deter-
mined from a fit of the experimental surface excess data
to an equation of a particular adsorption isotherm. The
choice of the isotherm used in the fit is usually arbitrary.
However, in the limit of zero coverage, most of the
common isotherms simplify to the Henry isotherm:1


�ðor �Þ ¼ RT�max�c=55:5 ð3Þ


where � is the adsorption equilibrium constant and is
related to the standard Gibbs energy of adsorption
through the equation �G0¼�RTln�. The equilibrium
constant may be determined from the initial slopes of the
film pressure versus the bulk concentration plots using the
equation1


� ¼ @�=@Xbð ÞXb!0
=RT�max ð4Þ


where Xb¼ c/55.5 is the mole fraction of coumarin in the
bulk solution.


The Gibbs energies of adsorption determined using this
procedure are plotted against the electrode potential and
charge density in Figs 7 and 8, respectively. Indepen-
dently, the Gibbs energies were determined by fitting the
Gibbs excess data to the equation of the Langmuir
isotherm:


1


�
¼ 1


�max�c
þ 1


�max


ð5Þ


Consistent with Eqn (5), linear relations were obtained
when 1/� was plotted against 1/c. The slope of these lines


Figure 6. Three-dimensional graphs representing isotherms for adsorption of coumarin on the Au(210) surface with (a)
potential and (b) charge density as the independent electrical variable


Figure 7. Zero coverage Gibbs energy of adsorption plotted
versus the electrode potential, determined from Henry’s law
(solid symbols) and a fit to the Langmuir isotherm (open
symbols)
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corresponded to 1/(�max�) and the intercept to 1/�max.
The equilibrium constant � is then equal to the ratio of the
intercept to the slope. The Gibbs energies determined by
fitting the data to the equation of the Langmuir isotherm
are also plotted in Figs 7 and 8. The differences between
the Gibbs energies determined by using the Henry iso-
therm and fitting the Gibbs excess data to the Langmuir
isotherm are very small. The Langmuir isotherm is
derived assuming that the surface layer behaves as a
perfect solution with energy of lateral interactions equal
to zero.1 The agreement between the Gibbs energies
determined from the Henry’s law and from the Langmuir
isotherm indicates that the energy of lateral interaction
between adsorbed coumarin molecules is negligible. The
Gibbs energy plots in Figs 7 and 8 displays a quasi-
parabolic dependence on the electrical variable. This is a
typical behavior for adsorption of organic molecules on
metal electrodes.1


The determination of the Gibbs excesses and Gibbs
energies of adsorption involved at least one integration
and one differentiation step. It is useful to employ the so-
called cross-differential equations to verify whether no
major errors were made in the numerical data processing.
Differentiation of the electrocapillary equation gives the
expression for electrosorption valency l (IUPAC recom-
mends term formal charge transfer number at a constant
potential):1


l ¼ 1


F


@�G0


@E


� �
�


¼ � 1


F


@�M


@�


� �
E


ð6Þ


Equation (6) shows that a derivative of the Gibbs energy
at zero coverage should be equal to the slope of the
charge density versus Gibbs excess plot at a constant
potential.


Figure 9 shows charge density plotted versus Gibbs
excess for selected electrode potentials. The initial slopes


of these plots give the electrosorption valency l at zero
coverage. The experimental points in Fig. 10 show the
dependence of the electrosorption valency on the elec-
trode potential. The solid line in Fig. 10 was determined
by fitting the Gibbs energy plot (determined from Henry’s


Figure 8. Zero coverage Gibbs energy of adsorption plotted
versus charge density, determined from Henry’s law (solid
symbols) and a fit to the Langmuir isotherm (open symbols)


Figure 9. Plots of charge density versus the surface excess
of coumarin for different values of the electrode potential as
indicated (in mV vs SCE). The straight lines were drawn
through points corresponding to low values of the Gibbs
excess


Figure 10. Electrosorption valency plotted versus the elec-
trode potential. The points correspond to the data obtained
from the initial sections of the charge density versus the
Gibbs excess plots in Fig. 9. The line corresponds to the first
derivative of a second-order polynomial used to fit the Gibbs
excess curve for Henry’s law in Fig. 7
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law) in Fig. 7 to a second-order polynomial and differ-
entiating this polynomial. The agreement between the
electrosorption valencies calculated by the two methods
is very good. This shows that no major errors were made
in the numerical data processing. Consistent with Eqn
(6), the linear dependence of the formal charge transfer
on potential is consistent with the parabolic dependence
of the Gibbs energy on E observed in Figs 7 and 8.


The absence of errors in the analysis carried out at
constant charge can be verified using another cross-
differential equation:1


@E


@�


� �
�M


¼ @�G0


@�M


� �
�


ð7Þ


In this case, the initial slopes of E versus � plots at
selected values of �M should be equal to the derivative of
�G0 versus �M curve. Plots of the electrode potential
versus the Gibbs excess at constant charge densities are
shown in Fig. 11. The initial sections of these plots are
linear. Their slopes are plotted against charge density in
Fig. 12. The points show ð@E=@�Þ�M


values. The line is
the first derivative of the second-order polynomial fitted
to the Gibbs energy curve (determined from Henry’s law)


shown in Fig. 8. The agreement between the data calcu-
lated using different numerical procedures is very good
and shows that the data processing did not introduce
significant errors.


DISCUSSION


We have determined Gibbs excesses and Gibbs energies
for coumarin adsorption on the Au(210) surface. The
results show that both Gibbs excess and Gibbs energy
display a quadratic dependence on the electrical variable
(potential or charge). The adsorption of coumarin is
described well by a Langmuir isotherm and this feature
suggests that the lateral interaction energy for molecules
adsorbed at the interface is negligible. Table 1 compares
adsorption parameters determined for coumarin adsorp-
tion on the Au(210) surface with the data determined for
the Au(111)13 and the Au(100) plane.15,21 The data in
Table 1 show that coumarin adsorption is essentially
independent of the crystallographic orientation and hence
is insensitive to structure. The value of the maximum


Figure 11. Plots of the electrode potential versus the sur-
face excess of coumarin for different values of charge
densities as indicated. The straight lines were drawn through
points corresponding to low values of the Gibbs excess


Figure 12. Dependence of ð@E=@�Þ�M on the charge den-
sity. The points were calculated from initial slopes of the
plots in Fig. 11. The solid line corresponds to the first
dervative of a second-order polynomial used to fit the Gibbs
energy curve (determined from Henry’s law) in Fig. 8


Table 1. Summary of adsorption parameters for coumarin adsorption on Au(hkl) electrodes


Epzc �max (�1010) �max (�106) �G0,max


Electrode (mV vs SCE) (mol cm�2) (mC cm�2) (kJ mol�1) Emax�Epzc Ref.


Au(210) �95 2.0 �5 �42 25 This work
Au(111) þ290 2.1 �5 �42 60 13
Au(100) þ200 2.7 �2 �40 �20 15, 21
Hg �450 2.9 10
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Gibbs excess close to 2� 10�10 mol cm�2 suggest that
coumarin assumes a flat �-bonded orientation at all three
single-crystal surfaces of gold when the bulk coumarin
concentration is lower than 1 mM.


The small values of �M,max and Emax suggest that the
component of the permanent dipole moment in the
direction normal to the surface is small for adsorbed
molecules. An isolated coumarin molecule has a large
permanent dipole moment of 4.5 D oriented in the plane
of the molecule.10 Therefore, the small values of �M,max


and Emax are consistent with the flat surface orientation.
A similar orientation was observed earlier for coumarin
adsorbed at a mercury electrode at positive potentials and
low bulk coumarin concentration.10 However, the small
changes of �M,max and Emax with the bulk coumarin
concentration suggest that the tilt angle of adsorbed
molecules may change somewhat with coverage. In the
future, we will perform in situ infrared reflection absorp-
tion spectroscopic experiments to determine the tilt angle
for adsorbed coumarin.


The independence of the Gibbs energy of coumarin
adsorption of the crystallographic orientation is an un-
expected result. Adsorption at a metal–solution interface
is a solvent substitution process. When one organic
molecule adsorbs at the surface, n water molecues are
displaced into the bulk. This is described by the equation


Ab þ nWs ¼ As þ nWb ð8Þ


where A represents an organic molecule and W water and
the subscripts b and s represent bulk and surface, respec-
tively. Thus, the free energy of adsorption is determined
by the difference between the Gibbs energies of the
organic molecule and n water molecules at the surface
and in the bulk, respectively:


�G0 ¼ Gs
A � nGs


W


� �
� Gb


A � nGb
W


� �
ð9Þ


The second term is surface independent. Therefore, the
observed independence of �G0 on the crystallographic
orientation indicates that the changes of Gs


A and nGs
W are


of comparable magnitude and cancel each other.
The case of coumarin adsorption is unique and dis-


tinctly different from the case of weak physisorption of
an aliphatic molecule such as diethyl ether23 or chemi-
sorption of an aromatic base such as pyridine.1,24 For
adsorption of diethyl ether on Au(hkl),23 the Gibbs
energy of adsorption becomes more positive on going
from a more densely packed Au(111) to a more open
Au(110) single-crystal face. It is improbable that Gs


A and
nGs


W become more positive when the gold surface is more
open and hence more reactive. For this aliphatic mole-
cule, the observed change of �G0 indicates that the
energy of the water–gold interaction increases on moving
from a densely packed to a more open surface, making
the nGs


W term more negative.


For pyridine chemisorption on Au(hkl), the opposite
trend is observed. The Gibbs energy of adsorption be-
comes more negative on moving from an Au(111) to an
Au(210) surface.1,24 Here, the energy of the gold–
pyridine interaction changes more than the energy of
the gold–water interaction and the change in the Gs


A term
determines how the crystallographic orientation of the
surface affects �G0. We conclude that the case of
coumarin adsorption on gold surfaces is intermediate
between physisorption and chemisorption.
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ABSTRACT: The kinetics of benzil reduction by lithium metal in THF were investigated under different reaction
conditions. The main reaction products were phenylacetophenone and bibenzyl; 1,2-diphenylethanol and dipheny-
lethene were minor products. The first radical anion intermediate formed by electron transfer upon chemisorption of
the benzyl on the metal surface was fully characterized and quantitatively determined by ESR spectroscopy. The
kinetics of the benzil decay and of the formation of the two main products were followed by GC and ESR. A unique
feature of this reaction is the presence of a well-defined and reproducible induction period. A mechanism is proposed
which accounts for the main experimental observations. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: organolithium; benzil; lithium metal; surface reactions; induction period; heterogenous systems


INTRODUCTION


Some reactions that occur between organic compounds
and specific metals have long been known, and the
reaction of organic halide derivatives with magnesium,
giving rise to the versatile Grignard chemistry, is one of
the most useful synthetic tools available to organic
chemist to assist in the assembly of complex structures
in the laboratory and also useful in the preparation of
many industrial chemicals.1 Because of the continous
search for new synthetic methods, other metal-mediated
organic transformations are currently being studied.2 The
reducing ability of indium metal has recently been shown
to have unique features because of its low first ionization
potential3,4 and its mediatory effect in powerful reactions
such as the Michael reaction.5 Reactions with other
reducing metals such as zinc6 and samarium7 are also
being developed. Mechanistic studies on these reactions
are still extremely scarce; even the detailed mechanisms
of the reactions of Grignard reagents have been under
scrutiny by three or four generations of researchers and
the work is continuing.8 Very few kinetic studies on the
reactions of metals with organic substrates have been
reported. The main problem in studying heterogeneous
reaction mechanisms is that of obtaining reproducible
kinetic information for a clear interpretation. Thus,
although experimental techniques to overcome this pro-
blem have been designed,9,10 quantitative analysis of the


mechanisms of heterogeneous reactions is sparse or al-
most non-existent.11


We have recently reported a detailed kinetic study of
the reaction between benzaldehyde and lithium metal in
Tetrahydrofuran (THF): the first radical intermediate was
fully characterized and the reaction rates of all of the
several steps involved in the overall reaction were deter-
mined.12a Conditions were achieved to make the reaction
useful for the quantitative conversion of benzaldehyde
into benzyl benzoate.12b This paper reports a mechanistic
study of the reaction of benzil with lithium metal under
well-defined reaction conditions. The reaction progress
was followed both by gas chromatographic (GC) and
electron spin resonance (ESR) methods, and a simplified
reaction scheme is proposed to describe the main experi-
mental observations. A brief preliminary report of this
reaction was recently communicated.13


EXPERIMENTAL


Materials. THF was purified as described previously14a


and was distilled from dark blue solutions of sodium
benzophenone ketyl under nitrogen immediately prior
to use. Benzil (Aldrich, 99%) was crystallized from
ethanol, m.p. 94–95 �C (lit.14b). All glassware, syringes
and needles were dried in a vacuum oven, cooled in a
desiccator and flushed with dry nitrogen immediately
prior to use.


General procedure. Lithium wire (Merck, >99%, 3 mm
diameter) was weighed under ligroin, washed with THF
and cut into pieces 2–3 mm long directly over a reaction
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flask containing a small portion of boiling THF, to create
a fresh surface in which the reaction could commence.
The reaction flask was capped with an ‘air-tight’ stopper,
and alternately evacuated and flushed with nitrogen
several times, as is usually done for organolithium reac-
tions.15 The flask was equilibrated to the desired tem-
perature for 15 min under vigorous magnetic stirring. A
solution of benzil of the desired concentration in THF
(thermostated at the same temperature) was transferred
by syringe, and a 0.2 ml sample was immediately taken to
verify the initial concentration, [1]0.


Kinetic measurements. Standard techniques for the ma-
nipulation of air- and water-sensitive compounds were
strictly followed.16 A general kinetic procedure, similar
to that developed for the kinetic determinations of the
reactions of naphthyllithium, was used.17 The composi-
tions of aliquots of the reaction mixture withdrawn at
various reaction times were determined by GC and/or
ESR analysis.


Rates of benzil decay and product formation, shown in
Fig. 1, were measured by GC. In this case, the samples
were quenched with a saturated solution of NH4Cl and
analysed using an OV-101 column (temperature gradient:
50–270 �C). In separate runs, stable products were iso-
lated and fully characterized by mass spectrometry (using
a Shimadzu QP 5050A GC–MS system), and NMR
spectroscopy (determined on a Brucker 200, 300 or 500
spectrometer operating at 200, 300 or 500 MHz for 1H
and 50, 75 or 125 MHz for 13C).


ESR analysis of intermediates. Well-determined volumes
of the reaction mixture were placed in a quartz tube under
argon and their ESR spectra were immediately recorded
at 298 K using a Bruker (Germany) ER 200 X-band
spectrometer. We verified that for the higher concentra-
tions attained in our experiments the spectra of the
aliquots were qualitatively invariant whereas their inten-
sity varied slightly (<10%) over 20 min.


Radical concentrations were estimated by comparing
the area under the ESR first-derivative spectrum of the
sample with that of a solution of galvinoxyl, the reference
standard, recorded at the same microwave power, mod-
ulation amplitude and amplification gain.


RESULTS AND DISCUSSION


Reaction of benzil (1) with lithium metal in THF under
the reaction conditions described in the Experimental
section affords phenylacetophenone (9) and bibenzyl (12)
as the main products, plus small amounts of 1,2-diphe-
nylethanol (10) and 1,2-diphenylethene (11). The benzil
decay and the rate of appearance of the main products
were followed by GC analysis of the reaction mixture at
different time intervals, as described in the Experimental
section. The representative behaviour of the decay of (1)
for the reaction in THF at 298 K is shown in Fig. 1(A)


(points are experimental determinations and the bars
show the dispersion range observed in at least five
independent runs). As frequently found in heterogeneous
reactions at liquid–solid interfaces, the reaction shows an
induction time after which the reaction seems to proceed
autocatalytically. It is worth remarking that the induction
time was fairly reproducible. The sudden onset of benzil
decay is almost coincident with the abrupt change in the
solution from pale yellow to purple, the characteristic
color of the benzil radical anion. Figure 1(B) shows the
time-dependent appearance of the two main reaction
products determined by GC. The curves also show an
induction period. The lag in time for the formation of
phenylacetophenone is very similar to that shown in
Fig. 1(A) for the decay of 1.


The ESR analysis of the reaction mixture at different
time intervals revealed the involvement of the expected
benzil radical anion as the most important radical


Figure 1. Reaction of lithium metal with benzil (1) in THF at
298K, [1]0¼0.2M, Li¼ 428mg. (A) [1] decay determined by
GC analysis of the reaction mixture; experimental points are
shown by (*); error bars are standard deviations of at least
five measurements. (B) Concentration of the main reaction
products, (&) [phenylacetophenone] and (*) [bibenzyl], as a
function of time, determined by GC analysis. In (A) and (B),
the solid lines are the simulated concentration dependence
derived from the numerical integration according to the
mechanism depicted in Scheme 1 and Table 1 (see the text)


670 N. S. NUDELMAN, S. VELURTAS AND M. A. GRELA


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 669–674







intermediate. The ESR spectrum of the reaction mixture in
THF ([1]¼ 0.2 M, Li¼ 428 mg) at 298 K after 20 min of
reaction was reported recently.13 The spectral total width
(0.76 mT) and its hyperfine structure are fully consistent
with previous reports on the benzil radical anion ([cou-
pling constants: aH¼ 0.99 G (4); 0.36 G (4) and 1.12 G (2)
for the ortho-, meta- and para-H, respectively18]). The
paramagnetic signal appears after an induction time in
close correspondence with that observed for the decay of 1
by GC and it grows steadily. It is worth emphasizing that
the spectral characteristics of the aliquots, taken up to 80%
of benzil disappearance, remain almost the same. This fact
is taken as evidence that, if not the unique, the benzil
radical anion is the overwhelming radical intermediate.


Figure 2 shows the rate of formation of the benzil
radical anion (2); the concentration of 2 was determined
by ESR analysis of the reaction mixture at different time
intervals. An induction period is also observed for the
appearance of the radical anion. The induction time is
apparently shorter than that shown in Fig. 1(A), which is
consistent with the fact that the decay of 1 to give the
radical anion is not detected by GC. It also indicates that
further reaction of 2 to give the precursors to the first
reaction product should be relatively slow.


A complete reaction mechanism able to interpret the
observed results is depicted in Scheme 1. Adsorption of
the reagent on the lithium surface, (symbolized by 1s; the
rate measured by kS), is postulated to be the initial step in
the reaction of 1 with Li. With the current molecular level
understanding of surface reactions, it is known that
adsorption plays an essential role.10 In our previous study
we also observed that adsorption of benzaldehyde on the
lithium surface was very important: determination of the
concentration of benzaldehyde immediately after putting
the THF solution in contact with lithium showed that only


27% of the benzaldehyde remained in solution, the rest
being adsorbed on the metal surface.12 Adsorption and
desorption are, then, the first phenomena which are
shown in a simplified way in Scheme 1 as the two first
steps. In all the reaction steps shown in Table 1, subscript
S is used to distinguish an adsorbed from a free diffusing
species in solution.


It is well known that lithium has a strong tendency to
lose ions into a solution.19 Ion solvation drives this
process, which is relatively easy in THF because of its
known ability for cation solvation. Electron transfer from
the lithium surface to the adsorbed benzil (1S in
Scheme 1; the rate of ET measured by k3) produces the
adsorbed [benzil radical anion–(2)–lithium cation] pair,
symbolized by 2S, that is also strongly solvated by THF.
Species 2 partially escapes from the surface (and the
solvent cage), goes into solution and can be detected by
ESR in the reaction solution.


There is still controversy as to whether formation of the
Grignard reagents takes place on the magnesium surface
(called the A model)20 or after the radical has diffused
into solution (called the D model).21 In the present case,
sorption and desorption of the radical anion (processes 5
and 4, respectively, in Table 1) need to be considered to


Figure 2. Reaction of lithium metal with benzil (1) in THF at
298K, [1]0¼ 0.2M, Li¼428mg. (*) Benzil anion radical
concentration determined by ESR analysis of the reaction
mixture as a function of time. Experimental conditions as in
Fig. 1. The solid line is the simulated concentration depen-
dence derived from the numerical integration according to
the mechanism depicted in Scheme 1 and Table 1 (see the
text)


Scheme 1


Table 1. Reaction of benzil with lithium in THF at 298K:
reaction steps as in Scheme 1


No. Reaction step k (s�1)


1 1! 1s 8.3� 10�3


2 1s! 1 1.0� 10�1


3 1sþ S! 2sþ 2 S 2.1� 10�4


4 2s! 2 1.3� 10�4


5 2! 2s 1.7� 10�2


6 2s! 3s 6.7� 10�4


7 3s! 4s 1.0� 10�1


8 4s! 5s 1.7� 10�2


9 5s! 5 (! 9) 2.2� 10�2


10 5s! 6s 5.0� 10�2


11 6s! 6s (! 10) 3.7� 10�2


12 6s! 7s 3.0� 10�2


13 7s! 8s 5.0� 10�4


14 8s! 8 (! 12) 2.5� 10�3


15 7s! 7 (! 11) 5.0� 10�6
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obtain curves that fit the experimental results. As can be
observed, the rate of adsorption of the radical is faster
than its desorption. Most of the rest of the reactions
involve reduction by lithium metal and they are assumed
to occur on the surface metal in the simplified reaction
scheme.


Thus, further successive reductions of 2 by the lithium
metal gives intermediates 3! 4, that by loss of lithium
oxide gives intermediate 5, precursor of 9, which is one of
the main reaction products (24% yield in the first 60 min,
final yield 35%). Further reduction of 5, followed by a
second loss of Li2O and reduction of the double bond,
afford, successively, intermediates 6, 7 and 8, which are
the precursors of the other isolated products. The fact that
only 5% of 12 is produced in the first 60 min of the
reaction, together with the slower formation of bibenzyl
shown in Fig. 1(B), can be considered as additional
evidence that 5 is an intermediate in the formation of
12. The solid lines in Fig. 1 were drawn following the
numerical integrals derived from Scheme 1, that are
gathered in Table 1. The yields of 10, 11 and 12 after
24 h of reaction are 5, 6 and 24%, respectively. The above
results were obtained at 298 K.


Kinetic analysis


The most striking kinetic feature of this reaction is the
presence of a well-defined induction period. The obser-
vation of induction periods is a common situation in
reactions occurring at solid–liquid interfaces, as for
example the synthesis of Grignard and Reformatsky
reagents on magnesium and zinc surfaces, respectively.
The induction period in Grignard reagent formation is
specially annoying since it is erratic, prolonged and, in
some cases, apparently infinite.21 Plausible hypotheses
abound,22 but there is no comprehensive, documented
understanding of the factors that create the induction
period or constitute initiation.21


A likely explanation is that the initiation consists of the
removal of oxide layers which are generally present on
untreated reactive metals and are passivating. Neverthe-
less, we did not observe any difference in the induction
period when the lithium surface was carefully mechani-
cally cleaned, or when the lithium pellets were very
rapidly treated with dry methanol, immediately prior to
the reaction. Similar results were observed in the
Grignard reagent formation: sometimes reactions with
ordinary magnesium (‘Grignard’ grade) initiated better
than those of purer forms. Traces of transition metal
impurities, such as iron, might be responsible.23


Whatever the reasons are that determine the presence of
very few active sites where the reaction can initiate, when
the reaction starts it seems that the area of the activated
surface grows exponentially, since an autocatalytic beha-
viour is observed. In the case of magnesium, the observed
activation by I2 was proposed to be due to a reaction with


Mg, that ‘etched’ it, thus cleaning the surface. Never-
theless, the ‘doctrine of etching’ was recently invalidated
by careful experiments that demonstrate that the presence
of MgBr2 catalysed the reaction, irrespective of whether
the Mg had been ‘etched’ or not.24


In order to rationalize the experimental results, includ-
ing the autocatalytic behaviour, we set up the mechanism
presented in Scheme 1 and Table 1. The autocatalytic
behaviour is simulated indicating that S, the number of
active sites, is incremented by the reaction. The group of
differential equations for the full reaction mechanism was
solved using a non-commercial numerical integration
program, specially developed for this purpose. The cal-
culated rate constants are listed in Table 1, and they
proved to be adequate to simulate the experimental
concentration profiles of benzil decay, and radical anion
as well as product generation, as indicated by the solid
lines in Figs 1(A) and (B) and 2. As usual, all the kinetic
rates were calculated prior to the quenching of the
reaction mixture, since protonation of the precursors is
very fast. Then, the rate constants k9, k11, k15 and k14
geven in Table 1 are the calculated rate constants for the
desorption of the precursors of products 9–12 (intermedi-
ates 5–8), respectively.


Further experiments


In an effort to achieve a better understanding of the nature
of the induction period, a series of experiments were
carried out. The first variable studied was the benzil
concentration. In agreement with the above kinetic treat-
ment of the data, we observed that the induction period
was highly dependent on [1]. As shown in Fig. 3, the
induction period was significantly increased by reducing


Figure 3. Reaction of lithium metal with benzil (1) in THF at
298K, Li¼ 400mg, at different benzil concentrations:
[1]0¼88mM (~) and 40mM (*); benzil decay as a function
of time determined by GC analysis. Solid lines are the
simulated concentration dependences derived from the
numerical integration, according to the mechanism depicted
in Scheme 1 and Table 1 (see the text)
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the benzil concentration. Note that the simplified
mechanism is able to reproduce the experimental find-
ings, as indicated by the solid lines.


The temperature effects on the reaction rates (between
273 and 323 K) were then analysed by ESR (see Fig. 4).
Interestingly, we observed that the rate of radical forma-
tion, and also the induction time at 323 K, were nearly
identical with those found at 298 K. However, at 273 K
the onset of radical production was delayed by a few
minutes (see Fig. 4). It is worth noting that this finding
may simply reflect the fact that the radical anion species
spends more time on the surface. In fact, we were able to
detect by GC analysis of the species adsorbed at the metal
surface that the degree of adsorption of benzil is con-
siderably enhanced by reducing the temperature from 298
to 273 K.


As a further test, we analysed the influence of the total
mass and the number of lithium pellets on the kinetic
behaviour. If the rate of the reaction were proportional to
the area, a, on lithium, then increasing a would increase
the rate of reduction of 1 and of subsequent reactions and,
eventually, affect the product distribution. However, it
can be seen in Fig. 5 that the main difference observed for
an increase in a is a change in the induction period. This
finding, which may seem apparently contradictory,
clearly suggests that it is the surface modification induced
by the reaction that is rate determining and not the
availability of initiation sites. This surface modification
could be a sort of ‘metallic corrosion;’ if so, then the
local-cell hypotheses could apply: Liþ ions enter the
solution and electrons leave the metal, being transferred
to the adsorbed reductant. This is consistent with the fact
that the reaction requires a somewhat dipolar solvent to
occur; no reaction is observed in hexane or even in
diethyl ether. Our results are in line with the previous
‘metallic corrosion’-like hypothesis to explain the auto-
catalytic behaviour in Grignard reactions.25 Another


hypothesis invokes corrosion in Grignard reactions by
direct chemical action.20a Nevertheless, there seems to be
no evidence that distinguishes local-cell corrosion from
direct chemical action.21


Several ways to increase the initial rate of a Grignard
reaction have been proposed. A recent report described
the activation of the Mg metal surface that allowed the
initiation of the Grignard reagent formation at or below
20 �C, which is very convenient for a safe preparation on
a plant scale.26 Previous studies of the effect of ultra-
sound on the preparation of the magnesium had shown
that presonication (in the absence of the reaction partner)
had no effect on the induction time,27 but more recent
work indicated that sonication promotes initiation but
does not always influence yields.28 Scanning electron
microscopy studies confirmed that the number of initia-
tion pits is effectively increased by ultrasound.26


In the present case, activation of the lithium surface by
using a lithium emulsion was attempted but no changes in
rate or in the product distribution were observed, which is
consistent with the conclusion that the only remaining
explanation for the induction period and the autocatalytic
behaviour is surface activation induced by the reaction.


As discussed before, in spite of the heterogenous
system and a complex overall reaction scheme, the
simplified mechanism in Scheme 1 and Table 1 is able
to reproduce qualitatively the experimental results.
Although in complex reactions, especially when dealing
with heterogenous reactions, it is difficult to interpret
every rate constant, some attempts can be made to check
whether the calculated rate constants are in agreement
with the general knowledge about the expected relative
rates of each step. Thus, it is known that adsorption of


Figure 4. Reaction of lithium metal with benzil (1) in THF;
benzil anion radical concentration versus time at 323K (&)
and 273K (*), determined by ESR analysis of the reaction
mixture. Other experimental conditions as in Fig. 1


Figure 5. Reaction of lithium metal with benzil (1) in THF at
298K; [1]0¼ 200mM. Circles are experimental data for the
benzil decay under different initial lithium conditions:
Li¼105mg, 12 pellets (*); Li¼ 400mg, 50 pellets (*). The
broken line represents the simplified model prediction
using the data in Table 1, with S proportional to the number
of pellets (S is reduced from 1 to 0.24). The solid line
is a simulation using S¼ 0.24 and a slightly lower value of
k3¼ 1.5� 10�4 s�1; the rest of rate constants are as in
Table 1
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neutral species on the surface is more difficult than that of
charged species, whereas the opposite applies with des-
orption:10 the values of the pairs of steps 1–2 and 4–5 are
consistent with this. Electron transfer (ET) to carbonyl
compounds has been found to be the determining step in
several reactions:17 step 3 implies an ET and is one of the
slowest steps in the scheme. On the other hand, loss of
lithium oxide is relatively easy in these oxyanions and
has similar rates in related species (see steps 8 and 12).
Steps 7 and 10 are relatively fast: this is consistent with
the expectation that unsaturated oxyanions would be
more easily reduced than carbonyl compounds.


A last refinement of the data treatment, trying to
interpret the role of active sites, is shown in Fig. 5. The
broken line represents model predictions considering S
proportional to the number of pellets, and it can be
observed that it is in good qualitative agreement with
the experimental findings. Considering S proportional to
the number of pellets, it is reduced from 1 to 0.24. A
simulation using S¼ 0.24 and a slightly lower value of k3
(the rest of the rate constants as in Table 1) gives the solid
line that accounts for the reduction in rate when the
number of active sites is reduced. More quantitative
predictions would require the precise knowledge of S, a
somewhat elusive quantity.


Although it is recognized that our experimental ap-
proach does not allow one to disentangle fully the real
genesis of the autocatalytic step in this complex system, it
becomes apparent that the rate of activation of the metal
surface may become critically controlled by the reaction.
Further work on this issue is under way.


CONCLUSIONS


This paper represents the first report of a kinetic study of
the reaction of lithium metal with benzil in THF under
several reaction conditions. The rates of substrate decay
and those of formation of the two main reduction pro-
ducts (phenylacetophenone and bibenzyl) were inter-
preted within a reaction scheme proposed to account
for the observed results. Adsorption and desorption
phenomena on the lithium surface seem to play an
essential role in the overall mechanism of the reaction.
Formation of the first radical anion intermediate was
followed by ESR and is consistent with the proposed
reaction scheme. A unique feature of this reaction is the
presence of a well-defined induction period, after which
the reaction proceeds autocatalytically. Although the real
genesis of the induction period and the autocatalysis is
generally difficult to interpret, and is probably due to
more than one reason, the results indicate that in the
present case surface modification induced by the reaction
is involved.
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ABSTRACT: Syntheses and negative solvatochromism of two 2,6-di(carbamoyl)-substituted pyridinium N-phenolate
betaines dyes, 3 and 4, are described for the purpose of obtaining more hydrophilic zwitterionic dyes which are better
soluble in water and other aqueous media (such as binary water–solvent mixtures or aqueous ionophore solutions)
than the rather hydrophobic standard betaine dyes 1 and 2, which have been used to establish an empirical scale of
solvent polarity, called the ET(30) or EN


T scale. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: betaine dyes; ETð30Þ values; solvatochromism; solvent effects; UV–visible spectroscopy


INTRODUCTION


Solutions of the pyridinium N-phenolate betaine
dye 1 (Scheme 1) are solvatochromic, thermochromic,
piezochromic and halochromic.3–5 This means that the
longest-wavelength intramolecular charge-transfer (CT)
absorption band in the visible spectrum of dye 1 depends
on solvent polarity,3–5 solution temperature,6 external
pressure7 and the nature and concentration of added
ionophores.8 Ionophores are ionic compounds (such as
Naþ Cl� ) which, in contrast to ionogens, consist of ions
in the crystal, in the melt, and in solution. Ionogens (such
as H—Cl) are compounds with molecular crystal lattices
which produce ions only when dissolved in appropriate
solvents, inducing the ionization of the covalent com-
pound.9 By definition, negative (positive) solvatochro-
mism means that solvent-influenced UV–Vis absorption
bands of the solute chromophore are shifted hypso-
chromically (bathochromically) with increasing solvent
polarity.5 The exceptionally large negative solvatochro-
mism of the standard betaine dye 1 has been used to
establish a UV–Vis spectroscopically derived scale of
solvent polarity, called the ETð30Þ or EN


T scale.3,4,10 The


ETð30Þ values are simply defined as the molar transition
energy (in kcal mol�1; 1 kcal¼ 4.184 kJ) of the standard
betaine dye 1, measured in solvents of different polarity
at room temperature (25 �C) and normal pressure (1 bar),
according to the equation


ETð30Þðkcal mol�1Þ ¼ h � c � ~��max � NA


¼ ð2:8951 � 10�3Þ � ~��maxðcm�1Þ
¼ 28591=�maxðnmÞ ð1Þ


where ~��max is the wavenumber and �max the wavelength
of the maximum of the long-wavelength solvatochromic
absorption band of betaine dye 1 in the visible spectral
region.


High ETð30Þ values correspond to high solvent polarity,
here defined as the overall solvation capability of a sol-
vent.4,5,11 The ETð30Þ solvent polarity scale ranges from
63.1 kcal mol�1 for water to 30.7 kcal mol�1 for tetra-
methylsilane (TMS) as the most and least polar solvents,
respectively. In order to avoid use of the non-SI unit kcal
mol�1, the dimensionless, normalized EN


T scale was later
introduced, using water ðEN


T ¼ 1:000Þ and TMS ðEN
T ¼


0:000Þ as extreme reference solvents to fix the scale.12


The primary indicator dye 1 is sufficiently soluble in
most organic solvents, although insoluble or only spar-
ingly soluble in non-polar solvents such as aliphatic
hydrocarbons, perfluoroalkanes and TMS, and also in
water. For the indirect determination of ETð30Þ values of
such non-polar solvents, the lipophilic penta-tert-butyl-
substituted betaine dye 2 was introduced as a secondary
indicator dye, the ETð2Þ values of which correlate linearly
with that of the primary indicator dye 1 for those solvents
in which both betaine dyes are soluble.12 Thus, based on
the excellent linear correlation between the ET values of 1
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and 2, ETð30Þ values can be calculated for such non-polar
solvents in which the primary probe dye is not soluble
enough for UV–Vis spectroscopic measurements.4,12,13


Unfortunately, the primary indicator dye 1 is only
sparingly soluble in water (its solubility in water is only
about 2� 10�6 mol l�1),14 just enough to determine its
ETð30Þ values directly with a saturated solution in a
10 cm quartz cell. This low solubility of 1 in water is
obviously caused by the core of five hydrophobic phenyl
groups around its zwitterionic pyridinium N-phenolate
chromophore. In order to obtain better water-soluble
betaine dyes, the peripheral phenyl rings of 1 should be
modified either by introduction of hydrophilic substitu-
ents into these phenyl groups or through replacement by
other more hydrophilic groups, but without changing the
essential solvatochromic chromophore. For this reason,
we synthesized pyridinium N-phenolates with hydro-
philic carboxylate (—CO�


2 NaþÞ15
and methanesulfonate


(—SO2CH3) substituents16 in the 2,4,6-phenyl rings of


the pyridinium moiety, but with limited success.15,16


However, replacement of at least two of the five periph-
eral phenyl groups by 2-, 3- or 4-pyridyl rings leads to
comparatively good water-soluble pyridinium N-pheno-
late betaine dyes, as has been shown recently.17 This
increased solubility in water is obviously due to the
possibility of forming intermolecular hydrogen bonds
between water and the pyridyl-nitrogen atoms, thus pull-
ing the whole dye into the aqueous solution. Other
hydrophilic groups which should lead to better water
solubility of 1 are carbamoyl groups of the type —CO—
NH—CH3 and —CO—N(CH3)2. Here, we report on the
synthesis and solvatochromism of the new pyridinium
N-phenolate betaine dyes 3 and 4 with two methyl-
substituted carbamoyl groups in 2,6-positions of the
phenolate moiety as hydrogen-bond acceptors (Scheme 1).


RESULTS AND DISCUSSION


Syntheses of betaine dyes 3 and 4


The key step in the synthesis of such betaine dyes is the
condensation reaction between 2,4,6-triaryl-substituted
pyrylium salts and 2,6-disubstituted 4-aminophenols,
producing N-(4-hydroxyphenyl)pyridinium salts, which
are eventually deprotonated to give the corresponding
betaine dyes (Schemes 2 and 3). For the synthesis of 3
and 4, the known 2,4,6-triphenylpyrylium tetrafluorobo-
rate18 has to be reacted with the unknown 2,6-disubsti-
tuted 4-aminophenols 7 (Scheme 2) and 12 (Scheme 3),
which were prepared as follows.


The base-catalyzed, two-fold aldol condensation reac-
tion of sodium nitromalonaldehyde monohydrate19 with
dimethyl 3-oxoglutarate yielded 4-nitrophenol 5 (Scheme
2), which was converted into the 2,6-dicarbamoyl-sub-
stituted 4-nitrophenol 6 by reaction with methylamine.
Palladium-catalyzed reduction of 6 with dihydrogen


Scheme 1. Molecular structure of the betaine dyes 1–4


Scheme 2. Synthesis of the 2,6-di(N-methylaminocarbonyl)-substituted betaine dye 3
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gave the oxygen-sensitive 4-aminophenol 7, which was
immediately reacted with the 2,4,6-triphenylpyrylium
salt18 to give N-(4-hydroxyphenyl)pyridinium salt 8.
The downfield 1H NMR shift of the NH and OH signal
of 8 indicates participation of these groups in intramole-
cular hydrogen bonds as schematically indicated by the
dotted lines in formulas 6–8 [�(NH)¼ 7.9 and
�(OH)¼ 15.6 ppm for 8 in CDCl3]. In analogy with the
intramolecular O—H � � �O——C hydrogen bond found
experimentally in salicylic acid derivatives,20 the most
probable molecular fine structure of 6–8 is that given in
Scheme 2, with one N—H � � �O—H and one O—
H � � �O——C intramolecular hydrogen bond.


Deprotonation of 8 with a suspension of the basic
anion-exchange resin Amberlyst A-21 in dichloro-
methane gave eventually the orange betaine dye 3 as
sesquihydrate. Betaine dye 3 can now form two intramo-
lecular N—H � � ��O— hydrogen bonds directed to the
same phenolate oxygen atom, in competition with the
intermolecular hydrogen bonds formed between N—H
and —O� and the water of crystallization.


An analogous two-fold aldol condensation of sodium
nitromalonaldehyde monohydrate19 with 3-oxoglutaric
acid yielded the dicarboxylic acid 9 (Scheme 3), which
was converted into its dichloride 10 with thionyl chloride.
Reaction of 10 with dimethylammonium dimethylcarba-
mate (Dimcarb) as dimethylamine precursor21 led to the
2,6-bis(dimethylaminocarbonyl)-substituted 4-nitrophe-
nol 11. Reduction of 11 to the 4-aminophenol 12 and
its immediate reaction with 2,4,6-triphenylpyrylium tet-
rafluoroborate18 gave the N-(4-hydroxyphenyl)pyridi-
nium salt 13, which was deprotonated by means of a
suspension of Amberlyst A-26 (OH form) in dichloro-
methane to give the blue–violet betaine dye 4 as the ca
dihydrate. The most probable molecular fine structure of
intermediates 11–13 is described with one intramolecular
O—H � � �O——C hydrogen bond, in analogy with corre-
sponding salicylic acid derivatives.20 The downfield 1H


NMR shift of the OH signal of 11 and 13 is in agreement
with the participation of O—H in an intramolecular
hydrogen bond (�¼ 11.7 and 11.3 ppm in CDCl3).


The molecular structures of all new compounds were
confirmed by elemental analysis and mass, UV–Vis, IR
and 1H and 13C NMR spectra (see Experimental section).


UV–Vis spectra and solvatochromism of betaine
dyes 3 and 4


In acetonitrile, a solvent of intermediate polarity, the
UV–Vis spectra of betaine dyes 3 and 4 exhibit two
main absorption bands of different intensity at �max¼
451 and 544 nm ("� 2600–2800 1 mol�1 cm�1) and
�max¼ 303 nm ("� 35 000–38 000 1 mol�1 cm�1). The
spectrum of betaine dye 3 shows an additional inter-
mediate absorption band at �max¼ 369 nm ("�
8800 l mol�1 cm1). The corresponding intermediate
absorption band of 4 can only be seen as shoulder
because of overlap with the intensive short-wavelength
band (see Table 1 and Experimental section).


Only the position of the long-wavelength band in the
visible spectral region is strongly solvent (and substitu-
ent) dependent; the others are not. On going from non-
polar benzene to polar ethanol as solvent, the visible
absorption bands of 3 and 4 are shifted hypsochromically
by ��¼ �128 and �216 nm, respectively, which cor-
responds to a solvent-induced increase in the molar
electronic transition energies of �ET¼ þ15.4 and
þ19.1 kcal mol�1, respectively (see Table 1).


Various quantum-chemical calculations and different
spectroscopic measurements22–33 as well as direct evi-
dence by terahertz (THz) spectroscopy34 have shown that
the long-wavelength Vis absorption band of betaine dyes
such as 1 is related to an intramolecular charge transfer
(CT) from the HOMO of the phenolate to the LUMO of
the pyridinium moiety. Therefore, the position of this CT


Scheme 3. Synthesis of the 2,6-di(N,N-dimethylaminocarbonyl)-substituted betaine dye 4
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band should depend on the ionization energy of the
electron donor (i.e. the phenolate part) and on the
electron affinity of the electron acceptor (i.e. the pyridi-
nium part). On protonation of the phenolate part of
betaine dyes 1–4, the solvent-dependent CT band dis-
appears and the corresponding N-(4-hydroxyphenyl)pyr-
idinium salts formed (e.g. 8 and 13) absorb only at
�max� 300–310 nm, corresponding to the �!�* absorp-
tion of the 2,4,6-triphenylpyridinium chromophore.


Replacement of the two 2,6-phenyl groups in the
phenolate part of the standard betaine dye 1 (�max¼
627 nm in acetonitrile) by the two N-methyl-substituted
aminocarbonyl groups results in both cases in a
hypsochromic shift of the long-wavelength CT band,
amounting to ��¼ 451� 627¼�176 nm (�ET¼
þ17.8 kcal mol�1) for 3 (with two —CO—NH—CH3


groups) and to ��¼ 544� 627¼�83 nm (�ET¼þ
7.0 kcal mol�1) for 4 [with two —CO—N(CH3)2


groups] in acetonitrile as solvent. The replacement of
the two 2,6-phenyl groups [Hammett substituent
constant �p¼ 0.02 for —C6H5 (For comprehensive col-
lections of Hammett constants, see Ref. 35)] by the two
electron-withdrawing aminocarbonyl groups (�p¼0.31
for —CO—NH2


35,36) increases the ionization energy of
the phenolate moiety, with the experimentally observed
hypsochromic CT band shift as a consequence. The �p


value of —CO—NH—CH3 is 0.36,35,37 similar to that of
the —CO—NH2 group;36 the corresponding �p value for
—CO—N(CH3)2 seems not to be known.35 According to


the �� or �ET values observed experimentally, the
electron-withdrawing effect increases in the order —
CO—N(CH3)2 <—CO—NH—CH3, which seems rea-
sonable. The greater hypsochromic band shift observed
for betaine dye 3 reflects an increased ionization energy
of the phenolate moiety of 3. This increase is presumably
caused by the formation of intramolecular hydrogen
bonds of the two —CO—NH—CH3 groups with the
phenolate oxygen atom, as shown in Scheme 2.


In Table 1, the molar transition energies ET(3) and
ET(4) of the new betaine dyes 3 and 4, measured for up to
19 HBD and non-HBD solvents, are also given (in
parentheses), together with the corresponding ET(30)
values of the primary indicator dye 1. In both cases,
there exists a good linear correlation between the ET


values of the new dyes 3 and 4 and the ET(30) values of
dye 1 with correlation coefficients r � 0.98–0.99 for all
HBD and non-HBD solvents, as shown by the following
regression equations and Fig. 1:


ETð3Þ=ðkcal mol�1Þ ¼ 0:854 � ETð30Þ=ðkcal mol�1Þ
þ 23:89 ð2Þ


(n¼ 16 ; r¼ 0.979; �¼ 0.982 kcal mol�1)


ETð4Þ ðkcal mol�1Þ ¼ 1:016 � ETð30Þ=ðkcal mol�1Þ
þ 6:86 ð3Þ


(n¼ 19; r¼ 0.992; �¼ 0.983 kcal mol�1); see also Fig. 1)


Table 1. Long-wavelength, solvent-dependent CT absorption maxima, �max (nm) and the corresponding ET(X) values
(kcalmol�1) (in parentheses) of betaine dyes X¼ 3 and 4, measured in up to 19 solvents of different polarity at 25 �C and
normal pressure, ordered according to decreasing ET(30) values


4


No. Solvent ET(30)a �max(3) [ET(3)]b �max(4) [ET(4)]b


1 Water 63.1 –c 415 (68.9)
2 Methanol 55.4 –d 448 (63.8)
3 N-Methylformamide 54.1 – 463 (61.7)
4 Ethanol 51.9 428 (66.8) 471 (60.7)
5 1-Propanol 50.7 431 (66.3) 479 (59.7)
6 1-Butanol 49.7 435 (65.7) 482 (59.3)
7 2-Propanol 48.4 434 (65.9) 506 (56.5)
8 Acetonitrile 45.6 451 (63.4) 544 (52.6)
9 Dimethyl sulfoxide 45.1 449 (63.7) 551 (51.9)


10 N,N-Dimethylformamide 43.2 459 (62.3) 568 (50.3)
11 Acetone 42.2 470 (60.8) 584 (48.9)
12 1,2-Dichloroethane 41.3 489 (58.5) 594 (48.1)
13 Dichloromethane 40.7 492 (58.1) 595 (48.1)
14 Pyridine 40.5 486 (58.8) 601 (47.6)
15 Trichloromethane 39.1 498 (57.4) 597 (47.9)
16 Ethyl acetate 38.1 501 (57.1) 624 (45.8)
17 Tetrahydrofuran 37.4 511 (56.0) 645 (44.3)
18 1,4-Dioxane 36.0 528 (54.1) 662 (43.2)
19 Benzene 34.3 556 (51.4) 687 (41.6)


��¼ � 128 nme ��¼ � 216 nme


�ET¼ 15.4e �ET¼ 19.1 kcal mol�1 e


a Taken from Ref. 4.
b The ET(X) values given in parentheses are calculated from the long-wavelength absorption maxima of X¼ 3 and 4 according to Eqn (1).
c Not soluble in this solvent.
d Not measurable because of overlap with the intense UV absorption band.
e ��¼�max(EtOH)��max(C6H6); �ET ¼ET(EtOH)�ET(C6H6).
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The slope of correlation Eqn (2) is distinctly smaller
than unity, indicating that betaine dye 3 is less sensitive to
a change in solvent polarity than standard dye 1, whereas
Eqn (3) exhibits a slope of almost unity, demonstrating
the high susceptibility of betaine dye 4 against changes in
solvent polarity, comparable to that of dye 1. The good
quality of both correlations allows the calculation of
ET(30) values for such media for which a direct experi-
mental determination is not possible for reasons of
limited solubility or strong solvent acidity, thus using
betaines 3 and 4 as additional standard dyes.


A closer look at the correlation line given by Eqn (3)
and illustrated in Fig. 1 reveals some family-dependent
behaviour for betaine dye 4. The group of seven HBD
solvents (i.e. water, N-methylformamide and the alco-
hols; the very weak C—H hydrogen-bond donors CHCl3,
CH2Cl2 and CH3CN are considered as non-HBD sol-
vents) follow a regression line with a slope smaller than
the regression line given by Eqn (3), which can be
described by the equation


ETð4Þ=ðkcal mol�1Þ ¼ 0:789 � ETð30Þ=ðkcal mol�1Þ
þ 19:47 ð4Þ


(n¼ 7 HBD solvents; r¼ 0.986; �¼ 0.716 kcal mol�1;
see also Fig. 1)


Analogous HBD/non-HBD solvent dispersions of lin-
ear ET/ET correlations have also been found for some
other pyridinium N-phenolate betaine dyes.17 Surpris-
ingly, the specific solvation of betaine dye 4 in HBD sol-
vents leads to an altogether smaller susceptibility (slope
only 0.789) of 4 against a solvent change. Nevertheless,
Eqn (3) can be used for the calculation ofET(30) values for
aqueous media, with the aid of ET(4) values of the more
hydrophilic betaine dye 4, with sufficient precision.


The new betaine dyes 3 and 4 are sufficiently soluble in
most organic solvents, including benzene as non-polar
hydrocarbon, but both dyes are insoluble in text-butyl
methyl ether, tetrachloromethane and cyclohexane.
Betaine dye 4 is suitably soluble in water, whereas dye
3 is surprisingly and disappointingly not water-soluble.
Dissolution of a solid in a solvent means that the solvent
gradually destroys the crystal lattice by non-specific
and specific solvation of the molecules located on the
crystal surface. In the crystal lattice of 3, intra- and
intermolecular hydrogen bonds between the zwitterionic
dye molecules are presumably formed, which obviously


Figure 1. Linear correlation between the ET(30) values of standard betaine dye 1 and the ET(4) values of betaine dye 4,
measured in seven HBD solvents (open circles) and 12 non-HBD solvents (full circles), according to Eqn (3). The separate dashed
line represents the linear correlation for the seven HBD solvents only, according to Eqn (4). Solvent numbering as in Table 1
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prevent the interaction of the dye molecules with water, a
solvent which can usually act as a hydrogen-bond donor
(HBD) and hydrogen-bond acceptor (HBA) solvent simul-
taneously. In solutions of 3 in non-HBD and non-HBA
solvents, intramolecular N—H � � �O hydrogen bonds are
probably formed to such an extent, that the formation of
intermolecular hydrogen bonds with added HBD solvents
seems to be reduced. In the case of betaine dye 4 as solid,
intra- and intermolecular hydrogen bonding between the
dye molecules is not possible, and the dimethylaminocar-
bonyl and phenolate oxygen atoms are now prone to
specific intermolecular interaction with HBD solvents
such as water, leading to the desired water solubility.
Unfortunately, the results of an x-ray structure determina-
tion of 3 and 4 are not yet available because of the
difficulty in obtaining suitable single crystals.


CONCLUSION


The new carbamoyl-substituted pyridinium N-phenolate
betaine dyes 3 and 4, synthesized according to the reac-
tion pathways given in Schemes 1 and 2, enlarge the
supply of highly solvatochromic indicator dyes for the
empirical determination of solvent polarities, in addition
to the already known standard betaine dyes 1 and 2.
In particular, betaine dye 4 should be useful for the
indirect determination of ET(30) values for all kinds of
aqueous media because of its water solubility, in addi-
tion to the hydrophilic, also water-soluble pyridyl-
substituted betaine dyes described recently.17 The advan-
tage of betaine dye 4 over these pyridyl-substituted
betaine dyes17 is their simpler and less expensive synth-
esis. Disappointingly, in spite of the introduction of two
hydrophilic N-methylaminocarbonyl groups, betaine dye
3 is not sufficiently soluble in water, presumably because
of the preferred formation of intramolecular hydrogen
bonds with the phenolate oxygen atom of 3 instead of
intermolecular hydrogen bonds with the solvent.


EXPERIMENTAL


General methods. Melting-points (not corrected):
Kofler–Mikroheiztisch (Reichert) and Mel-Temp appara-
tus. Elemental analyses: performed with a CHN-Automat
Vario EL (Heraeus) at the Analytik-Servicelabor of the
Department of Chemistry, Marburg. UV–Vis spectra:
double-beam UV–Vis–NIR U-3410 spectrophotometer
(Hitachi) with 1.00 cm quartz cells Suprasil (Hellma).
IR spectra: IFS 88 spectrophotometer (Bruker) with KBr
discs. 1H and 13C NMR: ARX 200 and AC-300 spectro-
meters (Bruker) in CDCl3 and CD3SOCD3 with tetra-
methylsilane as internal standard. Mass spectra: MAT
CH-7A spectrometer (Varian) with electron ionization
(EI, 70 eV) and MAT 711 (Varian) with field desorption


(FD). Analytical TLC: 60F-245 plates with silica gel and
fluorescence indicator on aluminium foil (Merck). Flash
chromatography: silica gel 60 (Merck), particle size
0.040–0.063 mm. Solvents: solvents for the solvatochro-
mic measurements were used as commercially available
in the highest available quality (analytical or spectro-
scopic grade) and were additionally dried and purified by
means of molecular sieves and, if necessary, by filtration
through a column of basic alumina, activity grade I, in
order to remove traces of acids. For these measurements
the solvents must be absolutely acid free, otherwise the
betaine dyes are protonated and the long-wavelength
solvatochromic CT absorption band disappears. Solvents
for synthetic work were purified according to the usual
standard methods (see Chapter A-2 and Table A-3 in
Ref. 5).


Synthesis of betaine dye 3 (Scheme 2). 2,6-Bis
(methoxycarbonyl)-4-nitrophenol (5). The preparation
analogous to Ref. 38. To a stirred solution of NaOH
(2.47 g, 61.8 mmol) in water (180 ml) and methanol
(190 ml) were added dimethyl 3-oxoglutarate (34.6 ml,
41.5 g, 238 mmol) and subsequently sodium nitromalo-
naldehyde monohydrate (37.4 g, 238 mmol).19 The mix-
ture was stirred at room temperature for ca 24 h. The
yellow precipitate formed was filtered off, washed with
ice-cold water and then suspended in cold water. The
suspension was acidified with ice-cold aqueous 2 M HCl
(pH � 1) and stirred until the yellow solid was dissolved
and a new colourless precipitate was formed. This pre-
cipitate was filtered off, washed with cold water, recrys-
tallized twice from ethanol–water (1:1) and dried in
vacuo, to afford 5 (53.2 g, 88%) as colourless crystals
with m.p. 141 �C. IR (KBr): � (cm�1)¼ 3456 (OH), 1736
(C——O), 1528 and 1340 (NO2). 1H NMR (CDCl3): �
(ppm)¼ 3.95 (s, 6 H, CH3), 8.85 (s, 2 H, aromatic H),
12.39 (s, 1 H, OH). 13C NMR (CDCl3): � (ppm)¼ 53.1
(CH3), 117.1 and 131.2 (phenol-C-2 and C-3), 138.9
(C—NO2), 165.6 (C—OH), 166.3 (C——O). MS (EI):
m/z (%)¼ 255 (100) [Mþ ], 223 (34), 192 (68), 165
(66). C10H9NO7 (255.2): calcd C 47.07, H 3.55, N
5.49; found C 46.92, H 3.70, N 5.62%.


2,6-Bis(N-methylaminocarbonyl)-4-nitrophenol (6). Gase-
ous methylamine (b.p. �6.5 �C), prepared by heating an
aqueous methylamine solution (c¼ 40 cg g�1) in a hot-
water bath, was passed through two wash-bottles (the first
empty and cooled, the second filled with KOH pellets)
into a solution of 5 (5.00 g, 19.6 mmol) in tetrahydrofuran
(350 ml) for ca 5 h. The excess of methylamine leaving
the reaction vessel was condensed in a cooling trap,
cooled with liquid nitrogen. After 5 h, the system reaction
vessel–cooling trap (with condensed methylamine) was
closed, provided with a bubble counter and the cooling
agent (liquid N2) was removed. Then, the reaction mix-
ture was stirred at room temperature for 4 days in the
closed system, filled with methylamine. Eventually, the
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solvent was distilled off in a rotary evaporator to give the
yellow methylammonium salt of the product. This salt
was dissolved in a mixture of water, methanol, and
ethanol and cold 2 M HCl was added with stirring. The
colourless flocculent precipitate formed was filtered off,
washed with cold water, recrystallized twice from
ethanol and dried in vacuo to yield colourless flakes of
6 (3.31 g, 67%), which sublime at ca 268 �C. IR (KBr):
�(cm�1)¼ 3379 (OH), 3321 (NH), 1670 (C——O), 1344
(NO2). 1H NMR (CD3SOCD3): � (ppm)¼ 2.76 (d, 6 H,
CH3), 8.75 (s, 2 H, aromatic H), 9.12 (broad m, 2 H, NH);
the OH signal is not discernible. 13C NMR (CD3SOCD3):
� (ppm)¼ 26.2 (CH3), 119.1 (C—CO—NH—), 127.6
(phenol-C-3), 137.3 (C—NO2), 160.5 (C—OH), 165.9
(C——O). MS (EI): m/z (%)¼ 253 (100) [Mþ ], 223 (30),
192 (76), 146 (23). C10H11N3O5 (253.2): calcd C 47.44,
H 4.38, N 16.60; found C 47.60, H 4.23, N 16.90%.


4-Amino-2,6-bis(N-methylaminocarbonyl)phenol (7). A
suspension of a palladium catalyst (10% Pd on charcoal;
ca 100 mg) in a solution of 6 (2.03 g, 8.00 mmol) in
water–methanol (200 ml) was reduced with dihydrogen
at room temperature and normal pressure until the neces-
sary amount was absorbed (ca 530 ml H2; time ca 18 h).
The catalyst was filtered off under nitrogen, the solvent
was distilled off in vacuo and the residue was dried
in vacuo, to give 7 as yellow solid, which turned dark
on contact with air. Because of its sensitivity to oxygen,
7 was immediately converted into the pyridinium salt 8
without further characterization.


1-[4-Hydroxy-3,5-bis(N-methylaminocarbonyl)phenyl]-
2,4,6-triphenylpyridinium tetrafluoroborate (8). A solu-
tion of freshly prepared 7 (see above) and 2,4,6-triphe-
nylpyrylium tetrafluoroborate (2.70 g, 6.80 mmol)18 in
dry dichloromethane (75 ml) and dry methanol (75 ml)
was stirred at room temperature for 2 h. Then, three drops
of acetic acid were added and stirring was continued for 2
days. The dark reddish-brown solution was filtered and
the solvents were nearly completely distilled off in a
rotary evaporator. The liquid residue was dissolved in
acetone (20 ml) and this solution was slowly dropped
with stirring into diethyl ether (800 ml). The precipitate
formed was filtered off, washed with diethyl ether,
recrystallized twice from methanol, and dried in vacuo
(40 �C, 10�3 mbar, P4O10), to afford 8 (1.30 g, 27%) as an
orange solid with m.p. 211–214 �C. IR (KBr): �
(cm�1)¼ 3404 (OH), 1084 (BF4). UV–Vis (CH3CN):
�max (log ")¼ 309 nm (4.57). 1H NMR (CDCl3): �
(ppm)¼ 2.85 (d, 6 H, CH3), 7.27–7.30 (m, 6 H, aromatic
H), 7.37–7.40 (m, 4 H, aromatic H), 7.51–7.58 (m, 4 H,
aromatic H), 7.81–7.84 (m, 3 H, aromatic H), 7.93 (s, 2 H,
NH), 8.05 (s, 2 H, pyridinium-3-H), 15.62 (s, 1 H, OH).13


C NMR (CDCl3): � (ppm)¼ 26.6 (CH3), 125.8, 128.3,
128.8, 129.3, 129.6, 129.9, 130.6, 132.4, 132.7, 133.9,
157.4, and 157.6 (aromatic C), 161.2 (C——O); not all
expected 17 signals are discernible. MS (FD): m/z


(%)¼ 513 (100) [Mþ �HBF4�H]. C33H28BF4N3O3


(601.4): calcd C 65.91, H 4.69, N 6.99; found C 65.72, H
4.61, N 6.97%.


2,6-Bis(N-methylaminocarbonyl)-4-(2,4,6-triphenylpyri-
dinium-1-yl)phenolate (3). To a stirred suspension of
tetrafluoroborate 8 (0.51 g, 0.85 mmol) in dry dichloro-
methane (30 ml) was added the macroreticular basic
anion-exchange resin Amberlyst A-21 (2.27 g; Rohm
and Haas). The suspension was stirred for 6 h at room
temperature, the resin was filtered off and the solvent was
distilled off in a rotary evaporator. The solid residue was
washed several times with n-hexane and diethyl ether,
and dried in vacuo (10�3 mbar) at 50 �C with P4O10, to
give 3 (0.28 g, 64%) as orange crystals with m.p. 360–
361 �C. IR (KBr): v (cm�1)¼ 3427 (OH), 1650 (C——O).
UV–Vis (CH3CN): �max (log ")¼ 451 (3.44), 369 (3.94),
303 nm (4.58). 1H NMR (CDCl3): � (ppm)¼ 2.83 (d, 6 H,
CH3), 7.24–7.30 (aromatic H), 7.55–7.62 (m, 3 H, aro-
matic H), 7.66 (s, 2 H, phenolate-3-H), 7.80–7.83 (m, 2 H,
aromatic H), 8.03 (s, 2 H, pyridinium-3-H), 11.00 (m,
2 H, NH). 13C NMR (CDCl3): � (ppm)¼ 25.5 (CH3),
120.6, 122.3, 125.3, 127.9, 129.0, 130.1, 130.6, 131.7,
132.5, 132.7, 133.7, 156.0, 158.5, 167.7, and 172.1
(aromatic C and C——O). MS (FD): m/z (%)¼ 513 (100)
[Mþ ]. C33H27N3O3. 1.5 H2O (513.6þ 27.0¼ 540.6):
calcd C 73.32, H 5.03, N 7.77; found C 73.50, H 5.32,
N 7.82%.


Synthesis of betaine dye 4 (Scheme 3). 2-Hydroxy-
5-nitrobenzene-1,3-dicarboxylic acid (9). The prepara-
tion is analogous to Ref. 38. To a solution of NaOH
(16.1 g, 403 mmol) in water (200 ml) were added 3-
oxoglutaric acid (26.2 g, 179 mmol) and subsequently
sodium nitromalonaldehyde monohydrate (28.2 g,
179 mmol).19 The mixture was stirred at room tempera-
ture for ca 12 h. The dark-red solution was acidified with
2 M HCl (pH � 1). The colourless precipitate formed was
filtered off, recrystallized from water and dried in vacuo
(with P4O10), to give 9 (29.3 g, 72%) as colourless
crystals with m.p. 213–214 �C (lit.39 213–214 �C). IR
(KBr): v (cm�1)¼ 3532 (carboxylic OH), 3485 (phenolic
OH), 1714 (C——O), 1531 and 1344 (NO2). 1H NMR
(CD3SOCD3): � (ppm)¼ 8.68 (s, 2 H, aromatic H), 9.69
(broad s, 3 H, OH). 13C NMR (CD3SOCD3): �
(ppm)¼ 118.1 (C—CO2H), 130.8 (phenol-C-3), 136.4
(C—NO2), 167.2 (C—OH), 170.5 (C——O). C8H5NO7


(227.1): calcd C 42.31 H 2.22, N 6.17; found C 41.90,
H 2.45, N 6.23%.


2-Hydroxy-5-nitrobenzene-1,3-dicarbonyl dichloride (10).
To a stirred suspension of 9 (4.00 g, 17.6 mmol) in dry
toluene (100 ml) was added thionyl chloride (25.0 ml,
41.0 g, 340 mmol) and stirring was continued at 80 �C for
ca 8 h, until the generation of gas stopped and a light-
yellow solution was formed. Toluene and the excess
thionyl chloride were distilled off in vacuo (at 10 mbar)
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and the residue was dried in vacuo (10�3 mbar, with
KOH) to yield 10 (4.65 g, ca 100%) as colourless solid
with m.p. 186–191 �C, which should be stored under dry
N2 or Ar. IR (KBr): v (cm�1)¼ 3520 (OH), 1776 (C——O),
1535 and 1350 (NO2).1H NMR (CD3SOCD3): �
(ppm)¼ 8.64 (s, 2 H, aromatic H), 14.27 (s, 1 H, OH).
13C NMR (CD3SOCD3): � (ppm)¼ 117.6 (C—COCl),
130.3 (phenol-C-3), 136.4 (C—NO2), 163.2 (COCl),
166.7 (C—OH). MS (FD): m/z (%)¼ 264 (100) [Mþ ].
C8H3Cl2NO5 (264.0): calcd C 36.40, H 1.15, N 5.31;
found C 36.24, H 1.34, N 5.29%.


2,6-Bis(dimethylaminocarbonyl)-4-nitrophenol (11). To a
stirred solution of 10 (3.49 g, 13.2 mmol) in dry tetra-
hydrofuran (100 ml) was added dropwise at ca 0 �C
(cooling with an ice-bath) a solution of dimethylam-
monium dimethylcarbamate (Dimcarb;21 15.0 ml,
15.8 g, 120 mmol) in dry tetrahydrofuran (50 ml). Stirring
was continued for 16 h, during which the temperature
gradually rose to room temperature. The solvent was
distilled off in a rotary evaporator and the residue
was dissolved in water (ca 100 ml). The stirred solution
was acidified with HCl (c¼ 10 cg � g�1; pH � 1) and the
aqueous mixture was extracted four times with dichlor-
omethane (4� 50 ml). The combined dichloromethane
extracts were dried with MgSO4 and the solvent was
distilled off in a rotary evaporator. To the foamy yellow
residue diethyl ether (ca 100 ml) was added and the
suspension was heated under reflux for 2 h. After cooling
to room temperature, the solid was filtered off, and dried
in vacuo (10�3 mbar), to afford 11 (2.50 g, 67%) as
colourless fine crystals with m.p. 142–144 �C. IR
(KBr): � (cm�1)¼ 3430 (OH), 1643 (C——O), 1528 and
1336 (NO2). 1H NMR (CDCl3): � (ppm)¼ 3.08 (s, 12 H,
CH3), 8.25 (s, 2 H, aromatic H), 11.7 (broad s, 1 H, OH).
13C NMR (CDCl3): � (ppm)¼ 37.6 (CH3), 121.9 (C—
CONMe2), 125.9 (phenol-C-3), 138.8 (C—NO2), 161.2
(C—OH). MS (FD): m/z (%)¼ 281 (100) [Mþ ].
C12H15N3O5 (281.3): calcd C 51.24, H 5.37, N 14.94;
found C 51.23, H 5.44, N 14.54%.


4-Amino-2,6-bis(dimethylaminocarbonyl)phenol (12). A
suspension of a palladium catalyst (10% Pd on charcoal;
ca 100 mg) in a solution of 11 (2.47 g, 8.78 mmol) in dry
methanol (100 ml) was reduced with dihydrogen at room
temperature and normal pressure until the necessary
amount was absorbed (ca 600 ml H2; time ca 18 h). The
catalyst was filtered off under nitrogen, the solvent was
distilled off in vacuo and the residue was dried in vacuo
(10�3 mbar), to yield 12 as a light-brown solid, which
turned dark on contact with air. Because of its sensitivity
to oxygen, 12 was immediately converted into the pyr-
idinium salt 13 without further characterization.


1-[4-Hydroxy-3,5-bis(dimethylaminocarbonyl)phenyl]-
2,4,6-triphenylpyridinium tetrafluoroborate (13). To a
stirred solution of freshly prepared 12 (see above) in


dry dichloromethane (50 ml) and dry methanol (50 ml)
was added 2,4,6-triphenylpyrylium tetrafluoroborate
(2.96 g, 7.46 mmol)18 and stirring was continued at
room temperature for 2 h. Then, five drops of acetic
acid were added and stirring was continued for 5 days,
until a clear red solution was formed. The red solution
was filtered and the solvents were nearly completely
distilled off in a rotary evaporator. The liquid residue
was dissolved in acetone (20 ml) and this solution was
slowly dropped with stirring into diethyl ether (1000 ml).
The precipitate formed was filtered off and washed with
diethyl ether. The solid residue was then dissolved in
methanol, and this solution was again dropped with
stirring into diethyl ether (1000 ml). The precipitate
formed was filtered off, washed with diethyl ether and
dried. This purification procedure was repeated until a
nearly colourless, light-brown solid was observed, to
yield eventually 13 as monohydrate (1.78 g, 32%) as
fine crystals with m.p. 167–170 �C. IR (KBr): v
(cm�1)¼ 3428 (OH), 1625 (C——O), 1057 (BF4). UV–
Vis (CH3CN): �max (log ")¼ 309 nm (4.54). 1H NMR
(CDCl3): � (ppm)¼ 2.41 (broad s, 6 H, CH3), 2.93 (broad
s, 6 H, CH3), 7.31 (m, 8 H, aromatic H), 7.42 (m, 4 H,
aromatic H), 7.48–7.56 (m, 3 H, aromatic H), 7.79–7.85
(m, 2 H, aromatic H), 8.02 (s, 2 H, pyridinium-3-H),
11.32 (s, 1 H, OH). 13C NMR (CD3SOCD3): �
(ppm)¼ 34.6 (CH3), 37.5 (CH3), 124.9, 125.2, 128.2,
128.5, 128.8, 129.7, 130.0, 130.4, 132.6, 133.0, 133.2,
150.6, 155.6, and 156.6 (aromatic C), 166.0 (C——O); not
all expected 18 signals were discernible. MS (FD): m/z
(%)¼ 542 (100) [Mþ �BF4]. C35H32BF4N3O3� H2O
(629.5þ 18.0¼ 647.5): calcd C 64.92, H 5.29, N 6.49;
found C 65.14, H 5.24, N 6.45%.


2,6-Bis(dimethylaminocarbonyl)-4-(2,4,6-triphenylpyridi-
nium-1-yl)phenolate (4). To a stirred suspension of
tetrafluoroborate 13 (0.90 g, 1.43 mmol) in dry dichlo-
romethane (60 ml) was added the macroreticular basic
anion-exchange resin Amberlyst A-26 (4.40 g; OH form;
Rohm and Haas). The suspension was stirred for 18 h at
room temperature, then the resin was filtered off from the
dark-violet solution and washed with dichloromethane.
The filtrate and the washings were combined and the
solvent was distilled off in a rotary evaporator. The solid
residue was washed several times with n-hexane and
diethyl ether and dried in vacuo (10�3 mbar) with
P4O10, to afford 4 as hydrate (0.58 g, 75%) as blue–violet
crystals with m.p. 272–277 �C. IR (KBr): v (cm�1)¼
3419 (OH), 1620 (C——O). UV–Vis (CH3CN): �max (log
")¼ 544 (3.42), 303 nm (4.55). 1H NMR (CDCl3): �
(ppm)¼ 2.60 (s, 6 H, CH3), 2.84 (s, 6 H, CH3), 6.59 (s,
2 H, phenolate-3-H), 7.29–7.35 (m, 8 H, aromatic H),
7.55–7.60 (m, 4 H, aromatic H), 7.79–7.83 (m, 3 H,
aromatic H), 8.02 (s, 2 H, pyridinium-3-H). MS (FD):
m/z (%)¼ 541 (100) [Mþ ]. C35H31N3O3� 2.5 H2O
(541.6þ 45.0¼ 586.6): calcd C 71.66, H 6.19, N 7.16,
found C 71.75, H 5.92, N 6.91%.
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epoc ABSTRACT: Thermo-solvatochromism of 2,6-dichloro-4-(2,4,6-triphenylpyridinium-1-yl)-phenolate, 1-methylqui-
nolinium-8-olate and 4-[2-(1-methylpyridinium-4-yl)ethenyl]-phenolate, in the temperature ranges 10–45 �C (metha-
nol) and 10–60 �C (1- and 2-propanol) was investigated in binary water–alcohol mixtures. Thermo-solvatochromic
data were treated according to a modified model that explicitly considers the presence of 1:1 water–alcohol species in
bulk solution, and its exchange reactions with water and alcohol in the solvation micro-sphere of the probe employed.
Concentrations of these complex species were calculated from density data. Plots of the empirical solvent polarity
parameter, ET, versus effective mole fraction of water in the binary mixtures indicate that the probes are preferentially
solvated by the alcohol, except for one case. A temperature increase causes gradual desolvation of the probe, due to a
decrease in the H-bonding abilities of all components of the binary solvent mixture. Copyright # 2003 John Wiley &
Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc
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INTRODUCTION


The study of solvatochromism has contributed a great
deal to our understanding of effects of solvation on
chemical phenomena. The UV–vis spectra, absorption
or emission, of certain solvatochromic substances (here-
after designated as ‘probes’) are measured in solvents,
and/or solvent mixtures and the data therefrom are
employed to analyze both solvent–probe and solvent–
solvent interactions.1,2 Extensive use has been made of an
empirical solvent polarity scale, ET, calculated by


ETðkcal mol�1Þ ¼ 28591:5=�maxðnmÞ ð1Þ


which converts the electronic transition within the probe
into the corresponding intramolecular energy transition in
kcal mol�1 (1 kcal¼ 4184 kJ). Zwitterionic probes have
been extensively employed because of their favorable UV–
vis spectral properties. Examples include 2,6-diphenyl-4-
(2,4,6-triphenylpyridinium-1-y)-phenolate (RB), 2,6-di-
chloro-4-(2,4,6-triphenylpyridinium-1-yl)-phenolate
(WB), 1-methylquinolinium-8-olate (QB) and 4-[2-(1-
methylpyridinium-4-yl)ethenyl]-phenolate (MC). Their
molecular structures are shown in Fig. 1; the corresponding
solvent polarity scales are referred to as ET(30), ET(33),
ET(QB) and ET(MC), respectively.


Solvatochromic data in pure solvents have been success-
fully analyzed by the Kamlet–Taft–Abboud equation
which, for a single probe in a series of solvents, is given by3


SDP ¼ constant þ sð��
solv þ d�Þ þ a�solv þ b�solv þ hð�2


HÞ
ð2Þ


where the solvent-dependent property, SDP, such as a
solvatochromic shift, is modeled as a combination of a
dipolarity/polarizability term ½sð��


solv þ d�Þ�, two hydro-
gen-bonding terms, in which the solvent is the hydrogen-
bond donor (a�solv), or the hydrogen-bond acceptor
(b�solv), and a cavity term ½ðhð�2


HÞ�:
In binary solvent mixtures, solvatochromism is further


complicated by the so-called ‘preferential solvation’ of
the probe by one component of the mixture. In principle,
this phenomenon includes contributions from probe-in-
dependent ‘dielectric enrichment,’ and specific probe–
solvent interactions, e.g. H-bonding. The most significant
consequence of preferential solvation is that composi-
tions of the solvation shells of most probes are different
from those of the corresponding bulk solvents. It is worth
noting that these composition differences are probe and
temperature dependent.


The preceding discussion raises several important
points:1–4


(i) Solvent ‘polarity’ is a deceptively simple term that
cannot be adequately described by a single physical
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property of the medium, e.g. its dipole moment,
dielectric constant, etc.


(ii) The regression coefficients of Eqn (2), i.e. s, a and b,
are probe dependent. A clear understanding of
probe–solvent interactions requires the study of
probes of different structures, i.e. of different pKa


and hydrophobic/hydrophilic character. An example
is that of RB and WB. Their pKa values in water are
very different, 8.65 and 4.78, but their regression
coefficients a of Eqn (2) are similar, i.e. 14.45 and
15.30, respectively. This has been attributed to
enhancement of coefficient (a) of WB [Eqn (2)], due
to a combination of steric and inductive effects.4b


(iii) Thermo-solvatochromism describes the influence
of temperature on solvatochromism. Its study adds
another dimension, that of temperature, to solvent–
solvent and solvent–solute interactions in pure and/
or mixed solvents. Investigating temperature effects
on solvation is important for understanding, inter
alia, thermodynamic parameters of transfer of
highly solvated ions, e.g. HO� and F�,5 nucleophilic
substitutions, including solvolytic reactions, and the
quasi mirror-image behavior of the activation para-
meters of water-catalyzed, pH-independent reac-
tions.6


Thermo-solvatochromism has been studied much less
than solvatochromism, especially in binary solvent mix-
tures. An important aspect is the model employed to treat
the data obtained, e.g. in binary mixtures of water (W)
and alcohol (ROH).4b,7 For example, data for W and
methanol (MeOH) were explained by a simple model,
where only the exchange between W and MeOH in the
probe solvation micro-sphere (hereafter designated as
‘micro-sphere’) was considered. Other alcohols, e.g. 1-
propanol (1-PrOH) and 2-propanol (2-PrOH), required a
more elaborate model, where the presence of ROH–W, H-
bonded alcohol–water species, needed to be consider-
ed.4c,7 An assumption in the latter model is that ROH–W
forms only in the micro-sphere. The present work ad-
dresses problems associated with this assumption, and
puts forward a modified model for solvatochromism
where formation of ROH–W in bulk solvent, and its
exchange with both W and ROH in the micro-sphere
are explicitly considered. The present model has been
applied to the thermo-solvatochromism of WB, QB and


MC in mixtures of W with MeOH (T range¼ 10–45 �C)
and 1-PrOH and 2-PrOH (T range¼ 10–60 �C). To our
knowledge, this is the first study on the thermo-solvato-
chromism of MC. For WB and QB, the temperatures
previously studied were 10, 25, 35 and 45 �C,4a whereas
those in the present study were 10, 25, 40 and 60 �C.
Therefore, we also determined the thermo-solvatochro-
mism of these probes in aqueous 1-PrOH and/or 2-PrOH
at 40 and 60 �C.


EXPERIMENTAL


Materials. The solvents were purchased from Aldrich or
Merck, and were purified by distillation from CaH2,
followed by storage over activated type 4 Å molecular
sieves. Their purity was established from their densities
(DMA 40 digital densimeter, Anton Paar, Graz, Austria)
and from agreement between experimental ET and pub-
lished data (see below). The same equipment was em-
ployed to determine the densities of 2-PrOH–W mixtures
at 15, 25, 35, 40 and 50 �C. Glass-distilled, de-ionized
water was used throughout.


WB and QB were available from previous studies.4


MC was synthesized as described elsewhere,8 by con-
densation of 1,4-dimethylpyridium iodide with 4-hydro-
xybenzaldehyde, followed by base-induced elimination
of HI, dehydration and crystallization from hot water.
The product gave satisfactory elemental analysis (the
Microanalysis Laboratory, this Institute).


Sample preparation. Binary mixtures (16 per set) were
prepared by weight at 25 �C. Probe solutions in acetone
(WB and/or QB) or ethanol (MC) were pipetted into 1 ml
volumetric tubes, followed by drying under reduced
pressure, over P4O10. Pure solvents and/ or binary solvent
mixtures were added and the probe was dissolved with
the aid of a tube rotator (Labquake, Lab Industries,
Berkeley, CA, USA).


Spectrophotometric determination of ET. The final probe
concentration was (2–5� 10�4 mol l�1. UV–vis spectra of
probe solutions showed no changes in �max and/or spec-
trum shape as a function of probe concentration in the
range 1� 10�4–1� 10�3 mol l�1. This was taken to in-
dicate that no intermolecular probe interactions occurred
under our experimental conditions. A Beckman DU-70
UV–vis spectrophotometer was used. The temperature
inside the thermostated cell holder was controlled to
within � 0.05 �C with a digital thermometer (Model
4000A, Yellow Springs Instrument, Yellow Springs, OH,
USA). Each spectrum was recorded twice at a rate of
120 nm min�1 at 10, 25, 35 and 45 �C for MeOH–W and
10, 25, 40 and 60 �C for 1-PrOH/W and 2-PrOH/W. �max


was determined from the first derivative of the absorption
spectrum; the uncertainties in ET were 0.1 kcal mol�1 for
QB and �0.2 kcal mol�1 for WB and MC.


Figure 1. Molecular structures of solvatochromic probes
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RESULTS AND DISCUSSION


A modified model for solvatochromism


Consider solvatochromism in an alcohol–water mixture
of a certain water mole fraction, �W. Plots of ET versus
�W usually show deviations from linearity, i.e. from ideal
behavior, because of the above-mentioned preferential
solvation. Therefore, it is important to determine the
composition of the micro-sphere, and to compare it
with the bulk solvent composition. An example of sol-
vent-exchange equilibrium is given below where, for
simplicity, we consider that the probe solvatochromic
response is affected by only one solvent molecule in the
micro-sphere:


ProbeðROHÞ þ W Ð ProbeðWÞ þ ROH ð3Þ


’W=ROH ¼ �Probe
w


� �
�Bk


ROH


� �
= �Probe


ROH


� �
�Bk


W


� �
ð4Þ


which can be readily rearranged to


’W=ROH ¼
�Probe


w


� �
= �Probe


ROH


� �
�Bk


w


� �
= �Bk


ROH


� � ð5Þ


where Bk refers to bulk solvent. The equilibrium constant
for the exchange reaction (3) is given by the solvent
‘fractionation factor,’ ’W/ROH, which describes the pre-
ference of W for solvation shell of the probe, relative to
bulk solvent, Eqn (5). ’W/ROH> 1 indicates that the probe
solvation shell is richer in W than bulk solvent, the
converse is true for ’W/ROH< 1. For ideal behavior,
’W/ROH is unity, because the solvent composition in the
micro-sphere is the same as that of the bulk solvent.


Equation (3) describes one possible solvent-exchange
reaction, that between W and ROH. Several pieces of
evidence indicate, however, the formation of H-bonded
ROH–W complexes. Examples are the observed non-
ideal, i.e. non-linear, relationships between compositions
and physico-chemical properties of binary mixtures,
including densities, dielectric constants, NMR chemical
shifts and relaxation times, dielectric relaxations and
fluorescence lifetimes of dissolved probes.9 Theoretical
calculations, the Kirkwood–Buff integral functions (that
describe W–W, ROH–ROH and ROH–W interactions)
and mass spectrometry support the formation of ROH–W
complexes.10 Consequently, the presence and solvent
exchange reactions of the species ROH–W should be
also considered, along with those between W and ROH.
The appropriate set of equations is as follows:7


ProbeðROHÞm þ mW Ð ProbeðWÞmþ mROH ð6Þ


ProbeðROHÞm þ m


2
W Ð ProbeðROH--WÞm þ m


2
ROH


ð7Þ


ProbeðWÞm þ m


2
ROH Ð ProbeðROH--WÞm þ m


2
W


ð8Þ


where m represents the number of solvent molecules
whose exchange in the micro-sphere affects ET, usually
� 2. This model focuses on the formation of ROH–W in
the micro-sphere, according to the equilibrium
W þ ROH Ð 2 ROH–W. The coefficient 2 in the right-
hand side of the equilibrium ‘is necessary to keep the
number of solvent molecules constant. This equilibrium
should be considered an equilibrium between solvent
structures more than between individual solvent molecu-
les.’7a The convenience of this approach is that bulk
[ROH–W] is not considered in the calculations, so that
solvent fractionation factors are based on analytical
concentrations of W and/or ROH.


This model has been successfully employed to fit ET


versus �W data.4c,7 We would like to discuss, however,
the following (chemical) aspects that are important, along
with statistical criteria,11 for accepting a model: (i)
deviations from ideality of macroscopic properties of
these mixtures have been explained on the basis of the
presence of ROH–W complexes in bulk solution; (ii) at
equilibrium, ROH–W in the micro-sphere should be in
equilibrium with the same species in bulk solvent, and
consequently, the concentration of ROH–W should be
incorporated in the model; (iii) if, on the other hand, the
(micro-sphere) assumption is maintained, then the model
cannot describe the ideal case, i.e. where the micro-
sphere composition is equal to the bulk solvent composi-
tion, because the former contains an additional species
(ROH–W); (iv) although inclusion of the coefficient 2 in
Eqns (6) and (7) leads to mathematically consistent
equations,7a the (chemical) rationale for its use is not
obvious.


What is required, therefore, is a model that considers
explicitly the presence of ROH–W in bulk solution and
takes into account its solvent-exchange reactions. A
corollary is that ET versus composition plots should be
based on ‘effective’ not analytical [W] and [ROH],
respectively. Equation (6), plus the following ones, de-
scribe the modified model:


ROH þ W Ð ROH--W ð9Þ


ProbeðROHÞm þ mðROH--WÞ
Ð ProbeðROH--WÞm þ mROH ð10Þ


ProbeðWÞm þ mðROH--WÞ
Ð ProbeðROH--WÞm þ mW ð11Þ


where m has its usual meaning. The resulting solvent-
fractionation factors refer to the following solvent ex-
changes in the micro-spheres: ’W/ROH (water substituting
alcohol), ’ROH-W/ROH (bulk solvent complex substituting
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alcohol) and ’ROH-W/W (bulk solvent complex substitut-
ing water). In terms of mole fraction, they are given by
the equations


’W=ROH ¼ �Probe
w =�Probe


ROH


�Bk;Effective
w =�Bk;Effective


ROH


� �m ð12Þ


’ROH�W=ROH ¼ �Probe
ROH�W=�Probe


ROH


�Bk;Effective
ROH�W =�Bk;Effective


ROH


� �m ð13Þ


’ROH�W=W ¼ �Probe
ROH�W=�Probe


W


�Bk;Effective
ROH�W =�Bk;Effective


W


� �m ð14Þ


Regarding the application of this model to ROH–W
mixtures, the following are relevant:


(i) Use of 1:1 stoichiometry for ROH–W, according to
Eqn (9), is a practical and convenient assumption that
has been employed elsewhere.4c,7 Mixed solvents with
a structure stoichiometry other than 1:1 can be re-
garded, to a good approximation, as mixtures of the
1:1 structure plus excess of a pure solvent. Addition-
ally, the 1:1 model has been successfully employed in
fitting results of spectroscopic techniques that are
particularly suitable to determine the stoichiometry
of ROH–Waggregates, e.g. 1H NMR12a,b and FTIR.12c


(ii) Dependence of density and viscosity of binary mix-
tures can be used to probe the formation of ROH–W
species. As given in Calculations section, we em-
ployed the first property in order to calculate the
ROH–W association constant, Kassoc, of Eqn (9).
Except for one temperature, the order is MeOH> 1-
PrOH> 2-PrOH. The resulting species distribution,
at 25 �C, is shown in Fig. 2. For MeOH–W mixtures,
the concentration of the mixed species is appreciable;
its maximum concentration is at �W �0.5, in agree-
ment with the maximum excess Gibbs free energy of
mixing of these two solvents.13


(iii) Figure 3 shows plots of ET versus composition,
where the latter is given as analytical, �Analytical


w ,
and/or ‘effective,’ �effective


w , water mole fractions
(MeOH–W, 25 �C). The curves are visibly different,
as can be seen, e.g., from the following regression
analysis of ET (33):


ETð33Þ ¼ 64:456 þ 2:982�Analytical
w


� 2:788ð�Analytical
w Þ2 þ 5:354ð�Analytical


w Þ3;


r ¼ 0:9998


ETð33Þ ¼ 64:564 þ 7:018�Effective
w


� 10:237ð�Effective
w Þ2 þ 8:676ð�Effective


w Þ3;


¼ 0:9996


(iv) Rather than reporting extensive lists of ET, we
calculated its (polynomial) dependence on
�Analytical


w and present the regression coefficients in
Tables S1–S3 (see Supplementary Material, avail-
able at the epoc website at http://www.wiley.com/
epoc). The degree of polynomial employed is that
which gave the best data fit, as indicated by the
multiple correlation coefficients, rmult, and sums of
the squares of the residuals, �Q. From the data in
Tables S1–S3, Kassoc and the densities of W and
ROH at different temperatures, the dependence of
ET on the ‘effective’ mole fractions of each species
can be readily calculated, as given in the Calcula-
tions section.


Figures 4–6 show solvent polarity–temperature–sol-
vent composition contours for the indicators studied in
MeOH–W and 2-PrOH–W.


Based on Tables S1–S3 and the above-discussed
modified model, we calculated the appropriate solvent
fractionation factors, as given in the Calculations section.
The results are given in Table 1, from which the following
can be deduced.


Figure 2. Species distribution for MeOH–W, 1-PrOH–W and
2-PrOH–W mixtures at 25 �C. W (^); ROH (*, ~, !); and
ROH–W (*, ~, !)


Figure 3. Dependence of solvent polarity scale, ET(probe),
on analytical, �Analytical


w (open symbols), and ‘effective,’
�Effective
w (solid symbols) water mole fraction for MeOH–W


mixture at 25 �C
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(i) The quality of our data is shown by the standard
deviation, SD, �Q and the excellent agreement
between experimental and calculated ET(probe)ROH


and ET(probe)W. At 25 �C, our ET(probe)ROH values
agree with literature values, and this agreement was
employed as another criterion for alcohol purity.


(ii) As a function of increasing temperature, ET(pro-
be)ROH, ET(probe)W, ’ROH–W/ROH and ’ROH–W/W de-
crease, whereas ’W/ROH increases. The decrease in
polarities of pure solvents can be attributed to a
decrease in solvent stabilization of the probe ground
state, as a result of the concomitant decrease in solvent
structure and H-bonding ability.14 Plots (not shown) of
ET(probe)Solvent versus T gave excellent straight lines
(r	 0.995 for 83% of the data), the (negative) slopes
of which are given by �ET(probe)Solvent/degree
(cal mol�1 K�1). These were calculated for pure sol-
vents; the order is �ET(probe)ROH>�ET(probe)W,


reflecting the greater effect of temperature on the
structure of ROH. Consequently, H-bonding of water
with probe ground state is less susceptible to tempera-
ture increase than its ROH counterpart. The average
�ET(probe) depends on the probe as shown by the
following data [�ET(probe)ROH, �ET(probe)W,
cal mol�1 K�1]: �48� 3 and �28� 7 (WB);
�23� 2 and �18� 3 (QB); �45� 4 and �16� 2
(MC). These data highlight the noticeable effect of
temperature on solvation. This is relevant, e.g., for
reactions where reagents and activated complexes
have different polarities. If these probes are taken as
models for polar activated complexes, provided that
the reagents are not strongly solvated, then desolva-
tion of the former complexes (in the temperature
range 10–60 �C) may contribute as much as 1–
2 kcal mol�1, a sizeable amount relative to typical
enthalpies of activation of organic reactions.


Figure 4. Solvent polarity–temperature–solvent composition contours for WB in MeOH–W and 2-PrOH–W


Figure 5. Solvent polarity–temperature–solvent composition contours for QB in MeOH–W and 2-PrOH–W


Figure 6. Solvent polarity–temperature–solvent composition contours for MC in MeOH–W and 2-PrOH–W


THERMO-SOLVATOCHROMISM OF BETAINE DYES 695


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 691–699







Table 1. Analysis of thermo-solvatochromic responses in binary water–alcohol mixtures


ET ET


Solvent Probe T ( �C) m ’W/ROH ’ROH–W/ROH ’ROH–W/W (probe)ROH
a (probe)W


a SDb �Qb


MeOH–W WB 10 1.114 0.582 2.223 3.820 65.209 70.439 0.033 3.4� 10�6


[�0.040] [�0.012]
25 1.060 0.601 2.212 3.681 64.499 70.012 0.017 8.4� 10�7


[0.001] [0.016]
35 1.008 0.617 2.142 3.472 64.021 69.771 0.017 5.6� 10�6


[�0.011] [�0.001]
45 0.909 0.638 1.931 3.027 63.509 69.526 0.044 4.0� 10�6


[�0.039] [�0.004]
QB 10 1.066 0.360 1.262 3.506 61.129 64.903 0.023 1.4� 10�7


[� 0.009] [0.017]
25 0.950 0.381 1.172 3.076 60.770 64.800 0.034 �7.4� 10�7


[0.001] [0.023]
35 0.892 0.410 1.080 2.634 60.575 64.589 0.032 1.1� 10�5


[0] [0.018]
45 0.844 0.430 0.986 2.295 60.389 64.415 0.031 2.9� 10�5


[�0.019] [�0.005]
MC 10 1.247 0.339 1.431 4.221 59.549 64.660 0.029 1.9� 10�6


[0.011] [0.030]
25 1.092 0.375 1.416 3.776 58.968 64.558 0.023 4.5� 10�6


[0.012] [0.002]
35 1.039 0.392 1.370 3.460 58.621 64.409 0.037 4.5� 10�6


[�0.021] [�0.029]
45 0.974 0.403 1.227 3.045 58.170 64.185 0.039 5.4� 10�6


[0] [0.015]
1-PrOH–W WB 10 1.855 0.256 172.026 671.977 60.016 70.877 0.142 2.0� 10�6


[�0.136] [�0.027]
25 1.700 0.265 149.208 563.049 59.085 70.323 0.096 1.5� 10�6


[�0.078] [�0.043]
40 1.571 0.271 135.138 498.664 58.381 69.885 0.084 �4.4� 10�5


[�0.141] [�0.035]
60 1.451 0.282 125.024 443.348 57.408 69.119 0.139 1.8� 10�5


[�0.087] [�0.069]
QB 10 1.481 0.289 30.352 105.352 59.141 64.766 0.040 1.1� 10�5


[�0.034] [�0.006]
25 1.360 0.305 29.599 97.046 58.650 64.546 0.032 2.0 � 10�7


[�0.060] [�0.016]
40 1.218 0.319 20.001 62.699 58.491 64.250 0.032 9.9� 10�7


[�0.046] [0]
60 1.019 0.324 9.963 30.750 58.043 64.034 0.049 5.7� 10�5


[�0.045] [�0.017]
MC 10 1.450 0.261 28.868 110.605 55.391 64.775 0.073 4.1� 10�7


[�0.099] [�0.025]
25 1.310 0.274 23.279 84.960 54.631 64.577 0.077 �7.9� 10�8


[�0.078] [�0.032]
40 1.191 0.282 18.629 66.060 53.809 64.264 0.010 � 1.5� 10�6


[�0.035] [�0.028]
60 1.123 0.300 17.908 59.693 52.849 63.873 0.085 3.8� 10�5


[�0.019] [�0.006]
2-PrOH–W WB 10 1.657 0.544 224.216 412.162 57.049 71.067 0.161 �2.1� 10�5


[�0.196] [0.023]
25 1.573 0.551 192.625 349.592 56.173 70.433 0.137 8.8� 10�7


[�0.003] [�0.053]
40 1.464 0.579 120.650 208.377 55.623 69.880 0.164 2.9� 10�6


[�0.103] [�0.068]
60 1.380 0.598 102.535 171.463 54.654 69.434 0.099 5.5� 10�6


[�0.104] [�0.033]
QB 10 1.291 0.392 30.621 78.115 58.420 64.785 0.045 2.0� 10�5


[�0.020] [0.015]
25 1.258 0.428 26.418 61.724 58.062 64.574 0.036 �6.3� 10�8


[�0.042] [�0.014]
40 1.216 0.444 23.708 53.396 57.724 64.325 0.029 9.0� 10�6


[�0.014] [�0.005]


Continues
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(iii) As stated above, an increase in temperature affects
ROH more than W, and this leads to a measurable
‘depletion’ of ROH in the probe solvation micro-
sphere, so that ’W/ROH increases. Except for one
case, all ’W/ROH are smaller than unity, i.e. the
probes are preferentially solvated by ROH in
the temperature range studied. The exception
is MC in 2-PrOH/W, where the deviation from
ideality is positive in the water-poor region
(�Analytical


w � 0:34). This means that the preferential
solvation is by water, which results in a ’W/ROH of
ca 3. The pKa of the probes are 4.78, 6.80 and 8.37
for WB, QB and MC, respectively,4,8 and the corre-
sponding values for the alcohols are 15.5, 16.1 and
17.1 for MeOH, 1-PrOH and 2-PrOH, respec-
tively.15 Since H-bonding is a dominant factor in
probe–solvent interactions, it is plausible that the
tendency of the most basic, most hydrophilic probe,
MC, to discriminate between W and ROH increases
with increasing �pKa [¼ pKa (ROH)�pKa (W)],


giving rise to the observed preferential solvation by
water in a certain composition range.


(iv) Preferential ‘clustering’ of water and alcohol as a
function of increasing temperature means that the
strength of ROH–W interactions also decreases in
the same direction,9d,10a,16 with a concomitant de-
crease in the ability of the mixed solvent to displace
both water and alcohol. This explains the decrease of
’ROH–W/ROH and ’ROH–W/W as a function of increas-
ing temperature.


(v) Table 1 shows that m decreases as a function of
increasing temperature; its value is close to unity for
all probes in MeOH, and for QB and MC in the other
two solvents. This gives credence to the suggestion


that solvatochromism is affected by a relatively small
number of molecules, e.g. those H-bonded to the
probe phenolate oxygen.


(vi) Thermo-solvatochromism of WB and QB has been
studied in these aqueous alcohols at 10, 25, 35 and
45 �C.4c It is interesting to examine the results of the
application to the previously employed model in
aqueous 1-PrOH and/or 2-PrOH at 10 and 25 �C.
The reason for not including MeOH is that Eqn (3)
described ET versus �W satisfactorily, at least sta-
tistically. Compared with the results of the present
model, previous treatment of thermo-solvatochro-
mic data resulted in larger values of m, 3.25� 0.25
(WB) and 2.5� 0.3 (QB), smaller values of ’W/ROH,
0.39� 0.27 (WB) and 0.12� 0.04 (QB), and much
smaller ’ROH–W/ROH and/or ’ROH–W/W, 5.7� 0.9
(WB) and 2.8� 0.14 (QB), 68� 27 (WB) and
20.8� 4.0 (QB), respectively. The equations that
were employed previously to calculate m and the
appropriate ’ are as follows:4c,7a


a ¼ ’W=ROH � EW
T � EROH


T


� �
ð16Þ


b ¼ ’ROH�W=ROH � EROH�W
T � EROH


T


� �
ð17Þ


where the symbols have their usual meanings. The
mathematical forms of Eqns (15)7a and (26) (see later:
dependence of ET on solution composition; see Calcula-
tions section) are different; they are based on bulk and
effective solvent concentrations, respectively. Therefore,
direct comparison between the data for the two models is
rendered difficult, although both models point to the same
trend, namely thermo-solvatochromism depends on the
structure of the probe, and an increase in temperature
causes gradual desolvation of the latter.


Table 1. Continued


ET ET


Solvent Probe T ( �C) m ’W/ROH ’ROH–W/ROH ’ROH–W/W (probe)ROH
a (probe)W


a SDb �Qb


60 1.185 0.461 23.403 50.766 57.162 63.902 0.035 3.3� 10�7


[�0.052] [�0.022]
MC 10 1.243 2.837 120.360 42.425 52.874 64.722 0.093 �1.7� 10�4


[�0.044] [�0.046]
25 1.207 2.918 105.188 36.048 52.167 64.481 0.094 �3.6� 10�6


[0.033] [�0.021]
40 1.141 3.034 73.402 24.193 51.512 64.217 0.098 �1.6� 10�7


[0.019] [�0.045]
60 1.071 3.181 45.249 14.225 50.797 63.810 0.107 �2.6� 10�4


[�0.017] [�0.040]


a Calculated by regression. The values in brackets are �ET(probe)Solvent (ROH and/or W)¼ experimental �ET(probe)Solvent � calculated �ET(probe)Solvent.
b SD¼ standard deviation; �Q¼ sum of the squares of the residuals.


Eobs
T ¼ EROH


T þ að�Bk
w Þm þ b


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð1 � �Bk


w Þ�Bk
w �m


p
ð1 � �Bk


w Þm þ ’W=ROHð�Bk
w Þm þ ’ROH�W=ROH


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ð1 � �Bk


w Þ�Bk
w �m


p ð15Þ
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CONCLUSIONS


Solvatochromic response can be described by a solvent-
exchange mechanism in which W and ROH–W com-
plexes exchange with alcohol and/or water present in the
probe solvation micro-sphere. The temperature effect on
solvent fractionation factors is rationalized in terms of the
structures of W and ROH and their mutual interactions. A
temperature increase results in gradual desolvation of
every probe, in all binary mixtures. This is relevant to the
analysis of activation parameters of reactions carried out
in pure and/or mixed solvents, especially when the
difference between polarities of reagents and activated
complexes is relatively large.


CALCULATIONS


Determination of Kassoc and �Effective
Species from density


data


The model discussed by Katz and co-workers17 was
employed to determine the association constant of W
and ROH from density data. The model is based on the
formation of a 1:1 W–ROH complex, Eqn (9), whose
dissociation constant, Kdissoc, is given by


Kdissoc ¼
ROH½ � W½ �
ROH--W½ � ð18Þ


where the required Kassoc is the reciprocal of Kdissoc. In a
mixture of W, ROH and ROH–W, the solution density is
given by


d ¼ W½ �Mw þ ½ROH�MROH þ ½ROH�W�MROH--W


W½ �Vw þ ½ROH�VROH þ ½ROH�W�VROH--W


ð19Þ


where [W], [ROH], [ROH–W], M and V refer to molar
concentration, molecular mass and molar volume of the
appropriate species, respectively. [W], [ROH] and
[ROH–W] are given by


½W� ¼ �bþ ðb2 þ 4cÞ0:5


2
ð20Þ


½ROH� ¼ �


VROH


� ½ROH--W� ð21Þ


½ROH--W� ¼ 1 � �


VW


� ½W� ð22Þ


Where � is the analytical volume fraction of ROH and the
coefficients b and c in Eqn (20) are given by


b ¼ Kdissoc þ
�


VROH


þ �


VW


� 1


VW


ð23Þ


c ¼ Kdissoc


1


VW


� �


VW


� �
ð24Þ


The input data to solve Eqn (19) include MW, MROH,
MROH–W, VM and VROH, along with initial estimates for


Kdissoc and VROH–W. The densities were calculated by
iteration until �Q was �10�3. In order to reduce the
number of iterations, the following constraint was em-
ployed: VROH–W	 sum of the molar volumes of W and
ROH, calculated with commercial software (Spartan-Pro
program package, version 5.1; Wave Function, Irvine,
CA, USA), corrected for T. Densities were taken from the
literature, MeOH, 25–45 �C,17b,c and 1-PrOH, 25–
50 �C.18 We have determined densities of 2-PrOH–W in
the range 15–50 �C. As shown by the following regres-
sion analysis, the van’t Hoff equation applied satisfacto-
rily to the data and was employed, when required, to
obtain Kassoc at the desired temperature (see Table 2).
Figure 7 shows typical results, where the densities are
experimental and the curve was obtained by iteration:


MeOH --W : logKassoc ¼ þ995:972T�1 þ 1:098;


r ¼ 0:9958


1-- PrOH --W : logKassoc ¼ þ757:094T�1 þ 1:451;


r ¼ 0:9920


Table 2. Calculated Kassoc at different temperatures for
MeOH–W, 1-PrOH–W and 2-PrOH–W


Binary mixture Temperature ( �C) Kassoc (l mol�1)


MeOH–Wa 10 263.9
25 173.3
35 140.3
45 106.7


1-PrOH–Wb 10 16.8
25 12.3
40 9.3
60 6.7


2-PrOH–W 10 8.6
25 8.1
40 7.7
60 7.2


a Densities at 25–45 �C were taken from Refs 17a and b and were
calculated at the desired temperatures by applying the van’t Hoff equation.
b Densities at 25–50 �C were taken from Ref. 18 and were calculated at the
desired temperatures as indicated for MeOH–W.


Figure 7. Representative plot showing the dependence of
calculated and experimental solution density on the volume
fraction, �, of 2-PrOH in ROH–W mixture at 25 �C
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2 � PrOH --W : logKassoc ¼ þ144:404T�1 � 0:425;


r ¼ 0:9975


Modified preferential solvation model: explicit
consideration of ROH–W in bulk solvent


The probe solvation micro-sphere is composed of W,
ROH and ROH–W. The observed ET, Eobs


T , is the sum of
the polarity of each component, EW


T , EROH
T , and ET


ROH–W,
respectively, multiplied by the corresponding mole frac-
tion in the micro-sphere, �Probe


w , �Probe
ROH and �Probe


ROH--W,
respectively:


Eobs
T ¼ �Probe


w EW
T þ �Probe


ROH EROH
T þ �Probe


ROH�WEROH�W
T


ð25Þ


Substitution of Eqns (12) and (13) in Eqn (25) gives
(where �Probe


w þ �Probe
ROH þ �Probe


ROH�W ¼ 1):


where m, �Bk;Effective
ROH , �Bk;Effective


w and�Bk;Effective
ROH�W refer to


the number of molecules in the micro-sphere that affect
solvatochromic response and effective mole fractions of
the appropriate species in bulk solvent, respectively. The
input data to solve Eqn (26) include Eobs


T , EW
T ,


EROH
T and �Effective


Species , along with initial estimates of m,
EROH�W


T and the appropriate solvent fractionation factors.
Eobs


T was calculated by iteration until �Q was � 10�3.
Consider solvatochromism in the absence of dielectric


enrichment and/or preferential solvation, i.e. when all
solvent fractionation factors are unity. Under these con-
ditions, Eqn (26) is reduced to Eqn (25), provided that
m¼ 1, a plausible and experimentally sound assumption.
In other words, Eqn (26) is a general equation, capable of
describing ideal and non-ideal solvation schemes.


All calculations were based on a laboratory-developed
BASIC script that relies on the S-Plus 2000 program
package (MathSoft, Seattle, WA, USA).
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Anna Piątek,1 Christian Chapuis2y and Janusz Jurczak1,2*
1Department of Chemistry, University of Warsaw, Pasteura 1, PL-02-093 Warsaw, Poland
2Institute of Organic Chemistry, Polish Academy of Sciences, Kasprzaka 44/52, PL-01-224 Warsaw, Poland


Received 19 December 2002; revised 24 May 2003; accepted 26 May 2003


ABSTRACT: A new six-membered ring (2R)-bornane-10a,2-sultam was tested as chiral auxiliary for the [4þ 2]
cycloaddition of cyclopentadiene to the bis-fumaroyl derivative (�)-1f and shows under chelating conditions similar
complete selectivity to Oppolzer’s sultam. Inversion of the �-face selectivity is nevertheless observed under
uncatalyzed conditions under the influence of solvent polarity, varying from 82% de for the (2R,3R) cycloadduct
2f in trifluoroethanol to 70% de in favour of the (2S,3S) diastereoisomer in hexane as solvent. A predictive linear
correlation is observed between the stereoselectivity and the solvent parameters according to the Abboud–Abraham–
Kamlet-Taft model. PM3 calculations allowed a rationalization of these results based on the transition-state dipole
moment. Illustrated by an x-ray analysis of cycloadduct (2S,3S)-2f, the main structural differences and influences in
terms of steric and stereoelectronic factors are discussed by comparison of the five- versus six-membered ring
homologues. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: polarity; stereoselective; asymmetric; cycloaddition; Diels–Alder; sultam


INTRODUCTION


We recently presented the complete �-facial selectivity
shown by the TiCl4-catalyzed [4þ 2] cycloaddition of
cyclopentadiene to N-fumaroyl mono-and bis[(2R)-bor-
nane-10,2-sultam], (�)-1a,b (Scheme 1).1,2 In addition to
the influence of diverse Lewis acids, and applications to
diverse dienes,3 we also reported in detail the influence of
the solvent polarity, ranging from apolar CO2 super-
critical fluid to ionic liquid.4 We observed that, in contrast
to other auxiliaries,5 a strong influence and a clear
correlation between increasing solvent polarity, accord-
ing to the Reichardt ET(30) scale,6 and increasing
�-facial selectivity was found during the uncatalyzed
cycloaddition of (�)-1b to cyclopentadiene.4 More
recently, a similar observation was reported for the 1,3-
dipolar azomethine ylid cycloaddition to (�)-1c.7 In
contrast, a reverse solvent effect was observed during the
1,3-dipolar addition of a nitrile oxide to the N-acryloyl


derivative (�)-1d, and we made the same observation
during the thermal [4þ 2] cycloaddition of cyclopenta-
diene to dienophile (�)-1e.9 We also recently reported the
synthesis of a six-membered ring sultam (�)-Rc-H,10


homologous to the (�)-(2R)-bornane-10,2-sultam auxili-
ary (�)-Ra-H,11 and we now wish to present a third
example where the �-facial selectivity is completely
reversed depending on the solvent employed.


RESULTS


Crystalline dienophile (�)-1f was obtained in 74% yield
after deprotonation of (�)-(2R)-10a-homobornane-10a,2-
sultam, (�)-Rc-H, with NaH (1.1 mol equiv.) in THF and
addition of fumaroyl chloride (1.5 mol equiv.). When (�)-
1f was treated at �78 �C in CH2Cl2 with 1.0 mol equiv. of
TiCl4 and 4.0 mol equiv. of cyclopentadiene, the cycload-
duct (2R,3R)-2f was obtained in quantitative yield and
99% de after 18 h. A similar selectivity was also obtained
under catalytic conditions (0.5 mol equiv., 98% yield).
Under chelating conditions, dienophile (�)-1f is thus fully
comparable in efficiency with its five-membered ring
analogue (�)-1b.2 When the same reaction was repeated
in the absence of Lewis acid, the conversion after 18 h
was incomplete (4% yield) and the diastereoselectivity
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dropped to 31% de in favour of the (2R,3R) diastereoi-
somer. When compared with the full conversion and 89%
(2R,3R)-2b de obtained with (�)-1b under the same
conditions,2 we can conclude that (�)-1f is less reactive
and selective under uncatalyzed conditions. This was
confirmed when the reaction was performed at 20 �C
since, after 18 h, the fully converted material exhibited
37% de in favor of (2R,3R)-2f as compared with 85% de
in the case of (2R,3R)-2b.2 The conversion and diaster-
eoselectivity were readily measured directly by integra-
tion, in the 500 MHz 1H NMR spectrum, of the olefinic
signals of the crude diastereoisomeric mixture of
cycloadducts 2f with a precision of � 2% de. The
stereoisomer (2S,3S)-2f shows signals at 6.16 and
6.22 ppm, while analogous signals for the second stereo-
isomer (2R,3R)-2f resonate at 5.95 and 6.38 ppm, as
compared with the signal at 7.44 ppm for dienophile
(�)-1f. The absolute configuration was determined by
reduction of the stereoisomer (2S,3S)-2f to the known
diol (�)-(2S,3S)-312 {LiAlH4, 2.0 mol equiv. THF, 93%
yield, SiO2 hexane–Et2O (7:3),½��20


D ¼ �16:0, c¼ 1.1,
CHCl3} with recuperation (94% yield) of the chiral
auxiliary, and was independently confirmed by x-ray
analysis of the crystalline cycloadduct (2S,3S)-2f as
shown in Fig. 1.


By analogy with (�)-1b, we increased the solvent
polarity, which resulted in an amelioration of the �-facial
selectivity to 72% de in MeCN and 77% de in MeNO2.
As also earlier observed in the case of (�)-1b, the use of
more polar but activating hydrogen bond donor protic
solvents such as MeOH (45% de) or CF3CH2OH (82%
de) (Table 1) resulted in a right-shifted parallel and
similar polarity influence.4 This certainly results from a
different mechanistic/conformational pattern due to


activation of the dienophile by H-bond complexation
with the carbonyl moiety. When these two hydroxylic
solvents are omitted, a good linear correlation (r¼ 0.97,
s¼ 0.154) is obtained (see Fig. 2).


We then turned our attention to less polar solvents such
as CHCl3 (�12% de), AcOEt (�22% de) and toluene
(�59% de) and observed inversion of the sense of �-
facial selectivity, as reported earlier for another analogue
of (�)-1a.12 We thus could reach up to 70% de in favor of
diastereoisomer (2S,3S)-2f in hexane by working under
0.0005 M high dilution conditions owing to the low
solubility of dienophile (�)-1f, albeit with incomplete
chemical conversion. Since the diastereoselectivity
observed in the apolar Et3N (�45% de) was not as high
as expected, we then turned our attention towards a


Scheme 1


Figure 1. ORTEP diagram of (2S,3S)-2f with arbitrary atom
numbering. Ellipsoids are represented at the 50% probabil-
ity level
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more generalized definition of the polarity as expressed
by the multi-parameter Abboud–Abraham–Kamlet–Taft
model,13 where log(dr) may by expressed as a linear
correlation of diverse solvatochromic parameters as
previously defined.4 The �*, �, �, � and square of
Hildebrand indexes are characteristic of the solvent and
have been recently compiled Migron and Marcus14 and
Chastrette et al.15 Based on 10 solvents, we found that the
Hildebrand index as parameter of the cohesive pressure
was statistically not relevant and could be omitted with-
out further alteration of the linear correlation. Thus a
good fit was found between the experimental and calcu-
lated diastereoselectivity [log(dr)] as shown in Fig. 3. A
correlation coefficient of 0.97 was found (r2¼ 0.94) with
a standard deviation of 0.21 when the equation was fitted
with the following parameters:


logðdrÞ ¼ �0:658 þ 1:723�� � 0:854�


þ 0:253�� 0:257�


Two additional solvatochromic parameters were never-
theless statistically not significant and a simpler correla-
tion could be obtained with the �* as well as �
solvatochromic parameters [log(dr)¼�0.745þ 1.927
�* �0.915�; r¼ 0.95, r2¼ 0.90, s¼ 0.237] without sig-
nificant loss of precision. Thus, 10 different experimental
points are sufficient to evidence a linear correlation
possessing two degrees of freedom and, since the solvent
dependence is in line with our precedent results,4,9,16 we
decided that further examples would be unnecessary. The
most divergent result was obtained in AcOEt.


DISCUSSION


For both s-cis and s-trans conformations, we calculated
the energies of the rotamers around the N—C(O) bond of
the simplified N-crotonoyl dienophile (�)-1h. When
compared with the results reported for the analogous
dienophile (�)-1g (see Fig. 4),16 one notices remarkable


Figure 2. Diastereoselectivity of the uncatalyzed cycloaddi-
tion of (�)-1f to cyclopentadiene as a function of the solvent
polarity as defined by the ET(30) values of Reichardt
(dr¼diastereoisomer ratio)


Table 1. Dependence of the diastereoselectivity of the cycloaddition (�)-1f to 2f on the polarity and solvatochromic indexes


Solvent Conversion (%) de ET(30) Log(dr) �* � � � Calculated Residual


CF3CH2OH 100 82 59.8 1.005 0.73 1.51 0.00 0.0 0.983 0.022
MeOH 100 45 55.4 0.421 0.60 0.98 0.66 0.0 0.455 �0.034
MeNO2 100 77 46.3 0.886 0.85 0.22 0.06 0.0 0.847 0.039
MeCN 100 72 45.6 0.788 0.76 0.00 0.29 0.0 0.577 0.211
CH2Cl2 100 37 40.7 0.337 0.82 0.13 0.10 0.5 0.335 0.002
CHCl3 100 �12 39.1 �0.105 0.58 0.20 0.10 0.5 �0.060 �0.044
AcOEt 100 �22 38.1 �0.194 0.55 0.00 0.45 0.0 0.174 �0.369
Toluene 100 �59 33.9 �0.589 0.54 0.00 0.11 1.0 �0.610 0.021
Et3N 100 �45 32.1 �0.421 0.14 0.00 0.71 0.0 �0.599 0.178
Hexane 16 �70 31.0 �0.753 �0.04 0.00 0.00 0.0 �0.727 �0.027


Figure 3. Experimental versus predicted diastereoselectivity
of (�)-1f based on the Abboud–Abraham–Kamlet–Taft
model (dr¼diastereoisomer ratio)
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differences. Thus, for example, the practically coplanar
conformations (ca 160 and 340 �) are no longer among
the lowest energy conformations. In the case of the six-
membered ring analogue (�)-1h, the most stable confor-
mations are around 90 and 270 � and these orthogonal
conformations are energetically very close to each other
with respect to both s-cis and s-trans conformers.
Furthermore, these energetic wells are much wider in
comparison with those reported for (�)-1g, ranging from
ca 60 to 140 � and 240 to 330 �.


In order to monitor whether a more bulky substituent in
the �-position could modify the energetic profile of the


rotamers around the N—C(O) bond, we systematically
performed the same calculations for the s-cis/trans-s-cis
and s-cis/trans-s-trans coplanar conformations of the N-
fumaroyl derivatives (�)-1a and (�)-1i. The results
reported in Figs 5 and 6 show that very similar behavior
and identical conclusions arise from the comparison of
the five- versus six-membered ring analogues. In the case
of (�)-1a, the �-system of the dienophile may easily profit
from the conjugation with the sultam moiety (ca 160 and
340 �) with a remarkable differentiated energy in favor of
the s-cis-s-cis/trans as compared with the s-trans-s-cis/
trans conformers. In contrast, the six-membered ring


Figure 4. Rotamer energies for s-cis (&) and s-trans (&) (�)-1h (left) and (�)-1g (right)


Figure 5. Rotamer energies for s-cis-s-cis (&) and s-trans-s-cis (&) (�)-1i (left) and (�)-1a (right)


Figure 6. Rotamer energies for s-cis-s-trans (&) and s-trans-s-trans (&) (�)-1i (left) and (�)-1a (right)
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analogous dienophile (�)-1i imposes orthogonal confor-
mations (ca 80 and 270 �) with very poor energetic
differentiations between s-cis and s-trans conformations
of the C�


——C� double bond.
Based on semi-empirical PM3 calculations,17 we ear-


lier rationalized the increasing diastereoselectivity
observed in polar solvents during the uncatalyzed
cycloaddition of cyclopentadiene to (�)-1b by the fact
that the transition states resulting from the C�-re attack
possessed systematically a higher dipole moment com-
pared with the energetically disfavored corresponding
C�-si face transition states.4 Alternatively, the situation
was inverted in the case of dienophile (�)-1e.9 Using the
same method of calculation and constraining parameters
(0.05 mdyn Å�2 for S—N—C——O and 0.2 mdyn Å�2 for
the O——C—C——C torsional angles),18 we systematically
determined the energies of the transition states for all
possible coplanar and orthogonal conformers of (�)-1f
(four of them are shown in Scheme 2). For each non-
symmetric conformer, both pseudo ‘endo’ and ‘exo’
approaches were calculated for both faces, but only the
lowest energy is reported in Table 2.


Furthermore, only the five most stable coplanar con-
formers are disclosed, since the conformational energies
and the transition-state energies of the others are far
larger and thus do not statistically intervene in the stereo-
selective course of this reaction. Thus, for example, in
these undisclosed series, the conformational energy
varies from �186.82 kcal mol�1 for the bis(syn-s-trans)
conformer to �193.95 kcal mol�1 for the syn-s-cis-s-
trans-anti conformer (1 kcal¼ 4.184 kJ). The lowest un-
reported transition state was obtained for the C�-re face
attack on the latter, with an energy of�128.85 kcal mol�1.


In order to determine if the lowest diastereo-
selectivity observed for (�)-1f as compared with (�)-1b
results from this higher flexibility and from the smaller
s-cis/s-trans conformational energetic differences, we
also systematically calculated the energies for the


Scheme 2
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orthogonal conformers. We found five conformers below
�196.5 kcal mol�1, the most stable one being the 90-s-
cis-s-trans-90 conformation with �200.23 kcal mol�1.
Nevertheless, the transition states derived from this latter
conformation are fairly high in energy when compared
with the lowest one (see Table 2). With an energy of
�193.44 kcal mol�1 the bis(270-s-trans) conformer does
not statistically influence the reaction, while the transi-
tion states of both other orthogonal bis-s-trans confor-
mers are too high in energy. The minimum at
�134.94 kcal mol�1 is reached for the C�-si attack on
the 90-s-cis-s-trans-270 conformer. Alternatively, taking
into account the heat of formation of 1,3-cyclopentadiene
at infinite separation (31.75 kcal mol�1), the lowest bar-
rier is found between the bis(anti-s-cis) conformer and its
C�-re transition state at �134.57 kcal mol�1.


We indicate in bold and italics the most relevant
transition states within 3.0 kcal mol�1 of the lowest
one. The transition states having a large dipole moment
are indicated in bold, and those in italics refer to a
smaller dipole moment. Consequently, in very polar
solvents, one C�-si attack on the 90-s-cis-s-trans-270
conformer resulting in a transition-state barrier of
32.13 kcal mol�1 competes with two kinetically favoured
C�-re attacks on the bis(anti-s-cis) and bis(90-s-cis)
symmetric conformers with transition barriers of 31.13
and 32.12 kcal mol�1, respectively. This rationalizes the
higher selectivity for the (2R,3R)-cycloadduct 2f in polar
solvents. Under apolar conditions, the highly polar tran-
sition states are disfavoured and their overall participa-
tion diminishes. Thus, in particularly apolar solvents two
C�-si attacks on the bis(90-s-cis) and 90-s-cis-s-cis-270
conformers with transition barriers of 32.30 and
32.56 kcal mol�1, respectively, compete with a single
less favorable C�-re attack (33.24 kcal mol�1) on the
latter conformer, thus favouring the (2S,3S)-cycloadduct
2f. Between these two theoretical extremes, the stereo-
chemical course of the reaction is determined by a
combination of these six transition states depending on
the solvent polarity.


Amongst the reactive coplanar conformations pre-
sented here, two of them orientate the N lone pairs in
opposite directions, while the syn-s-trans-s-cis-anti and
both symmetric bis(syn-s-cis) and bis(anti-s-cis) confor-
mers orientate their N lp in a cumulative unidirectional
way. Nevertheless, as expressed by the atomic coeffi-
cients on the C�-re and si faces (see Table 2), this
stereoelectronic influence is small and the �-face oppo-
site to the N lp is only slightly privileged to an insignif-
icant extent from an electronic point of view. This weak
stereoelectronic influence is further confirmed when the
steric interactions are also considered. Indeed, the privi-
leged C�-re attack on the bis(anti-s-cis) conformer
corresponds to a mismatching steric and stereoelectronic
interactions, while the bis(syn-s-cis) conformer which
cooperatively cumulates both steric and stereoelectronic
factors18 does not even participate in the overall stereo-


chemical course of this cycloaddition. These features are
thus in complete contrast with those imposed on dieno-
phile (�)-1b by the analogous five-membered ring sultam
(�)-Ra-H.


This may by rationalized by inspection of the Newman
projection of the S—N—C——O portion (Fig. 7). In the
case of the five-membered ring, the thermodynamically
stable, practically coplanar conformation (projection A)
allows a perfect alignment of the dienophilic �-system
with the N lp and fully profits from delocalization with
the electron-withdrawing sultam moiety. The C�—H
substituent practically bisects the O(1)——S——O(2) moi-
ety in this anti-s-cis example. Since the same argument
may be used for the syn-s-cis conformation with the
pseudo-equatorial C(3), we shall therefore discuss only
one conformation. In the case of the six-membered ring,
the alignment of the �-system is precluded by the severe
steric interactions of both C�-H/S——O(2) and C——O/C(3),
due to the equatorial orientation of these substituents
(projection B). The stereoelectronic alignment is thus lost
and furthermore a destabilizing steric interaction between
the C——O and C(3)H2 is observed when the S—N—C——
O angle reaches ca 180 � (projection C). The single steric
interaction between the C�—H/S——O(2) is less destabi-
lizing when the S—N—C——O torsional angle is about
120 � (projection D). Although the lowest energy con-
formations are reached when the angle is about 70–90 �


(see Table 2 and Fig. 3), a second low-energy region
occurs at 265–285 � but is slightly higher in energy.


The x-ray analysis of (2S,3S)-2f (Fig. 1, Table 3)
clearly shows one S—N—C——O dihedral angle at ca
120 � and the second at 137 � as expected from PM3
conformational analysis (Fig. 3) and transition-state cal-
culations (Table 2). Following the usual trends of sul-
tams, but in contrast to (�)-Ra-H,10 the S—N bond is
shorter than the S—C bond while the N lp is antiper-
iplanar to the axial S——O(1) substituent. The N atoms in
cycloadduct (2S,3S)-2f are more pyramidalized than that
exhibited by the x-ray analysis of the free (�)-Rc-H10 and


Figure 7. Newman projections of the S—N—C——O portion
of the five- and six-membered ring sultams
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consequently the S—N bonds are slightly longer. The
axial S——O(1) bond lengths are also equal to or longer
than those of the corresponding equatorial S——O(2)
moieties.


Five of the six lowest energy transition states under
consideration originate from the bis(s-cis) conformers.
Finally, keeping this part of the �-system rigid, we
systematically fully rotated, in increments of 30 �, both
extreme SO2N—C(O) torsion angles for the C�-re attack.
None of these generated transition states were lower in
energy than those already calculated for both coplanar
and orthogonal angles. On the same face and for the
rigidified s-cis-s-trans conformation, systematic rota-
tion of both prosthetic groups in 30 � increments did
not allow us to find a transition state lower than
�134.57 kcal mol�1, thus confirming the kinetic origin of
the (2R,3R) stereoselectivity when using polar solvents.


CONCLUSION


Under Lewis acid-mediated chelating conditions, dieno-
phile (�)-1f derived from the six-membered ring sultam
(�)-Rc-H behaves efficiently and similarly to its five-
membered ring analogue (�)-1b with up to 99% de in
favour of the (2R,3R) cycloadduct (�)-2f. Addition of a
single methylene link in the five-membered ring sultam
moiety of dienophile (�)-1b results in important, unfa-
vourable changes in the chemical reactivity and stereo-
selectivity under uncatalyzed conditions. This originates
from the conformational non-alignment of the dieno-
philic reactive �-system with the N lp of the prosthetic
group due to the geometry of the six-membered ring.
By modification of the solvent polarity, we could never-
theless reach, in trifluoroethanol, up to 82% de in
favour of the (2R,3R) cycloadduct 2f and, conversely,
up to 70% de in favor of the (2S,3S) adduct 2f in hexane.
The dienophiles derived from (�)-Rc-H such as (�)-1f,h


are also characterized by greater rotational barriers
but increased number of possible rotamers around the
S—N—C——O bond, in addition to their propensity to
adopt orthogonal and s-trans conformations when com-
pared with their conformationally, particularly rigidified
five-membered ring analogues (�)-1b,g.


PM3 calculations allowed us to find three low-energy
transition states exhibiting a high dipole moment and
three other less polar ones, allowing a rationalization of
the observed inversion of stereoselectivity dependent on
the solvent polarity. Although our rationalization fits the
observed experimental data well, we cannot exclude that
conformers of the —SO2N—C(O)—CH——CH—C(O)—
NSO2— �-system other than coplanar and orthogonal
geometries may participate in the overall stereochemical
course of this reaction, since only the specific thermo-
dynamically favoured bis(s-cis) and s-cis-s-trans confor-
mations were systematically calculated with a rotational
increment of 30 � for the C�-re face.


EXPERIMENTAL


General.19 Crystal data regarding structure (2S,3S)-2f are
given in Table 4. All measurements of crystals were
performed on a Kuma KM4CCD k-axis diffractometer
with graphite-monochromated Mo K� radiation. The
crystal was positioned at 65 mm from the KM4CCD
camera; 288 frames were measured at 1.6 � intervals
with a counting time of 10 s. The data were corrected for
Lorentz and polarization effects. An Na absorption correc-
tion was applied. Data reduction and analysis were carried
out with the Kuma Diffraction (Wrocław) programs.


The structure was solved by direct methods20 and
refined using SHELXL.21 The refinement was based on
F2 for all reflections except those with very negative F2.
Weighted R factors wR and goodness-of-fit S values are
based on F2. Conventional R factors are based on F with


Table 3. Selected bond lengths (Å) and angles ( �) of (2S,3S)-2f


Bond or angle Parameter Value Parameter Value


S——O S1——O2 1.430(4) S2——O5 1.420(5)
S——O S1——O3 1.429(4) S2——O6 1.434(5)
S—N S1—N1 1.659(4) S2—N2 1.667(5)
S—C S1—C2 1.774(7) S2—C14 1.751(7)
N—C N1—C9 1.503(7) N2—C21 1.513(7)
N—C(O) N1—C1 1.458(8) N2—C13 1.449(8)
O——S——O O2——S1——O3 117.6(2) O5——S2——O6 118.1(3)
C—N—S C9—N1—S1 112.2(4) C21—N2—S2 115.2(4)
C—N—C(O) C9—N1—C1 116.3(4) C21—N2—C13 112.3(5)
S—N—C(O) S1—N1—C1 117.1(4) S2—N2—C13 117.2(4)
C—N—S——O C9—N1—S1——O2 178.4(4) C21—N2—S2——O5 �166.2(5)
C—N—S——O C9—N1—S1——O3 49.1(4) C21—N2—S2——O6 63.4(5)
C—C—N—S C8—C9—N1—S1 173.3(5) C20—C21—N2—S2 162.4(5)
C(O)—N—S——O C1—N1—S1——O2 40.1(5) C13—N2—S2—O5 58.2(5)
S—N—C——O S1—N1—C1——O1 121.3(5) S2—N2—C13—O4 137.1(5)
�hN 0.352(5) 0.340(4)
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F set to zero for negative F2. The F2
0 > 2�ðF2


0Þ criterion
was used only for calculating R factors and is not relevant
to the choice of reflection for the refinement. The R
factors based on F2 are about twice as large as those
based on F. All hydrogen atoms were located from a
differential map and refined isotropically. Scattering
factors were taken from Tables 6.1.1.4 and 4.2.4.2 in
Ref. 22. The known configuration of the asymmetric
centres of the sultam unit was confirmed by the Flack-
parameter refinement.23 Crystallographic data (excluding
structural factors) for the structure (2S,3S)-2f have been
deposited as supplementary material with the Cambridge
Crystallographic Data Centre and allocated the deposi-
tion number CCDC 184595.


Dienophile (�)-1f. A solution of the six-membered
ring (2R)-10a-homobornane-10a,2-sultam10 (500 mg,
2.2 mmol) in toluene (10 ml) was added to a suspension
of NaH (250 mg, 6.1 mmol, 2.5 mol equiv.) in toluene
(25 ml). After 30 min at 20 �C, a solution of freshly
distilled fumaroyl chloride (0.13 ml, 1.2 mmol, 0.5 mol
equiv.) in toluene (5 ml) was added. After 18 h at 20 �C,
the mixture was heated at 40 �C for 1.5 h and 15%
aqueous NaHCO3 was added to the cold solution. After
separation, the aqueous phase was extracted (3� 10 ml)
with CH2Cl2 and the organic phase was dried (MgSO4)
and concentrated under vacuum. The residue was pur-
ified by column chromatography [SiO2, hexane–AcOEt
(8:2)] to furnish pure dienophile (�)-1f in 74% yield,
m.p. 220–222 �C (hexane–AcOEt). [�]D


20 ¼�22.1


(c¼ 1.0, CHCl3); Rf ¼ 0.14 [hexane–AcOEt (3:2)]. IR
(KBr): 3437, 2957, 1679, 1340, 1285.5, 1180, 763. 1H
NMR: 0.95 (s, 6H); 1.20 (s, 6H), 1.22 (m, 2H), 1.32 (m,
2H), 1.69 (m, 8H), 2.12 (dd, J¼ 3.2, 5.4 Hz, 2H), 2.18 (t,
J¼ 1.4 Hz, 1H), 2.21 (t, J¼ 6 Hz, 1H), 2.33 (td,
J¼ 1.8 Hz, 6, 2H), 3.11 (t, J¼ 1.4 Hz, 1H), 3.14 (t,
J¼ 1.6 Hz, 1H), 4.42 (td, J¼ 1.6, 5.6 Hz, 2H); 3.96
(dAB, J¼ 2.6, 5.7 Hz, 2H); 7.44 (s, 2H). 13C NMR:
20.3, 22.1, 24.3, 26.5, 36.3, 39.3, 45.9, 46.4, 47.9,
48.0, 66.6, 135.7, 166.2. HRMS: 561.2053; calculated
for C26H38N2O6NaS2 [MþNa]þ 561.2064.


(�)-Cycloadduct (2R,3R)-2f. General procedure for the
uncatalyzed cycloaddition: to a solution of (�)-1f (52 mg,
0.1 mmol) in the appropriate solvent (5 ml), cyclopenta-
diene (33 ml, 0.4 mmol) was added dropwise (along the
cold wall of the reaction flask when not performed at
20 �C). After 18 h, the solvent and the excess of cyclo-
pentadiene were evaporated under medium, then high
vacuum. The crude cycloadduct 2f (99% yield) was
submitted to 1H NMR analysis for de determination.
M.p. 140–142 �C (hexane–AcOEt). [�]D


20¼�61.6
(c¼ 1.0 CHCl3); Rf¼ 0.35 [hexane–AcOEt (3:2)]. IR
(film): 2958, 1704, 1340, 1158, 757. 1H NMR: 0.64
(s, 6H), 1.18 (m, 2H), 1.24 (s, 3H), 1.27 (s, 3H), 1.41
(m, 2H), 1.51 (m, 1H), 1.67 (m, 9H), 2.05 (m, 1H), 2.16
(m, 3H), 2.29 (m, 2H), 3.14 (m, 3H), 3.44 (m, 3H),
3.85 (m, 1H), 3.9 (m, 2H), 4.63 (t, J¼ 1.6 Hz, 1H),
5.95 (dd, J¼ 1.0, 2.2 Hz, 1H), 6.38 (dd, J¼ 1.2, 2.2 Hz,
1H). 13C NMR: 20.3, 20.35, 22.0, 22.2, 24.0, 24.02, 26.6,


Table 4. Crystal data and structure refinement of (2S,3S)-2f


Empirical formula C32H45Cl3N2O6S2


Formula weight 724.17
Temperature (K) 293(2)
Wavelength (Å) 0.71073
Crystal system Monoclinic
Space group P21


Unit cell dimensions
(Å) a¼ 14.013(3), b¼ 9.0085(18), c¼ 15.179(3)
( �) �¼ 90, �¼ 116.01(3), �¼ 90


Volume (Å3) 1722.1(6)
Z 2
Density (Mg m�3) 1.397
Absorption coefficient (mm�1) 0.433
F(000) electrons 764
Crystal size (mm) 0.53 0.44 0.18
T range for data ( �) 3.48 22.00
Index ranges �14� h� 14 �9� k� 9 �15� l� 15
Reflections collected 21312 4203
R(int) 0.0696
Refinement method Full-matrix least-squares of F2


Data/restraints/parameters 4203/1/586
Goodness-of-fit on F2 1.066
Final R indices [I> 2�(I)] R1¼ 0.0560, wR2¼ 0.1244
R indices (all data) R1¼ 0.0638, wR2¼ 0.1310
Abs. struct. parameter �0.17
Extinction coefficient 0.0057(13)
Largest peak and holes (e Å�3) 0.360 �0.295
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26.7, 36.47, 36.5, 40.0, 40.4, 45.98, 46.0, 46.8, 46.84, 47.2,
47.6, 47.89, 47.91, 48.3, 49.7, 52.0, 52.05, 52.06, 66.6,
66.7, 133.6, 138.6, 174.95, 176.0. HRMS: 627.2542;
calculated for C31H44N2O6NaS2 [MþNa]þ 627.2533.


(þ)-Cycloadduct (2S,3S)-2f. Both diastereoisomeric
cycloadducts could be separated by column chro-
matography [SiO2, hexane–AcOEt (8:2) for analytical
purposes. M.p. 212–216 �C (hexane–AcOEt). [�]D


20¼
þ109.2(c¼ 1.0, CHCl3); Rf¼ 0.38 [hexane–AcOEt
(3:2)]. IR (KBr): 2938, 1696, 1339, 1159, 719. 1H
NMR: 0.91 (s, 3H), 0.95 (s, 3H), 1.14 (s, 3H), 1.26 (s,
3H), 1.20–1.38 (m, 4H), 1.66 (m, 9H), 2.10 (m, 9H), 2.88
(dt, J¼ 4 Hz, 1H), 3.10 (dt, J¼ 3.8 Hz, 1H), 3.38 (m, 4H),
3.88 (m, 2H), 6.20 (m, 2H). 13C NMR: 20.27, 20.3, 22.3,
22.7, 24.3, 24.5, 26.6, 26.7, 36.3, 36.7, 38.7, 39.6, 42.7,
44.7, 45.8, 46.2, 47.0, 47.6, 47.9, 48.6, 49.1, 52.9, 56.7,
61.2, 61.35, 66.8, 67.55, 136.8, 138.2, 174.9, 176.0.
HRMS: 627.2514; calculated for C31H44N2O6NaS2


[MþNa]þ 627.2533.
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ABSTRACT: The vibrational spectra of chloranilic acid (2,5-dihydroxy-3,6-dichloro-[1,4]-benzoquinone) in the
solid state were studied by using inelastic neutron scattering (INS), infrared (IR) and Raman (R) spectroscopy. The
spectra were compared with simulated spectra using the Gaussian and Climax programs. Sufficiently good agreement
between the experimental and theoretical (DFT) spectra is observed although the calculations show that in the
crystalline state a bifurcation of hydrogen bonds takes place. Relatively strong intermolecular interactions are
noticeable when the experimental (x-ray) and calculated bond lengths and angles with participation of OH groups
are compared. The studies of the deuterium isotope effect in the IR and R spectra enabled us to analyse the low-
frequency out-of-plane vibrations and particularly the �(OH) and �(OD) modes. In the case of the �(OH) and �(OD)
vibrations, one observes a strong asymmetry of the bands (low-frequency wings), which can be interpreted in terms of
a coupling of the �(OH) mode with low-frequency ones damped by the lattice phonons and no fine structure of the
�(OH) and �(OD) bands is observed. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: chloranilic acid; vibrational spectra; DFT


INTRODUCTION


Benzoquinones, to which chloranilic acid belongs, are
interesting systems from the point of view of electron-
transfer reactions, which play an important role in
biological systems.1–4 Chloranilic acid (2,5-dihydroxy-
3,6-dichloro-[1,4]-benzoquinone, see Scheme 1) is inter-
esting additionally as it can be a component of molecular
complexes, being simultaneously an electron acceptor and
proton donor [charge transfer (CT) and hydrogen bonded
(HB) complexes]. There are already several reports re-
lated to the structure and properties of acid–base com-
plexes with participation of chloranilic acid.5,6 Recently,
attention has been paid to the possibility of its application
in crystal engineering as a component of supramolecular
synthons.7–9 The chemistry of complex compounds with
participation of chloranilic acid (see, for example, Refs 10
and 11) also appeared rich. There have been reports on
analytical and electrochemical applications of chloranilic
acid12,13 and also spectroscopic studies of H-bonded
complexes from the point of view of composition and
proton-transfer process.14–16


In the free molecule of chloranilic acid there are two
five-membered H-bonded chelate rings. In the crystalline
lattice, similarly to 2,5-dihydroxy-[1,4]-benzoquinone,17


there appear bifurcated hydrogen bonds, which lead to the
creation of a layer structure18 consisting of infinite tapes
with double O—H � � �O bridges. The interaction within
the layers takes place through contacts between the
chlorine and oxygen atoms. Bifurcated hydrogen bonds
are the important structural element in solid chloranilic
acid, similarly to 2,5-dihydroxy-[1,4]-benzoquinone: the
OH groups are engaged in the formation of two hydrogen
bridges. The interactions in the crystal do not change the
symmetry of the molecules, i.e. it remains C2h.


The influence of bifurcated hydrogen bonds on the
dynamics of molecules was considered in previous papers
devoted to 2,5-dihydroxy-[1,4]-benzoquinone.19,20 It has
been shown that additional hydrogen bonds do not disturb
substantially the dynamic pattern. For instance, the
�(OH) frequency, which is sensitive to hydrogen bond
interaction, is shifted from 3371 cm�1 in the gas phase to
3363 cm�1 and 3302 (3309) cm�1 in the solid state. For
the phenol molecule in CHCl3 solution this frequency is
3611 cm�1.21 This means that the intramolecular hydro-
gen bond is relatively strong although somewhat weaker
than the intermolecular bond. It should be mentioned
that NMR studies of diotropic proton migration in 2,5-
dihydroxy-[1,4]-benzoquinones showed relatively low
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barriers for proton transfer and can be interpreted in terms
of a rather strong O—H � � �O interaction.22


In a previous paper,20 the usefulness of the inelastic
neutron scattering (INS) technique in studies of low-
frequency vibrations (<1000 cm�1) with participation
of H atoms was demonstrated. The extension of these
studies to the dichloro derivative was justified as the
number of hydrogen atoms was reduced and thus the INS
spectrum simplified. As is known, most contributions in
INS spectra come from vibrations of hydrogen atoms.
From inspection of the literature, the vibrational spectra
of chloranilic acid, except for a few frequencies,14–16,23


have not been reported previously. Therefore, it seemed
desirable to undertake detailed studies of INS and also
infrared (IR) and Raman (R) spectra including analysis
using density functional theory (DFT) calculations.


EXPERIMENTAL AND CALCULATIONS


Chloranilic acid (99%, Fluka) was crystallized from ace-
tone. Deuteration was performed by twice recrystalization
from CH3OD. The degree of deuteration was ca 90%.


Neutron scattering data were collected at the pulsed
reactor IBR-2 in Dubna using the inverted time-of-flight
spectrometer NERA-PR.24 Details relating to the instal-
lation are reported elsewhere.25 A temperature of 22 K
was maintained. The spectra were converted from neu-
trons per channel to phonon density of states G(!)
function per energy transfer by standard programs. At
the energy transfers from 5 to 100 meV, the relative INS
resolution was about 3%.


IR spectra were recorded at room temperature in Nujol
or Fluorolube suspensions using either KBr or CsI plates


on a Bruker IFS 113v FT-IR spectrometer with a resolu-
tions of 2 cm�1. Raman spectra of powder samples were
recorded on a Nicolet Magna 860 FT Raman spectro-
meter. A diode-pumped Nd:YAG laser was excitation
source, with a power of ca 200 mW. Backscattering
geometry was applied. The resolution was set up for
2 cm�1; 512 scans were measured.


The structural parameters and frequencies, IR intensi-
ties and R activities of the molecule were calculated by
using the Gaussian 98 program26 at the HF, DFT B3LYP
and DFT BLYP/6–31G(dp) levels. The PED% values at
the BLYP/6–31G(dp) level were calculated using the
GAMESS program.27 The corresponding modes were
defined by means of internal coordinates according to
Pulay et al.28 Mass-weighted normal vibrational coordi-
nates were used to calculate the INS spectral profiles by
the CLIMAX program,29 adapted with author’s permis-
sion to parameters of the NERA-PR spectrometer.


RESULTS AND DISCUSSION


A comparison of the calculated and experimental geo-
metries of the chloranilic acid molecule is presented in
Table 1. From these data, it clearly follows that consider-
able deformation in the solid state takes place but only
with the fragment connected with the OH groups. The
formation of intermolecular hydrogen bonds leads to a
weakening of the intramolecular OHO bonds. This is
particularly well manifested in the O7 � � �H13 distance
and the O7—H13—O9 angle, which suggest a compe-
titive attraction of the hydrogen atom towards a neigh-
bouring molecule. Although in the crystalline lattice an
elongation of O7 � � �O9 bridge to 2.673(5) Å takes place,
we can still observe a relatively strong interaction com-
parable to that in the intermolecular bridge. As follows
from the x-ray diffraction studies, the length of the
intermolecular bridge is 2.769(4) Å. The O9—H13
bond length determined by x-ray diffraction cannot be
compared with the calculated value because, as is
known,30 the x-ray diffraction yields X—H bond lengths
ca 0.1 Å shorter than those determined by the neutron
diffraction technique.


The vibrational frequencies measured by using three
different techniques are compared with the calculated
values in Table 2. Simultaneously, the assignments of the
corresponding modes were performed based on the
PED% values. Only in three cases was the assignment
not successful, which is probably due to the overlapping
of experimental bands. The appearance of either Raman
or IR bands for a given mode corresponds to the C2h


symmetry of the molecules. On the other hand, almost all
modes are reflected in the INS spectrum. The two lowest
frequencies, which are overlapped by lattice phonons, are
exceptions. Three other frequencies not observed in the
INS spectrum have a very low intensity and overlap with
neighbouring bands. Note that because of the limited


Scheme 1
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resolution of the INS spectrometer, the bands above
1000 cm�1 cannot be interpreted.


Correlation between the calculated and experimental
frequencies was accomplished for three different levels
used in this study. For each method a constant scaling
factor (SF) was assumed. The results of correlations are
depicted in Fig. 1, which shows that both DFT methods
yield reasonably good agreement between calculated and
experimental data with high R2 values.


A better comparison of the calculated and experimental
spectra taking into account the band intensities can be
made using Figs 2–4. The simulation of IR and R spectra
was performed assuming the same band half-width of
8 cm�1. The simulation of the INS spectra was performed
by using the CLIMAX program.29 The frequencies were
calculated in all cases at the DFT B3LYP/6–31G** level
assuming a scaling factor of 0.956.


Qualitative agreement between the calculated and
experimental spectra can be seen, although it is clear
that some bands are not very well reproduced. The largest
differences are observed, however, in the intensities of
bands. This relates particularly to the 1200–1400 cm�1


region. The bands in this region are assigned to complex
modes with participation of �(OH) vibrations. In the
experimental INS spectrum the �(OH) band located
around 700 cm�1 is distinguished, as expected. The
�(OH) peak in the simulated spectrum is not so sharp.
One can only suppose that the accepted resolution of the
spectrometer (3%) is somewhat underestimated in this
region. Note that according to the expectation we should
not resolve the transitions above 1000 cm�1 connected
with �(OH) vibrations while the experiments allow us to
draw some semi-quantitative conclusions for this spectral
range.


Because the behaviour of bifurcated hydrogen bonds
was one of the main aspects of our study, particular
attention was paid to the �(OH) and �(OH) vibrations
and their isotope effect. The measured �(OH) value (the
band maximum) in the IR region is 3243 cm�1. The
calculated value is somewhat higher, similar to that found
for all other hydrogen-bonded systems. The difference
depends markedly on the calculation method and the
scaling factor used. One postulates that for frequencies of
stretching vibrations with participation of hydrogen
atoms the scaling factor should be smaller than that for
lower frequency regions.31


The intermolecular OH � � �O hydrogen bond length for
chloranilic acid is 2.769(4) Å compared with 2.728(4) Å
for 2,5-dihydroxy-[1,4]-benzoquinone, although in the
latter case the �(OH) value equals 3305 cm�1, i.e. there
is no correlation between bond lengths and �(OH) fre-
quencies. As will be shown, the interaction strength
expressed by the �(OH) frequencies is consistent with
expectation.


The �(OH) and �(OD) bands analysed for chloranilic
acid are characterized by strong asymmetry with a wing
in the low-frequency range, without any substructure, as
shown in Fig. 5. Such a picture can be interpreted in terms
of strong anharmonic coupling of a high-frequency
vibration with low-frequency vibrations.32,33 However,
a lack of substructure could indicate that the low-fre-
quency vibrations are strongly damped, which can justify
the application of the stochastic model of H-bond IR
spectra.34,35 The application of such a model to medium-
strong OH � � �O hydrogen-bonded systems leads to an
asymmetric shape of the �(OH) band exactly the same as
in this case.36 The maximum of the �(OD) band is located
at 2415 cm�1, i.e. the isotopic ratio ISR¼ 1.34. This


Table 1. Structural parameters of chloranilic acid (distances in Å, angles in degrees)


Calculated


Coordinates HF/6–31G** B3LYP/6–31G** BLYP/6–31G** Experiment: x-ray18


C1—C2 1.516 1.523 1.528 1.501(7)
C2—C3 1.332 1.359 1.373 1.346(6)
C3—C4 1.464 1.451 1.464 1.445(6)
C1—O7 1.192 1.227 1.245 1.222(4)
C2—O9 1.310 1.321 1.340 1.322(5)
C3—Cl11 1.718 1.731 1.754 1.717(5)
O9—H13 0.952 0.986 1.003 0.90
O7 � � �O9 2.589 2.570 2.588 2.673(4)
O7 � � �H13 2.049 1.930 1.908 2.30
C6—C1—C2 118.6 118.8 118.5 117.9(3)
C1—C2—C3 121.8 122.5 122.7 120.9(4)
C2—C3—C4 119.5 118.7 118.7 121.2(5)
O7—C1—C2 116.5 115.4 115.4 118.2(4)
C1—C2—O9 114.3 113.2 113.0 116.6(4)
O9—C2—C3 123.9 124.3 124.3 122.7(4)
C2—C3—Cl11 122.5 122.4 122.6 120.9(4)
Cl11—C3—C4 117.9 118.8 118.7 117.9(3)
C3—C4—O8 124.9 125.8 126.0 123.8(4)
O7—H13—O9 114.2 120.1 122.4 104
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implies a negligible deviation from the harmonic beha-
viour. For non-hydrogen-bonded phenol, ISR¼ 1.35.21


The D/H isotope effects in the fingerprint IR region are
presented in Fig. 6. These effects are only slightly
manifested in the region above 1200 cm�1, where the
�(OH) vibrations contribute, while they are spectacularly
exposed in the region below 1100 cm�1. The �(OH) and


Figure 1. Correlation between calculated (for three differ-
ent levels) and experimental frequencies


Figure 2. Calculated (upper) and experimental (22 K) INS
spectra of powder chloranilic acid


Figure 4. Calculated and experimental (upper) Raman spec-
tra of powder chloranilic acid


Figure 3. Calculated and experimental (upper) IR spectra of
chloranilic acid (Nujol suspension)


Figure 5. Shapes of �(OH) and �(OD) IR bands
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�(OD) bands are localized at 693 and 504 cm�1 with
ISR¼ 1.37. This means that these vibrations show almost
pure harmonic behaviour. Other bands localized above
700 cm�1 undergo a substantial shift towards lower
frequencies.


Very helpful for the interpretation of the isotope effect
in the IR spectrum in the mid-frequency region were the
calculations of frequencies and PED% for the deuterated
compound. The calculations show that in the range below
500 cm�1 the isotope effect is negligibly small. The
changes above 1600 cm�1 are typical of hydrogen-
bonded systems. They arise from some contribution of
�(OH) vibrations [and less from �(OD) for the deuterated
compound] with the main contribution of C——Cstr and
C——Ostr. In the spectrum of the deuterated compound
very well-shaped intense bands appear at 1039 and
914 cm�1, which are assigned to modes with a substantial
contribution of �(OD) vibrations. Particularly character-
istic is the band at 1039 cm�1, to which the main con-
tribution comes from �(OD) (40%). In the band at
914 cm�1 this contribution reaches 30%. There is a
markedly lower contribution of �(OD) vibrations, accord-
ing to calculation, for the band at 804 cm�1 (20%).
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ABSTRACT: It is shown that a correlation of some property, reactivity or biological activity with pure parameters can
also be carried out with composite parameters to produce a model with comparable statistics. Modified composite
electrical effect parameters can be obtained from known composite electrical effect parameters by means of an
algorithm such as


�^X ¼ ð�X þ cÞm


in which �^X is the modified composite electrical effect parameter (MCEEP), �X the original composite electrical
effect parameter, c a constant and m an exponent. MCEEPs were calculated from this equation with c equal to 2 and m
ranging from �4 to 4 when �X is �m or �p, and from �2 to 2 when it is �þ


p . They were used to model 10 sets of
chemical reactivities that had previously been correlated with the pure parameters �l, �d and �e, which represent the
localized (field), intrinsic delocalized (resonance) and electronic demand sensitivity electrical effects, respectively. In
most cases both the pure and the modified composite parameters give comparable fits to the data as measured by the
values of 100R2, in accord with the prediction. The composition of the MCEEPs was a linear function of m. The
advantage in using pure parameters is that they are readily interpretable. Correlations with composite parameters can
be interpreted only if their composition has been determined. These results provide an understanding of the way in
which topological parameters work. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: pure parameters; composite parameters; modified composite parameters; topological parameters; electrical


effect parameters


INTRODUCTION


The modeling of chemical reactivities, physical and
chemical properties and biological activities by statistical
methods requires the use of parameters. These parameters
are of three types:


1. Pure parameters: these parameters represent a single
effect. The �l parameter and its equivalent �F and �I


parameters are examples of pure parameters as they all
represent the same type of single electrical effect.
Another example is a polarizability parameter of the
type frequently used in bioactivity modeling.


2. Composite parameters: these parameters represent
two or more effects. A composite parameter is
characterized by its composition. Thus, the Hammett
�p constant is an example of a composite electrical
effect parameter. The log P parameter, which is


frequently used in modeling biological activities, is
another example.


3. Modified composite parameters: these are composite
parameters whose composition has been altered by a
mathematical operation.


Our objective in this work was to show that


1. the composition of composite parameters can be
changed by mathematical operations on the para-
meters, and


2. a property which is modeled by some number of pure
parameters may also be modeled by some number of
composite parameters.


We have derived an equation which indicates that this
is the case1 and now wish to demonstrate its validity. If
we are successful in establishing these points, then we
can account for the way in which topological para-
meters2–4 work. As topological parameters have been of
considerable interest in the modeling of physical and
chemical properties and of biological activities in the last
decade, this is a problem of some importance. A modified
form of the derivation based on the triparametric LDR
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model of the substituent electrical effect5–7 is shown
below. We make no claim for novelty in the mathematics
involved in this derivation but in the application to correla-
tion analysis where we believe it will be a powerful tool.


Consider the quantities Q1 and Q2, which are different
functions of the electrical effect substituent constants ��,
representing the ‘true’ localized electrical effect, ��


representing the ‘true’ intrinsic delocalized electrical
effect, and �" representing the ‘true’ electronic demand
sensitivity electrical effect. We may write


Q1X ¼ L1��X þ D1��X þ R1�"X þ h1 ð1Þ


Q2X ¼ L2��X þ D2��X þ R2�"X þ h2 ð2Þ


with L1 6¼ L2;D1 6¼ D2 and R1 6¼ R2:
Let some quantity of interest QX be correlated with Q1X


and Q2X. The correlation equation is


QX ¼ a1 Q1X þ a2Q2X þ a0 ð3Þ


From Eqns (1) and (2) and the LDR equation,5–7 Eqn (4),
which represents electrical effects;


QX ¼ L��X þ D��X þ R�"X þ h ð4Þ


on equating coefficients,


L ¼ a1L1 þ a2L2; D ¼ a1D1 þ a2D2;


R ¼ a1R1 þ a2R2; h ¼ a1h1 þ a2h2 þ a0


ð5Þ


This result is a special case of a more general relation-
ship. Consider a set of composite parameters �i that are
linear functions of the pure parameters �j:


�i ¼
Xm


i¼1


Xn


j¼1


ðaij�j þ ai0Þ ð6Þ


Thus, for example, when m¼ n¼ 3, the following equa-
tions are obtained:


�1 ¼ a11�1 þ a22�2 þ a13�3 þ a10 ð7Þ


�2 ¼ a21�1 þ a22�2 þ a23�3 þ a20 ð8Þ


�3 ¼ a31�1 þ a22�2 þ a33�3 þ a30 ð9Þ


If some quantity Q is a linear function of �i:


Q ¼
Xp


i;k¼1


bk�1 þ b0 ð10Þ


then it follows from the above that


Q ¼
Xq


l¼1


c1�1 þ c0 ð11Þ


In general, if some quantity is a linear function of ‘pure’
independent variables, it is also a linear function of
composite independent variables which are themselves
a linear function of the appropriate ‘pure’ independent
variables. That is why it is not necessary to have ‘pure’
parameters, each representing only a single effect, in
order to carry out correlation analysis for predictive
purposes. Correlations based on ‘pure’ parameters are
directly interpretable. Those based on composite para-
meters are interpretable only when the composition of
these parameters has been determined.


METHOD


We chose electrical effect parameters for this investi-
gation because composite electrical effect parameters
are well understood. They are quantitatively descri-
bed by the LDR equation [Eqn (4)], written in the
form


�X ¼ l�lX þ d�dX þ r�eX þ h ð12Þ


where �X is a composite electrical effect parameter, �1 is
the localized electrical effect parameter, identical with �I,
�d is the delocalized electrical effect parameter and �e is
the electronic demand sensitivity electrical effect para-
meter.


Substituent constant composition


The composition of composite electrical effect substitu-
ent constants can be described by the Ci value, which is
the percentage contribution of the ith pure parameter. It is
given by Eqn (3) where bi are the coefficients of the
independent variables in the LDR equation and xi are the
values of these variables for some reference substituent,
X �. In this work we used a hypothetical reference sub-
stituent for which �l; �d and �e have the values 1, 1 and
0.1, respectively:


Ci ¼
jbixij � 100Pn


i¼1 jbixij
ð13Þ


Other measures of composite parameter composition are
the per cent delocalized effect, PD, given by


PD ¼ 100jdj
ðjlj þ jdjÞ ð14Þ


and the electronic demand, �, given by


� � r


d
ð15Þ
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Composite parameter modification


Modified composite electrical effect parameters are cal-
culated from composite electrical effect parameters by
means of some algorithm. Topological modified compo-
site parameters are often obtained by raising a topological
parameter obtained from some algorithm to a power.
Those used in this work, designated �^, were obtained
from the expression


�^X ¼ ð�X þ cÞm ð16Þ


where �^X is the modified composite electrical effect
parameter �X is the composite electrical effect parameter
that is to be modified, c is a constant chosen so as to make
the sum (�X þ c) positive for all of the groups in the data
set, which avoids the loss of the negative sign that would
otherwise occur if they were raised to a whole even
integer, and m is the exponent.


Values of �^X were calculated from Eqn (16) for the
�þp ; �p and �m constants of the substituents in Table 1. A
value of 2 was chosen for c. Values of m ranged from �4
to 4 for �m and �p and from �2 to 2 for �þ


p . Results of
correlations of the �^X constants with Eqn (12) are
given in Tables 2–4 and values of �;PD;Cl;Cd and Ce


in Tables 5–7.


In order to determine the composition of the modified
composite substituent parameters �^X as a function of m,
the �;PD;Cl;Cd and Ce values were correlated with the
equation


�^X ¼ a1mþ a0 ð17Þ


Table 1. Substituents for which MCEEPs were calculateda


H, Me, Et, iPr, tBu, cPr, cHx, C2H, Vi,b Ph, CF3, CH2Cl, C6F5,
CH2Ph, HCO, Ac, COEt, Bz, CO2H, CO2Me, CO2Et, CONH2,
CN, SiMe3, F, Cl, Br, I, OH, OMe, OEt, OCF3, OAc, OPh, SH,
SMe, SEt, SAc, SCF3, SPh, SOMe, SO2Me, SeMe, NO2, NH2,
NMe2, NHPh, NHAc, N3, PMe2, POMe2, PO(OMe)2


a Groups in italics were excluded from the correlations of the modified �þp
constants.
b Vi¼vinyl.


Table 2. Results of correlations of modified �þ
p constants


with the LDR equationa,b


m 100R2 A100R2 F Sest S �


�2 89.95 89.51 131.3 0.0492 0.331
�0.5 95.18 94.97 289.6 0.0201 0.229
�0.2 95.92 95.74 344.8 0.00889 0.211


0.2 96.78 96.64 440.7 0.0102 0.187
0.5 97.11 96.98 492.9 0.0292 0.178
2 97.21 97.09 511.7 0.321 0.174
6 84.95 84.28 82.80 0.509 0.405


a All sets in this table have 48 data points.
b The statistics reported are 100R2, the percentage variance of the data
accounted for by the regression equation; A100R2, 100R2 adjusted for the
number of independent variables; F, formally, the probability that the
coefficients of a regression are different from zero, used as a measure of
the goodness of fit; Sest, the standard error of the estimate; S �, the standard
error of the estimate divided by the root mean square of the data.


Table 3. Results of correlations of modified �p constants
with the LDR equationa,b


m 100R2 A100R2 F Sest S �


�4 76.81 75.86 53.00 0.0345 0.501
�2 88.25 87.77 120.1 0.0363 0.357
�0.5 94.84 94.63 294.0 0.0151 0.236


0.5 97.42 97.31 603.9 0.0209 0.167
2 98.48 98.42 1036 0.188 0.128
4 95.80 95.63 365.2 0.291 0.213


a All sets in this table have 52 data points.
b See footnote b, Table 2.


Table 4. Results of correlations of modified �m constants
with the LDR equationa,b


m 100R2 A100R2 F Sest S �


�4 84.83 84.21 89.47 0.00781 0.405
�2 90.90 90.53 159.9 0.0134 0.314
�0.5 94.08 93.84 254.2 0.00850 0.253


0.5 95.40 95.22 332.2 0.0164 0.223
2 96.00 95.83 383.6 0.202 0.208
4 94.11 93.87 255.7 0.250 0.253


a All sets in this table have 52 data points.
b See footnote b, Table 2.


Table 5. Composition of �^parameters derived from �þp
constants


m �2 �0.5 �0.2 0.2 0.5 2
� 2.48 2.12 2.06 1.97 1.88 1.48
PD 69.3 64.5 63.2 61.8 61.2 57.8
Cl 26.2 31.3 32.6 34.1 34.8 38.9
Cd 59.1 56.7 55.9 55.1 54.9 53.2
Ce 14.7 12.0 11.5 10.8 10.3 7.89


Table 6. Composition of �^ parameters derived from �p


constants


m �4 �2 �0.5 0.5 2 4
� 3.37 2.18 1.41 0.970 0.416 �0.140
PD 58.5 54.0 51.3 49.7 47.8 45.9
Cl 34.6 41.2 45.4 48.0 51.1 53.8
Cd 48.9 48.3 47.9 47.4 46.9 45.6
Ce 16.5 10.5 6.73 4.60 1.95 0.637


Table 7. Composition of �^parameters derived from �m


constants


m �4 �2 �0.5 0.5 2 4
� 2.30 1.77 1.39 1.18 0.879 0.535
PD 28.4 28.0 28.1 28.0 27.9 27.8
Cl 67.2 68.6 69.2 69.8 70.4 71.1
Cd 26.7 26.7 27.0 27.0 27.2 27.4
Ce 6.14 4.73 3.75 3.18 2.39 1.47
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by means of simple linear regression analysis. The results
of the correlation are reported in Table 8. They show a
linear dependence of all of the measures of composition,
�;PD;Cl;Cd and Ce, on m. The a0 values obtained in the
correlation are equivalent to the values of �;PD;Cl;Cd


and Ce for the original composite substituent constant for


which m¼ 0. Values of �;PD;Cl;Cd and Ce for the �m; �p


and �þ
p constants were calculated from the l, d and r


values reported8 for their correlation with Eqn (12). The
values are reported in Table 8. They are in reasonable
agreement with the a0 values. The composition in terms
of the Ci values is shown in Figs 1–3.


It is of interest that as the magnitude of m increases, the
value of 100R2 for the correlation of the MCEEPs with
Eqn (4) decreases. This suggests that there may be a limit
to the useful range of m in this algorithm.


RESULTS


Data sets taken from the literature2 that had been corre-
lated with Eqn (4) by means of multiple linear regression
analysis were correlated with the modified composite
parameter (MCP) equation:


QX ¼
Xn


i¼l


�i�
^


iX þ h ð18Þ


Table 8. Results of correlations with Eqn (17)a,b


Q a1 Sa1 a0 Sa0 a0
c 100R2 F Sest S


�


�þp
� �0.249 0.00622 2.00 0.00744 1.71 99.75 1605 0.0182 0.0611
PD �2.91 0.192 63.0 0.229 59.4 98.29 230.2 0.561 0.160
Cl 3.20 0.146 33.0 0.174 36.8 99.18 482.5 0.427 0.111
Cd �1.50 0.120 55.8 0.143 53.9 97.52 157.2 0.350 0.193
Cr �1.70 0.0286 11.2 0.0342 9.24 99.89 3537 0.0839 0.0412
�p


� �0.439 0.0347 1.37 0.0902 0.840 97.56 160.1 0.221 0.191
PD �1.66 0.104 51.1 0.270 49.2 98.45 254.2 0.662 0.152
Cl 2.42 0.207 45.7 0.538 48.7 97.14 136.1 1.32 0.207
Cd �0.401 0.0368 47.5 0.0956 47.3 96.74 118.8 0.234 0.221
Cr �2.02 0.244 6.82 0.634 4.00 94.46 68.17 1.55 0.208
�m


� �0.221 0.0107 1.34 0.0278 1.72 99.07 425.0 0.0682 0.118
PD �0.0654 0.0157 28.0 0.0409 27.4 81.20 17.28 0.100 0.531
Cl 0.481 0.0332 69.4 0.0863 69.3 98.13 210.0 0.211 0.167
Cd 0.0938 0.0120 27.0 0.0311 26.2 93.86 61.10 0.0764 0.304
Cr �0.584 0.0276 3.61 0.0717 4.49 99.12 448.1 0.176 0.115


a All data sets have 6 data points.
b Sa1 and Sa0 are the standard errors of the coefficients. For the other statistics see footnote 2 of Table 3.
c From the correlation of �þp ; �p and �m with Eqn (12).


Figure 1. Composition of the modified composite substi-
tuent parameters obtained from the �þ


p constants;m ranges
from �2 to 2


Figure 2. Composition of the modified composite substi-
tuent parameters obtained from the �p constants; m ranges
from �4 to 4


Figure 3. Composition of the modified composite substi-
tuent parameters obtained from the �m constants
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in the form


QX ¼ �1�
^


1X þ �2�
^


2X þ �3�
^


3X þ �4�
^


4X þ h ð19Þ


The data sets studied are given in Ref 2 and a
comparison of the results is given in Table 9. Only
modified parameters of the same type were used in any
one correlation in order to prove a more rigorous test.
Modified parameters from two or more different types of
Hammett substituent constants would have much more
variation in composition and should therefore give better
results. The results obtained show that, the MCP equation
generally gives results comparable to the LDR equation,
in agreement with our predictions. The data sets that gave
the poorest fit to the MCP equation were those involving
the ionization constants of anilinium ions and phenols.
Data sets such as these with a delocalized effect donor
reaction site have a large negative value of �. The
MCEEPs first used in the correlation of these data sets
were derived from the �þp constants for which � is
strongly positive. Correlation with MCEEPs derived
from the �p constants gave better results in accord
with their less positive � values. We believe that the
use of MCEEPs calculated from the � �


p constants which
have negative values of � would probably give results
with the MCP equation that are comparable to those
obtained with the LDR equation. Alternatively, the use of
MCEEPs based on both the �p and �m constants should
give results comparable to those obtained with the LDR
equation.


DISCUSSION


Our results show that modified composite parameters can
be calculated from appropriate algorithms applied to


ordinary composite parameters. They can be used to
model chemical reactivities and by extension chemical
and physical properties and biological activities. They
can be useful in obtaining empirical predictive relation-
ships. These can be interpreted only if the modified
composite parameters can be related to the pure para-
meters of which they are composed. We believe that this
explains the way in which topological parameters work.
They are actually counts of the numbers of atoms of
each kind, of bonds and of valence electrons. They also
count structural features such as branches on the longest
chain of a substituent. These counts can be related to
steric effects, bond moments and polarizability, the
fundamental parameters actually causing the relation-
ship.


CONCLUSIONS


Modified composite electrical effect parameters can be
generated by algorithms such as Eqn (16). We have
limited this investigation to that algorithm, but there are
many others that would work just as well.


The composition of the modified composite electrical
effect parameters obtained from the algorithm defined by
Eqn (16) varies linearly with m.


The modified composite electrical effect parameters
obtained can be used in the MCP equation to correlate
chemical reactivity data sets. They should be applicable
to chemical and physical properties and also to biological
activities.


Correlations with the MCP equation result in empi-
rical relationships which are useful for prediction
by interpolation but are not directly interpretable
unless they have been resolved into their pure compo-
nents.


Table 9. Values of 100R2 for correlations with the LDR and MCP equationsa


Set XGY, Rgt., Q, Sv 100R2 Parameters used:
type; m


LDR MCP


P32 4-XPnOH,–,pKa, H2O 98.51 94.39 pþ; �2, �0.5
94.73 p; �2, 2, 4


P120 (E)-2-XVnCO2H,–, pKa, H2O 99.40 98.13 pþ; �2, �0.2, 0.2
P140 4-XPnCH2OBz, OH�, log k, aq. MeOAc 99.57 100 pþ; �2, �0.2, 2
P152 4-XPnOBz, OH�, log k aq. EtOH 99.51 96.57 pþ; �2,�0.2
P248 4-XPnOCH2Vi,–, log k, EtO(CH2CH2O)H 98.17 99.14 pþ; �2, �0.2, 0.2
P249 4-XPnCO2Et, OH�, log k, aq. EtOH 97.99 94.97 pþ; �2, 2
P268 4-XPy, EtI, log k, MeNO2 98.47 98.41 pþ; �2, �0.5, 0.5, 2
P269 4-XPy, EtI, log k, CH2Cl2 97.84 97.86 pþ; �2, �0.5, 0.5, 2
P281 4-XPnNH3


þ,–, pKa, H2O 97.71 86.24 pþ; �2, �0.5, 0.5
90.05 p; �4, �2


P304 4-XPyHþ,–, pKa, H2O 97.63 98.74 pþ; �2, �0.2, 0.2, 2


a The set numbers correspond to those in Ref 2, Tables 3 and 4. Modified composite parameters derived from �þp are labeled pþ, those derived from �p are
labeled p. The m values of the �^X parameters follow the substituent type from which they were derived. Abbreviations: Rgt, reagent, Sv, solvent; 4-Pn, 1,4-
phenylene; (E)-2-Vn, trans-1,2-vinylene; 4-Py, 1,4-pyridinylene; Vi, vinyl.
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Ortho effect and steric inhibition of resonance: basicities
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ABSTRACT: The basicity of 12 methyl-substituted acetophenones was measured spectrophotometrically in 46–90
vol.% sulfuric acid. The acidity function was constructed and the pKa values were calculated by a new algorithm
proposed by Pytela. The substituent effects were divided into polar and steric, assuming that the former are
approximately equal in the ortho and para positions. Polar effects of the methyl group bring about stronger basicity as
expected; the effect is more intense than the acid weakening in equally substituted benzoic acids. Steric effects of
ortho methyl groups are base strengthening. This is not due to steric inhibition of resonance since the conformation
remains planar in most derivatives. Two ortho methyl groups are necessary to distort the planarity; their steric effect is
more than doubled compared with one methyl group. These results do not agree with the common idea of twisted
conformations with gradually increasing twisting angle but are better rationalized by the existence of two groups of
derivatives, planar and non-planar. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: acetophenones; acidity function; inhibition of resonance; steric effects


INTRODUCTION


Substituent effects in the ortho position of the benzene
ring (the ortho effect) have often been investigated on
methyl and polymethyl derivatives in which the polar
effect is small and steric effects can be better observed.
The most popular interpretation was by steric inhibition
of resonance1 (SIR) applied, for instance, to substituted
nitrobenzenes,1,2 benzoic acids,3 their esters,3a,4 substi-
tuted anilines5 and aryl ketones.4,6–9 In the more sophis-
ticated version of this theory, it has been assumed that the
functional group is twisted out of the ring plane by the
angle � variable with the steric hindrance. Any quantity
related to electron delocalization then depends on this
supposed angle, which has been calculated many times
from observable quantities, e.g. from the molecular ex-
tinction coefficient6a [Eqn (1)] or from other spectro-
scopic quantities,5a even from acid–base equilibria3b


[Eqn (2)] (the subscript 0 refers to the unsubstituted
planar compound and the subscript 1 to a compound


with �¼ 0, sometimes hypothetical). The results were
similar when cos � was replaced2,3d,6b,7a,b by cos2 � or
even by � itself.3e


"="0 ¼ cos� ð1Þ


ðpK � pK1Þ=ðpK0 � pK1Þ ¼ cos� ð2Þ


We criticized the theory of SIR in the case of benzoic
acid derivatives10 since the calculated � in many cases
did not agree with the actual conformation determined by
reliable independent methods. In particular, molecules
with a small steric hindrance (one ortho methyl group)
were planar11 whereas SIR anticipated considerable
twisting angles �. The increased acidity of these acids
cannot be due to SIR. The steric effect was observable in
the acid molecule and somewhat smaller in the anion; the
difference causes the increased acidity. We attributed it
tentatively to polarization of the methyl group by the
charge of the COO� group.10d


In this work, we extended the investigation to methyl-
substituted acetophenones 1a–1l (Table 1) and report here
their basicity in sulphuric acid. These compounds
were important as models from the early development of
the SIR theory;6a the supposed angles � based on several
observable quantities have been reported.6a,b,7,9 Their
basicity has been measured occasionally in H2SO4 on a
few compounds,6b,12 and more recently in the gas phase on
a larger series.8 It was always interpreted in terms of
SIR.6b,8 The second target of our investigation, in our
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opinion of comparable importance, was to provide addi-
tional experimental material for the new approach to
acidity functions devised by Pytela,13 and to compare it
with previous theories.14 Pytela’s approach13 allows the
determination of both the pKa values of the indicators and
the acidity function H � simultaneously from the same set
of data,15 and even the basicities in several different acids
can be treated together. The results should therefore be
thus more reliable than the previous measurements6b,12


based on H � functions determined on substituted anilines.


EXPERIMENTAL


Materials. Compounds 1b, 1e, 1h and 1j were prepared
from the corresponding benzonitriles by reaction with
methylmagnesium iodide,16 1g and 1k from appropriate
methylbenzenes with acetyl chloride17 and 1l by isomer-
ization18 of 2,4,6-trimethylacetophenone. The remaining
compounds were commercial. The purity of all samples


was checked in a parallel investigation of 1H and 13C
NMR spectra (M. Buděšı́nský, J. Kulhánek, S. Böhm and
O. Exner, unpublished work).


Measurement of dissociation constants. Dissociation
constants of 1a–1l were measured spectrophotometri-
cally in sulfuric acid solutions using a (Beckman) DU
7500 instrument. Ratio of the concentrations of the base
cB and of the cation cBHþ was determined at 298� 0.1 K,
at a wavelength � and in the range of concentration of
sulfuric acid as given in Table 1; 10–18 measurements
were made for each compound. The exact concentration
of the acid was determined by alkalimetry. Further details
of the procedure were given previously.15 The obtained
values of log(cB/cBHþ) at a given concentration c(H2SO4)
were input into the algorithm designed by Pytela,13 which
requires only anchoring of the scale of pKa on one or
more fixed values. We used published values12 for 1a and
1b. The resulting pKa values of 1a–1l are given in Table 1
and the acidity functions H0 in Table 2. Under our


Table 1. Basicities of methyl-substituted acetophenones and related quantities


Compound Substituent � c(H2SO4) pKa �3G
�(w) �3G


�(g)a pKa(COOH)b SE
(nm) (mol dm�3) (kJ mol�1) (kJ mol�1) (kJ mol�1)


1a H 290 9.9–15.1 �4.16 (4) 0 0 4.20 0
1b 2-Me 297 9.9–14.8 �4.12 (7) �0.2 �5.0 3.90 2.3
1c 3-Me 298 8.8–14 �3.89 (13) �1.5 �7.1 4.27 0
1d 4-Me 311 8.8–13.1 �3.62 (4) �3.1 �14.4 4.37 0
1e 2,3-Me2 300 8.8–13.6 �3.89 (6) �1.5 �13.5 3.72 2.5
1f 2,4-Me2 310 7.8–13.1 �3.42 (3) �4.2 �21.5 4.22 1.4
1g 2,5-Me2 300 9.0–13.5 �3.81 (10) �2.0 �12.4 4.00 2.0
1h 2,6-Me2 308 10.4–15.1 �4.83 (14) 3.8 4.1 3.35 8.8
1i 3,4-Me2 315 7.8–13.1 �3.40 (8) �4.3 �21.7 4.41c 0.3
1j 3,5-Me2 310 8.8–14.1 �3.86 (6) �1.7 �14.9 4.30 1.4
1k 2,3,4-Me3 320 8.8–14.1 �3.67 (6) �2.8 �26.7 4.06d 4.3
1l 3,4,5-Me3 323 7.8–12.9 �3.29 (11) �5.0 �29.7 4.52d 1.2


a Ref. 8.
b pKa refers to the acidity of similarly substituted benzoic acids.3b


c Ref. 3a.
d Ref. 3c.


Table 2. Calculated acidity functions in dependence on the concentration of sulfuric acid with respect to acetophenones 1a–1l
as indicators


c(H2SO4) H0 c(H2SO4) H0 c(H2SO4) H0


(mol dm�3) (mol dm�3) (mol dm�3)


6.6 2.049 9.6 2.880 12.6 4.210
6.8 2.082 9.8 2.984 12.8 4.275
7.0 2.115 1.0 3.049 13.0 4.410
7.2 2.147 1.2 3.162 13.2 4.484
7.4 2.176 1.4 3.250 13.4 4.633
7.6 2.211 1.6 3.313 13.6 4.685
7.8 2.257 1.8 3.379 13.8 4.716
8.0 2.324 11.0 3.487 14.0 4.819
8.2 2.398 11.2 3.610 14.2 4.858
8.4 2.486 11.4 3.679 14.4 4.919
8.6 2.559 11.6 3.766 14.6 5.012
8.8 2.618 11.8 3.867 14.8 5.126
9.0 2.681 12.0 3.936 15.0 5.252
9.2 2.751 12.2 3.997
9.4 2.802 12.4 4.135
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conditions, we were unable to obtain reliable results for
2,4,6-trimethylacetophenone and 2,3,5,6-tetramethylace-
tophenone owing to their rapid decomposition.6b


RESULTS AND DISCUSSION


pK and acidity functions


Of our values of pKa (Table 1, column 5), only a few can
be compared with the previous measurements and the
comparison will depend strongly on the data chosen as
anchoring points. Since we chose the more recent data of
dell’Erba et al.,12 a comparison is possible only with the
older values of Yates and Scott6b for 1a, 1b, 1c, 1d and
1h. Our values differ badly; even in the relative values
there is merely qualitative agreement. This is just a
further example of the fact that the acidity functions
cannot be transferred from one class of indicators to
another; the values of Yates and Scott were based on
H0 determined on substituted anilines.


The effect of anchoring is eliminated when we confine
ourselves to relative values of pKa related to unsubstituted
acetophenone or to the pertinent Gibbs energies. The
latter can be understood as reaction Gibbs energies �3G


�


of the isodesmic reaction in Eqn (3). They are given in
Table 1, column 6 and will be used in the following
discussion as a measure of the cumulative substituent
effect of all methyl groups on the basicity.


ð3Þ


Basicities in solution and in the gas phase


Correlation analysis of our data will start with compar-
ison of the basicities of 1a–1l in aqueous sulfuric acid
and in the gas phase.8 Figure 1 reveals deviations of
the two most crowded compounds, 2,6-dimethyl- and
2,3,4-trimethylacetophenone, which can be considered as
steric hindrance to solvation: when hydration is hindered
in the cations, the basicity should be weaker in aqueous
solution. The other points in Fig. 1 are situated near a
straight line with a slope of 0.19. This value describes the
attenuation in water and is of the magnitude observed for
molecules of this size.19 In general, Fig. 1 confirms, on a
smaller set, what was found on equally substituted
benzoic acids.10 The compounds are divided into two
classes: those with no or one ortho methyl group (as-
sumed to be in a nearly planar conformation) and those
with two ortho methyl groups (strongly non-planar).
Derivatives with cumulated methyl groups as in 2,3,4-


trimethylacetophenone may be slightly non-planar (but-
tressing effect) and represent a borderline case.


Polar and steric substituent effects


Polar and steric effects are evident from a plot of the
basicities of 1a–1l, �3G


�(w), vs the relative acidities
�4G


�(w) of equally substituted benzoic acids3a 2a–2l
[isodesmic reaction in Eqn (4)].


ð4Þ


In Figure 2 we see first the expected linear dependence
for derivatives substituted only in the meta and para
positions; this dependence is required by the general
validity of the Hammett equation.20 The slope of this
line, �2.8 equals the reaction constant � pertinent to


Figure 2. Basicities of methyl-substituted acetophenones,
�3G


�(w), plotted versus the acidities of similarly substituted
benzoic acids, �4G


�(w): (*) meta and para derivatives; (*)
other derivatives; the regression line relates to the first group


Figure 1. Basicities of methyl-substituted acetophenones,
�3G


�(w), plotted versus their basicities in the gas phase,
�3G


�(g): (*) derivatives showing marked steric inhibition of
hydration; (*) other derivatives; the regression relates to the
latter group
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Eqn (3) (determined here not precisely by means of low-
polarity substituents). Its negative sign is evident since
electron-releasing substituents make the acids weaker
and the bases stronger. Its absolute value, much greater
than unity, may be surprising: within the framework of
the simple theory one would expect effects of equal
intensity in 1 and 2 since the site of protonation is equally
distant from the benzene ring.20 However, it can be
understood in terms of crossed conjugation: the conju-
gated carboxylate group is less sensitive to substituent
effects than the simple group —C——OHþ.


The deviation of ortho derivatives from the straight line
in Fig. 2 is evidently due to steric effects. One can
estimate only that they are of comparable magnitude in
acetophenones and benzoic acids. A more detailed ana-
lysis is possible by the classical approach applied by us
several times to the gas-phase acidities10a,b,21 or basici-
ties.10a,22 It is based on two assumptions: (a) polar effects
are equal in the ortho and para positions and (b) steric
effects are zero in the meta and para positions. Then the
steric effect SE in 2-methylacetophenone is defined by
the difference �3G(2-Me)��3G(4-Me) and can be ex-
pressed by the isodesmic reaction in Eqn (5).


ð5Þ
When more substituents are present, the definition is


more complex, as for instance in the case of the 2,3,4-
trimethyl derivative, Eqn (6). An isodesmic reaction
would be too complicated in this case but in all cases
the quantity SE defined in this way can be given a
physical meaning.


SEð2;3;4-Me3Þ ¼ �3Gð2;3;4-Me3Þ � 2�3Gð4-MeÞ
��3Gð3-MeÞ ð6Þ


Equal intensity of polar effects in the ortho and para
positions has been questioned several times and the
ortho:para ratio has been claimed to be both greater
and smaller than unity.23 Recently we estimated
ortho:para¼ 0.81 on the basis of substituted benzoic
acids (O. Exner and S. Böhm, unpublished work). With
this correction, Eqn (6) takes the form of Eqn (6a) and
similar changes occur for other substituents; representa-
tion by an isodesmic reaction is no longer possible.


SEð2;3;4-Me3Þ ¼ �3Gð2;3;4-Me3Þ � 1:81�3Gð4-MeÞ
��3Gð3-MeÞ ð6aÞ


In our case of weakly polar substituents, the above
correction is of little importance. The values of SE listed


in Table 1, last column, were calculated with this correc-
tion, but very similar results would be obtained without it.
The inaccuracy of the whole approach is clearly seen from
the values for 1j and 1l, which should equal zero. On the
other hand, the essential correctness of this approach is
evident from Fig. 3. Steric effects on the basicity of
acetophenones were plotted versus steric effects on the
acidity of benzoic acids calculated in the same way. The
linear dependence is as good, as could be expected with
respect to the approximate basic assumptions. Steric
effects in the two series are similar, those in acetophe-
nones perhaps being slightly stronger. In our opinion it is
possible to transfer the results from the series of benzoic
acids, where they were supported by several observable
quantities on a large series of compounds,10,11 to acet-
ophenones where the reaction series is less extended.
Derivatives with increasing steric hindrance do not form
a series with gradually increasing angle �; more properly
they are divided into two groups. Those bearing one or no
ortho methyl group are assumed to be in a planar (or near
to planar) conformation, and those with two ortho methyl
groups are strongly non-planar with � not far from 90 �.
Steric effects in the second group are much stronger; the
effect of two methyl groups is more than doubled that of
one methyl group. The central problem for confirming this
interpretation is the conformation of 2-methylacetophe-
none. Within the framework of SIR it was always assumed
to be non-planar6a,b,7a–c,24 with � between 31 and 40 �;
only exceptionally did one take into consideration the
planar sp conformation7d (as pictured in formula 1b), or
even the reverse ap conformation25 or an equilibrium of
both.26 Our proofs for the conformation sp are based on
reinterpretation of 13C NMR spectra,7a particularly on a
new determination (M. Buděšı́nský, J. Kulhánek, S. Böhm
and O. Exner, unpublished work) of 3JCC coupling con-
stants of labeled 1b, and on DFT calculations (M. Budě-
šı́nský, J. Kulhánek, S. Böhm and O. Exner, unpublished
work). The analogous conformation of methyl 2-methyl-
benzoate was proved by several means; in addition to
electron diffraction11a and x-ray11b methods the analysis
of IR spectra10c was also fully conclusive.


Figure 3. Separated steric effects SE3 in methyl-substituted
acetophenones plotted versus steric effects SE4 in the
acidities of similarly substituted benzoic acids
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While the conformation is substantially proven, one
unclear point remains, namely why the steric hindrance in
the ortho position functions as base weakening in acet-
ophenones and as acid strengthening in benzoic acids.
Since the main substituent effect takes place in the ions,
this means that cation 3 is stabilized by the interaction of
CH3 and CHOHþ whereas anion 4 is destabilized. In our
opinion, the solution is to be sought in the detailed charge
distribution and cannot be described within the frame-
work of simple electrostatics. In electrostatic terms, one
would be obliged to assume that the methyl group
behaves in 4 as a polarizable medium10d and in 3 rather
as a dipole oriented with its positive charge toward the
carbonyl. This difference could hardly be justified.


CONCLUSIONS


The theory of SIR was correct in a qualitative sense and
contributed significantly to understanding and predicting
the physical properties of sterically congested molecules.
However, its refinement assuming that the twisting angle
is continuously variable is misleading in many examples.
A better description may be that the compounds are
divided into two classes: molecules with a weak steric
hindrance remain planar whereas those with strong hin-
drance are strongly twisted. In any application of SIR it is
necessary to determine the twisting angle by independent
means; its calculation from simple spectroscopic and other
quantities using Eqns (1) and (2) often leads to incorrect
values.
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J, Nevěčná T, Pytela O. Collect. Czech. Chem. Commun. 1999; 64:
1253–1261.


16. (a) Haword RD, Jones B, Way YM. J. Chem. Soc. 1943; 10–13;
(b) Mukherjee-Müller G, Gilgen P, Zsindely J, Schmid H. Helv.
Chim. Acta 1977; 60: 1758–1780; (c) Ulrich R, Ruhdorfer J,
Knorr R. Synthesis 1993; 10: 985–992.


17. (a) Fieser LF, Newman MS. J. Am. Chem. Soc. 1936; 58: 2376–
2382; (b) Friedman L, Honour RJ. J. Am. Chem. Soc. 1969; 91:
6344–6349; (c) Hufferd RW, Noyes WA. J. Am. Chem. Soc. 1921;
43: 925–935.


18. Baddeley G. J. Chem. Soc. 1944; 232–236.
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Paul von Ragué Schleyer1,2


1Institut für Organische Chemie, Universität Erlangen-Nürnberg, Henkestrasse 42, 91054 Erlangen, Germany
2Computational Chemistry Annex, University of Georgia, Athens, Georgia 30602-2525, USA
3Department of Chemistry, Shanxi Normal University, 041004 Linfen, China
4Leibniz-Institut für Organische Katalyse an der Universität Rostock eV, Buchbinderstrasse 5–6, 18055 Rostock, Germany
5Max-Planck-Institut für Kohlenforschung, 45466 Mülheim an der Ruhr, Germany


Received 2 January 2003; revised 25 February 2003; accepted 26 February 2003


ABSTRACT: B3LYP density functional calculations were performed on two S6 symmetrical isomers (I and II) of
C48X12 (X¼N, B, P, Si) heterofullerenes, and their global and local aromaticity were evaluated by nucleus-
independent chemical shifts (NICS). Despite the unfavorable heteroatom repulsive interactions, isomer II is more
stable than I owing to the combination of global and local aromaticity. The latter arises from the presence of
triphenylene units in isomer II. The aromatic stabilization effects found in this study should be taken into account
when predicting the most stable isomers of heterofullerenes. The same is true for predictions of the isomers of
fullerene adducts such as C60Cl12. Copyright # 2003 John Wiley & Sons, Ltd.
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INTRODUCTION


Heterofullenenes (for reviews, see Ref. 1) have received
attention both experimentally and theoretically because
of the possibility of fine-tuning the physical and chemical
properties of the fullerene cages. (for reviews, see Ref. 2)
Among others, the synthesis of C48N12 as the core shell in
cross-linked carbon nitride nano-onions is an exciting
achievement.3 Since the number of possible isomers
increases rapidly as more heteroatoms are incorporated,
the isomerism of heterofullerenes, which is difficult to
address experimentally, has only been investigated theo-
retically.4 In C58X2 (X¼N, B, P), for example, the 1,4-
substitution pattern in hexagonal rings is preferred en-
ergetically.4a,b The most stable isomers of C58Si2 have the
two silicon atoms in a pentagon at the 1,3-positions, or in
a hexagon at the 1,4-positions5,6 and at the HF/6–31G*
level both isomers are very similar in energy [within
0.9 kcal mol�1 (1 kcal¼ 4.184 kJ)] (Z. Chen, H. Jiao, A.
Hirsch and W. Thiel, unpublished results). Accordingly,
the S6 symmetric structure (I) shown in Fig. 1, containing


evenly spaced nitrogen atoms, i.e. one in each pentagon,
has been proposed as the most likely isomer of C48N12


because the repulsive nitrogen–nitrogen interactions are
minimized.3,7 The same isomerism pattern may be ex-
pected for its B, P and Si analogues. Recently, however, a
more stable S6 symmetrical C48N12 structure (II) has
been proposed, in which repulsive nitrogen–nitrogen
interactions are outweighed by the presence of aromatic
triphenylene units with extended stabilizing influences.8


Owing to the considerable interest in C48N12, the IR
spectrum, dipole moments, polarizabilities, hyperpolar-
izabilities9a and NMR spectra9 of the less stable isomer I
have been computed.


In this paper, we present theoretical calculations on the
structures, electronic properties and local and global
aromaticity of heterofullerenes C48X12 (X¼N, P, B,
Si). Our results show that the aromatic stabilization found
in C48N12 also exists in other doped fullerenes, and thus
needs to be considered when predicting the most stable
isomers of heterofullerenes.


COMPUTATIONAL DETAILS


The two S6 isomers (I and II) of C48X12 (X¼N, P, B, Si)
were fully optimized at the density-functional B3LYP/6–
31G* level. Nucleus-independent chemical shift (NICS)
values10 at the ring and cage centers, which are a simple
and effective local and global aromaticity probe, were
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computed at the GIAO-B3LYP/3–21G and GIAO-HF/3–
21G levels using the B3LYP/6–31G* optimized geome-
tries. Note that the NICS values used in the discussion are
GIAO-B3LYP unless otherwise stated. The 13C chemical


shifts at the GAIO-B3LYP/3–21G//B3LYP/6–31G* le-
vel, referenced to the C60 experimental value (143.15
ppm),11 also are reported. The Gaussian 98 program
package was used throughout.12


RESULTS AND DISCUSSION


Table 1 summarizes the relative energies for the two sets
of C48X12 isomers and clearly shows that independent of
the heteroatom, X, isomer II is more stable than isomer I.
The smallest energy difference between these two iso-
mers (13.2 kcal mol�1) is found for C48N12, which agrees
with the literature data.8 Much larger differences are
found for C48P12 (78.7 kcal mol�1) and C48Si12 (81.3
kcal mol�1), while C48B12 has a relative isomer energy
(25.9 kcal mol�1) intermediate between nitrogen- and
silicon-doped systems. The higher chemical stability of
isomer II than isomer I is in line with the larger HOMO–
LUMO of II. Thus isomer II is both thermodynamically
and kinetically more stable than isomer I, despite the
greater repulsive interactions among the heteroatoms.


Manaa et al.8 proposed that the higher stability of
C48N12 (II) is due to the extended local aromaticity of
the eight all-carbon hexagon rings in the triphenylene
units. This suggestion is confirmed by the NICS values of
�11.8 and �1.2 ppm (Table 2) at the centers of the
peripheral and central hexagonal rings (Fig. 1). The values
for triphenylene are �10.8 and �3.0 ppm at the GIAO-
HF/6–31þG*//B3LYP/6–31G* level10a (�8.7 and �2.8
ppm at GIAO-B3LYP/3–21G//B3LYP/6–31G*; �9.5 and
�2.9 ppm at GIAO-HF/3–21G//B3LYP/6–31G*). The
strong aromaticity in the peripheral rings and the weak
aromaticity in the central ring indicated by NICS values
are also supported by the structural data as given in
Table 3. The harmonic oscillator model of aromaticity
(HOMA),13 a reliable quantitative aromaticity measure
based on geometric criteria, also was employed to analyze
the aromaticity of the benzene-like subunits. The HOMA
values, listed in Table 2, correlate strongly with the NICS
results. Thus, the 18 �-electrons in each triphenylene unit
are distributed to give the outer rings a benzene-like


Figure 1. C48X12 and C60Cl12 positional isomers I and II


Table 1. C48X12 B3LYP/6–31G* total energies (Etot), relative
energies (Erel, kcal mol�1) and HOMO–LUMO gaps


Etot(au) Erel(kcal mol�1) Gap(eV)


C48N12 (I) �2485.67615 13.2 1.78
C48N12 (II) �2485.69722 0.0 2.74
C48P12 (I) �5925.01444 78.7 2.08
C48P12 (II) �5925.13990 0.0 3.50
C48B12 (I) �2127.03368 25.9 1.34
C48B12 (II) �2127.07491 0.0 1.60
C48Si12 (I) �5302.36899 81.3 1.23
C48Si12 (II) �5302.49856 0.0 1.28


Table 2. B3LYP/3–21G and HF/3–21G (in parentheses) NICS values at the cage and ring centers, including benzene-like ring
HOMA indices (italics) (geometries B3LYP/6–31G* optimized)


Center A B C D E F


C48N12 (I) 0.6 (�4.5) �8.2 (�12.0) 0.860 3.1 (1.3) �8.1 (�10.1) �12.0 (�14.4) �1.6 (�4.3) 1.3 (�1.0)
C48N12 (II) �5.8 (�10.4) �1.2 (�3.1) 0.374 �11.8 (�15.8) 0.853 �9.2 (�10.5) �10.9 (�12.8) 0.8 (�0.9) �1.4 (�3.3)
C48P12 (I) �3.8 (�5.6) �6.2 (�8.1) 0.904 �1.3 (�1.2) �2.2 (�3.0) �1.3 (�2.6) �0.9 (�1.4) �3.8 (�4.3)
C48P12 (II) �8.6 (�10.9) �6.9 (�8.5) 0.403 �9.6 (�11.5) 0.715 0.2 (�0.3) �1.9 (�2.5) �2.7 (�3.6) �1.1 (�1.5)
C48B12 (I)a 12.1 7.7 0.723 8.8 11.4 5.0 10.3 9.9
C48B12 (II) �0.9 (�5.9) �5.9 (�8.3) 0.202 �0.9 (�4.7) 0.540 6.8 (5.0) 7.3 (6.3) 5.5 (4.1) 4.1 (2.0)
C48Si12 (I) 0.2 (�6.6) 1.9 (�3.0) 0.565 �0.7 (�2.6) 10.4 (7.1) 6.6 (4.5) �1.5 (�3.4) �0.1 (�1.6)
C48Si12 (II) �4.6 (�8.8) �2.9 (�4.7) 0.074 �4.0 (�6.2) 0.493 8.9 (7.5) 2.4 (1.6) 0.3 (�0.8) �4.1 (�5.2)


a The HF wavefunction is unstable.
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sextet, and the number of the � sextets is maximized. Such
an aromaticity pattern in the triphenylene unit is consistent
with the well-known Clar rule for polycyclic aromatic
hydrocarbons.14


C48N12 (I) also has all-carbon and heterocyclic [A, C
and D in Fig. 1(a)] rings which are aromatic on the basis
of NICS (�8.2, �8.1 and �12.0 ppm, respectively) and
structural data (Tables 2 and 3). However, C48N12 (II) has
much stronger global aromaticity than C48N12 (I), as
assessed by the NICS value at the cage center of �5.8
and 0.6 ppm, respectively. Thus, the decisive factor for
the higher stability of II is not only the local aromaticity
in the triphenylene units, but also the global aromaticity
in the whole system.


These conclusions hold true for other heterofullerenes
studied in this work, although subtle differences do exist.
For example, with Si atoms located above the average
surface, optimized C48Si12 isomers are severely distorted
from the ideal spherical shape and the aromaticity of the
hexagonal carbon rings is extinguished or significantly
diminished. Because of the inherently pyramidal phos-
phorus systems which result in much higher stability of
heterofullerene P8(C——C)6 than N8(C——C)6,15 C48P12


has an even more serious distortion than C48N12. How-
ever, the aromatic pattern found in C48N12 survives in
C48P12. Another point of interest is the NICS patterns in
the A and B rings of the C48B12 heterofullerenes. The all-
carbon hexagonal isomer I central A ring is weakly
paratropic (7.7 ppm) owing to the electron deficiency of
the neighboring boron atoms. In contrast, isomer II,
which has the A ring at the center of a triphenylene
unit, has unexpectedly weakly diatropic central hexagon
and non-aromatic peripheral rings. Hence, in contrast to
the case in other heterofullerenes with maximal (three) �
sextets per unit, the triphenylene moiety in C48B12 (II) has
only one � sextet, and can be designated as an ‘anti-Clar’
moiety, with peri-fused anti-aromatic four-electron five-
membered heterocyclic rings (Fig. 2). The parent C18B3H9


system (C3v, Fig. 3), a bowl-shaped structure at the
B3LYP/6–31G* level, is a local minimum. The NICS
results in Fig. 3 show that such an anti-Clar pattern
persists, suggesting that the Clar structure can be modified,
or even reversed, by annelating anti-aromatic rings.


The NICS values at the Hartree–Fock (HF) level were
also computed and are included in Table 2. Chemical


shift values at fullerene cage centers also can be assessed
by endohedral 3He NMR.16 Previous experience indicates
that the experimental endohedral helium chemical shifts
of neutral fullerenes can be reproduced reasonably well
(within ca 2–3 ppm) at the GIAO-HF/3–21G level17


(systematic DFT level computations have not been re-
ported yet). Therefore, the NICS values at the cage
centers reported in Table 2 may be useful guides for
future experimental probes of the internal electronic
environment of C48X12 heterofullerenes using endohedral


Table 3. B3LYP/6–31G* optimized bond lengths (Å) (see Fig. 1)


a b c d e f g


C48N12 (I) 1.406 1.416
C48N12 (II) 1.448 1.424 1.401 1.402 1.418 1.403 1.413
C48P12 (I) 1.402 1.412
C48P12 (II) 1.454 1.405 1.432 1.395 1.441 1.376 1.426
C48B12 (I) 1.401 1.433
C48B12 (II) 1.466 1.401 1.454 1.399 1.441 1.387 1.445
C48Si12 (I) 1.401 1.445
C48Si12 (II) 1.472 1.402 1.457 1.417 1.449 1.389 1.436


Figure 2. Clar andanti-Clar Kekulé substructure inC48B12 (II)


Figure 3. The C18B3H9 (C3v) B3LYP/6–31G* geometry and
NICS values
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chemical shifts. As in smaller fullerenes18 (for statistical
analysis, see Ref. 23), the NICS values at the center of
C48X12 cages tend to be more positive at the B3LYP than
at the HF level. Further theoretical work is still required
to elucidate electron correlation effects on such endohe-
dral chemical shifts.19


A correlation has been found between the isomeric
preferences of heterofullerene and fullerene additions
with sterically hindered addends.4a–e Does the aromatic
stabilization in heterofullerenes, as deduced above, also
exist in fullerene adducts? Fullerene adducts with large
addends, such as C60Cl12,20a C60Ph12


20b and C60Me12,20c


have been synthesized, but the structures have not been
characterized. Theoretically, an essentially kinetic se-
quential �-electronic model has been developed by
Rogers and Fowler21 to predict radical additions to full-
erenes, and the structure of C60Cl12 (III) has been
predicted. Clare and Kepert23 found that the two most
stable C60Cl12 isomers follow thermodynamic sequences
and either have two opposite skew pentagonal pyramids
(IV, C2h symmetry) or have the same pattern as in isomer
I of heterofullerenes.


We performed semiempirical MNDO computations on I
and II (based on the positions shown in Fig. 1) and on the
C60Cl12 isomers in Fig. 4: the kinetically preferred III and
the thermodynamically favored structure IV, discussed
above, and also the two C2 symmetrical isomers (V and
VI) with two antipodal pentagonal pyramid moieties. Both
V and VI are based on the most stable C60Me12 structures
computed semiempirically.20c The satisfactory perfor-
mance of semiempirical methods (MNDO, AM1 and
PM3) in computational fullerene chemistry has been
validated recently.23 Our MNDO results show that isomer
II has the lowest energy: it is not only 34.4 kcal mol�1


more stable than I but also it is more favorable by ca


6 kcal mol�1 than structure IV, claimed to have the lowest
energy earlier.22 Isomers Vand VI are ca 6 kcal mol�1 less
stable than II, as is the kinetically preferred isomer III (by
14 kcal mol�1). Thus, C60Cl12 (II), which preserves the
extended aromaticity as in the heterofullerenes, is more
favorable thermodynamically than the best structural
candidates proposed formerly.


NMR spectroscopy is a powerful technique for structure
elucidation. Table 4 summarizes the computed 13C NMR
spectra at the GIAO-B3LYP/3–21G//B3LY/6–31G* level.
Both isomers have eight independent carbon atoms and
there are eight 13C NMR peaks with equal intensities.
These computed NMR spectra, and especially the span of
NMR chemical shifts, may be useful for the characteriza-
tion of these heterofullerenes.


CONCLUSION


Although aromaticity does not necessarily parallel energy
(since other factors such as strain and topological charge
stabilization also can be important),10b,24 aromaticity
stabilizes C48X12 (X¼N, B, P, Si) heterofullerenes sig-
nificantly. The aromatic stabilization in isomer II, which
is due not only to the aromatic triphenylene units, but also
to the global aromaticity in the whole heterofullerene
system, preponderates over the unfavorable repulsive
interactions between heteroatoms. In addition to the
principle that the repulsive interactions between heteroa-
toms should be minimized, this study shows that aromatic
stabilization must be taken into account to predict theFigure 4. C60Cl12 isomers (also see Fig. 1)


Table 4. 13C NMR spectra of C48X12 (X¼N, P, B, Si) isomers
computed at the GIAO-B3LYP/3–21G//B3LYP/6–31G* level
(ppm)


C48N12 (I) C48N12 (II) C48P12 (I) C48P12 (II)


113.9 115.4 100.1 139.0
116.6 126.2 124.0 139.7
119.6 131.6 131.6 140.2
128.2 138.1 132.4 142.8
131.5 139.5 141.0 146.0
131.6 141.8 145.2 148.9
136.1 150.4 150.0 155.7
140.8 150.0 150.4 153.3
NMR span—
26.9 34.6 50.3 14.3


C48B12 (I) C48B12 (II) C48Si12 (I) C48Si12 (II)


151.7 149.6 150.9 131.5
161.1 151.9 153.2 138.9
161.7 155.5 155.1 145.1
165.8 156.5 159.2 158.6
167.0 161.4 160.6 161.4
168.3 162.0 166.5 165.2
173.5 164.7 187.3 170.7
189.8 185.7 188.7 191.8
NMR span—
38.1 36.1 37.8 60.3
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most stable isomers of heterofullerenes. The same is true
for the isomers of fullerene adducts such as C60Cl12.
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epoc ABSTRACT: CmHm (m¼ 4, 6, 8) species are analyzed in Dmh and D(1/2)mh geometries by means of valence bond (VB)
calculations. The fundamental factors that distinguish aromatic and antiaromatic modes of electron delocalization are
elucidated by analysis of the mixing between the covalent-state and ionic structures that distribute the electrons in all
possible modes available in the cycle. The major difference found is that, by contrast to the aromatic species where all
the ionic structures mix into the covalent state, in the antiaromatic species the set of diagonal-ionic structures is
excluded from mixing with the covalent-state, owing to its fundamental symmetry features. This exclusion of
covalent–ionic mixing is expressed at the most fundamental building blocks of the wavefunction; the spin-alternant
state. The spin-alternant state is a resonance hybrid of the two spin-alternant determinants. This resonance hybrid will
support a collective motion of the p�-electrons around the perimeter of the ring only if ionic structures can mix to
mediate the electronic flow. It is shown that in aromatic species all the ionic structures mix and sustain a continuous
electronic flow around the ring perimeter. By contrast, owing to the exclusion of the diagonal-ionic structures in
antiaromatic compounds, the electronic flow in antiaromatic species is interrupted. Symmetry and angular momentum
analyses of the ground state in the presence of an external magnetic field show that the properties of the spin-alternant
state can qualitatively describe the magnetic properties of the two classes. The continuous flow of �-electrons
mediated by the ionic structures of aromatic species is responsible for the enhanced diamagnetism of these species. By
contrast, paramagnetic �-ring current in antiaromatic species becomes possible only in the presence of the magnetic
field that allows the mixing of the otherwise excluded ionic structures. Copyright # 2003 John Wiley & Sons, Ltd.
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INTRODUCTION


Despite the extensive research efforts dedicated to the
study of aromatic/antiaromatic compounds (for a few
summeries of this field, see Ref. 1), the underlying
reasons for the different delocalization patterns asso-
ciated with the 4nþ 2/4n division and their physical
probes2 continue to engage the interest of chemists.1e,3


Hückel MO theory4 shows that species with 4nþ 2
�-electrons, termed aromatic,1f are characterized by uni-
form geometries (equal C—C distances) and are bond
delocalized, whereas singlet species with 4n � electrons,
termed antiaromatic,1f are normally characterized by
non-uniform geometries and a propensity towards bond


localization. Furthermore, aromatic species exhibit
enhanced diamagnetic susceptibility relative to a loca-
lized reference with the same number of �-electrons,
while the antiaromatic species exhibit enhanced
paramagnetic susceptibility relative to their localized
reference species.1,5–7 These magnetic properties are
typical of the number of �-electrons in the cycle and
are expressed even when the two molecular types are
considered at their uniform geometries with equal C—C
bond lengths, where for all practical purposes the �-
electron density is uniformly delocalized over the peri-
meter of the rings7,8 (for results on cyclooctatetraene, see
Ref. 9; M. Kertesz and K. S. Choi, personal communica-
tion regarding unpublished data for s-indacene). Clearly,
the state of ‘bond delocalization’ must have different
manifestations in aromatic and antiaromatic species, and
hence the meaning of ‘bond delocalization’ for these two
classes merits a precise definition.


To appreciate this need further, consider the vertical
resonance energies (note that the vertical resonance
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energies are related to the commonly used Dewar reso-
nance energies, which are positive for aromatic species
and negative for antiaromatic ones)10 due to mixing of the
two equivalent Kekulé structures of benzene, cyclobuta-
diene and cyclooctatetraene at their uniform geometries
in Scheme 1. These values, recently computed by us,10


are in good accord with the experimental estimate of
Hornig for the vertical resonance energy of benzene11


(experimental estimate: VRE¼ 65 kcal for benzene) and
with the RGVB computed datum of Voter and Goddard12


for cyclobutadiene. It is apparent that the two Kekulé
forms mix in all the three species with significant reso-
nance energies, and as such all the species are bond delo-
calized, having a uniform distribution of the �-electrons
around their perimeters. Nevertheless, the aromatic and
antiaromatic species exhibit strikingly different magnetic
properties. What is the reason for this difference? Does
it reflect some intrinsic property of the delocalized
�-species that is different for the aromatic and antiaro-
matic species? It is important to grapple with these
questions in order to establish the magnetic property as
a probe of the mode of delocalization.2,3f,6 Molecular
orbital (MO) theory ascribes these differences to the
closed-shell electronic structure of benzene as opposed
to the open-shell structure of singlet cyclobutadiene and
cyclooctatetraene, due to orbital degeneracy in the Dmh


symmetries of the latter two species. While this explana-
tion holds perfectly for the above species, it is less
obvious for species such as s-indacene, pentalene and
others, which have no orbital degeneracy (M. Kertesz and
K. S. Choi, personal communication; s-indacene) but
nevertheless possess magnetic properties typical of anti-
aromatic species. There must be some more fundamental
factor that underlies the different magnetic manifesta-
tions of these bond-delocalized species. Such a funda-
mental factor may be uncovered by the use of valence
bond (VB) theory, which often provides complementary
insight to MO theory. The present paper tackles these
problems from the VB perspective, by going to the
fundamental definition of electronic localization, namely
delocalization in one bond.


An appreciation of the fundamental meaning of delo-
calization, viz. localization, can be gained by reviewing


the VB description of the simplest of all molecules, H2, in
1–3. Structure 1 is the covalent structure, made from two
spin alternant determinants, which will feature highly
later. The electrons in this structure are localized in the
sense that they are restricted to occupy one-centered
atomic orbitals, even if electron spins switch their loca-
tion. The other structures 2 and 3 are ionic, and each of
them, by itself, describes a localized electron distribution.
In the Hartree–Fock (HF) MO wavefunction, the elec-
trons occupy an orbital which is delocalized over the two
atomic centers, and in this sense the electrons are delo-
calized. In VB terms, this delocalization of the HF
wavefunction is manifested by the fact that the weights
of 1 and those of 2þ 3, are precisely equal. This means
that the electrons in the HF-MO wavefunction have equal
probability to be in all the available modes of distribution.


In this sense, the electrons in the HF-MO description of
H2 are completely delocalized. After inclusion of elec-
tron correlation by means of configuration interaction
(CI), the energy of H2 decreases, and expansion of the
MO-CI wavefunction into VB structures reveals that the
weight of the covalent structure 1 grows at the expense of
the ionic structures. The electrons are no longer distrib-
uted with equal probability in all the modes, but prefer the
covalent localized mode. Thus, whereas the covalent–
ionic resonance (1$ 2þ 3) tends to delocalize the elec-
trons in the bond, the Coulomb repulsion operates in the
opposite direction and keeps the electrons apart as in the
covalent structure 1. Consequently, the ionic–covalent
mixing and the extent of electronic delocalization both
decrease owing to electronic correlation. In this manner,
VB theory provides a clear picture of electronic deloca-
lization in a two-center, two-electron bond: electronic
delocalization in a single bond is a measure of the extent
of mixing of ionic structures into the purely localized
covalent structures.


The same trend applies also to the MO and MO-CI
wavefunctions of aromatic and antiaromatic species,
which can be re-expressed in terms of combinations of
covalent and ionic structures. Using the VB perspective,
we shall probe the covalent–ionic mixing in a set of
aromatic and antiaromatic molecules, CmHm (m¼ 4, 6, 8)
and try to establish similarities and differences in the
modes of delocalization. Subsequently, we shall attempt
to link the features of delocalization to the magnetic
properties of the two classes. Our treatment has signifi-
cant affinity with an early treatment of McWeeny,13 who
interpreted the enhanced diamagnetic susceptibility of
aromatic compounds by invoking electron hopping due to
covalent–ionic mixing. A visual mechanism for diamag-
netic ring current6,14,15 in aromatic molecules will be


Scheme 1. Vertical resonance energies (VREs) calculated by
valence bond (Ref. 10) for benzene, CBD and COT in their
uniform Dmh geometries (with equal C—C bond lengths)
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suggested, and the origins of the ever-problematic para-
tropicity in antiaromatics will be derived, based on the
covalent–ionic mixing paradigm.


COMPUTATIONAL DETAILS


Programs


The VB calculations were carried out using the Utrecht
package TURTLE.16 This is a general non-orthogonal CI
program which performs simultaneously linear variation
as well as orbital optimization on a given set of VB
configurations. The orbital optimization is based on the
super-CI technique17 related to the generalized Brillouin
theorem.18 The ab initio MO and CASSCF calculations
were performed with the Gaussian 9419] and MOLPRO-
200020,21 packages of programs.


MO and CASSCF studies


The target molecules used in the study were C4H4, C6H6


and C8H8. A partial treatment of C10H10 was also carried
out. These molecules were constrained to be planar and
their geometries were optimized only at the uniform Dmh


symmetry (m¼ 4, 6, 8, 10, respectively). The aromatic
species were optimized at the HF/6–31G level and the
antiaromatic species at the CASSCF(n�/8)/6–31G level
(n� is the number of �-electrons in C4H4 and C8H8). The
following uniform C—C distances where obtained: C4H4


1.451, C6H6 1.388, C8H8 1.402 and C10H10 1.391 Å. The
bond alternated geometries at the D(1/2)mh symmetry were
obtained by alternately elongating and shortening the
C—C bonds of the uniform geometries by a constant
increment of 0.05 Å.


VB calculations


Test VB calculations carried out with both the STO-3G
and 6–31G basis sets for CBD and benzene showed
similar trends. Since our goal is to gain insight, the
STO-3G basis was deemed sufficient for the larger
systems (C8H8 and C10H10).


In all VB calculations, the �-electrons were placed in
doubly occupied molecular orbitals. For all systems
except for 10-annulene, the �-orbitals were allowed to
optimize and adapt to the �-electrons. The calculation
of 10-annulene used frozen doubly occupied MOs as the
�-orbitals. The �-electrons for all systems were placed in
singly occupied orbitals and treated at the VB level using
atomic orbitals (AOs). Whenever a classical VB struc-
ture, e.g. covalent or ionic, was desired the AOs were kept
localized on their respective centers. When more compact
VB wavefunctions were required, the AOs were allowed
to optimize freely, giving rise to p�-orbitals with small


delocalization tails into neighboring fragments. These
semi-localized AOs, usually referred to as Coulson
Fischer (CF) orbitals,22 are used in GVB theory and
spin coupled (SC) theory, etc.12,23–26 In the case of the
Dmh cycles, the delocalization tails are spread in a
symmetric fashion on the ring as shown, for example,
in 4a and 4b for benzene and cyclobutadiene, respec-
tively. The wavefunction of a VB configuration that uses
CF orbitals contains contribution from other configura-
tions. In fact, the formally covalent wavefunction with
the CF type of orbitals includes a mixture of classical
covalent and ionic configurations with localized AOs.27


All the orbitals (� and �) were optimized self-
consistently for the covalent states, spanned by the two
principal Kekulé structures of the species (see Scheme 1).
These orbitals were then used as a basis for the VB-�-CI
calculations that included other structures.


The VB program TURTLE16 is flexible and it can use
either VB structures which are spin eigenfunctions (of
S2), or VB determinants which are eigenfunctions only of
Sz, as the building blocks of the wavefunction. To estab-
lish the role of covalent–ionic mixing, we must first
construct the covalent state from the covalent structures,
and subsequently mix in the complete set of ionic
structures. Comparison of the properties of the covalent
state and the full state may then reveal the influence of
covalent–ionic mixing. Since the number of ionic struc-
tures increases very steeply with the number of �-elec-
trons [18 for CBD (4�e�), 170 for benzene (6�e�), 1750
for COT (8pe�), etc.], a more compact analysis is
necessary to reveal trends in a tractable manner. Since
the use of CF orbitals in the VB structures is known
effectively to involve the ionic structures within the
formally covalent wavefunction,27 separate calculations
of covalent-type wavefunctions using localized and then
CF orbitals will provide information regarding the ionic
mixing into a pure covalent configuration.


RESULTS AND DISCUSSION


Delocalization in aromatic and antiaromatic
species


The covalent state. The covalent state for CmHm is
made up of a linear combination of the covalent Rumer
structures, which constitute all the possible ways of
pairing the m electrons that occupy the m p� AOs into
m/2 pairs.28 This is exemplified in Scheme 2 for cyclo-
butadiene and benzene. In cyclobutadiene with four
electrons, there are only two modes of pairing, shown
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in a. In benzene with six electrons, there are five pairing
modes, shown in b. Two of the forms involve only short
bonds and are the familiar covalent Kekulé structures.
The other three are the covalent Dewar structures that
have one long bond. Detailed VB calculations for ben-
zene show that the Dewar structures, which are of higher
energy than the Kekulé structures, make only a small
contribution to the stabilization of the ground state. The
higher members of the series (m¼ 8, 10) also have two
structures with short bonds, and increasing numbers of
other Rumer structures28 with long bonds, which are of
higher energy and will not be considered for qualitative
purposes. To keep a uniform terminology for all the
CmHm species, we call the short-bond forms Kekulé
structures, labeled Kcov


1 and Kcov
2 , and construct from


them the covalent state. Introduction of ionic mixing will
be done by allowing the AOs of these structures to
optimize freely and evolve into the CF AOs exemplified
schematically in 4.


Table 1 presents the energies required to distort (�Edis)
the CmHm molecules from Dmh to D(1/2)mh. For each


species we show the values for the covalent wavefunction
with localized AOs, �Edis(cov), and with CF orbitals,
�Edis(CF). Inspection of �Edis(cov) values in entries
1a–3a shows that in all the cases the distortion energy
is positive. This means that a pure singlet covalent state
prefers a uniform geometry for all three molecules and
even the antiaromatic covalent species prefer a uniform
Dmh geometry. Entries 1b and 2b with the 6–31G basis set
confirm that this behavior is physical and not an artifact
of a small basis set. On the other hand, the �Edis(CF)
value remains positive for benzene, but becomes negative
for cyclobutadiene (CBD) and cyclooctatetraene (COT).
Thus, unlike the situation with the pure covalent state,
when ionic structures are included through the CF AOs,
the familiar behavior of the aromatic and antiaromatic
compounds with respect to bond alternation is restored.
This highlights the conclusion that those are the ionic
structures that shape the distortivity behavior of the
delocalized states of these species, and hence their
tendency to undergo bond-localization or remain deloca-
lized.


Which ionic structures are important? To achieve a
more specific understanding of the role of ionicity, a
detailed analysis of the ionic structures is required. The
ionic structures form different ranks of ionicity by suc-
cessive electron transfers from one site to the other;
mono-ionics have a single ion pair, di-ionics have two,
etc. In addition, the ionic structures have also covalent
electron pairs across the non-ionic sites. For example,
Scheme 3 shows the four ionic types for CBD, which
make together 18 ionic structures; 12 of them are
mono-ionic and 6 di-ionic. Benzene (for consideration
of ionicity in aromatic and other delocalized species, see
Ref. 29) and COT possess 60 and 280 mono-ionic
structures, respectively, and so on.


In the first step, one needs to know whether all the ionic
structures are indeed necessary to be considered for
qualitative purposes. Table 2 shows the stabilization


Scheme 2. Pictorial representations of the covalent state of
(a) CBD and (b) benzene


Table 1. Distortion energies �Ea
dis (kcalmol�1) (1 kcal¼


4.184 kJ)


Entryb Compound �Edis(cov) �Edis (CF)


1a C4H4 2.2 �2.6
1b 1.2 �2.6
2a C6H6 3.3 3.0
2b 3.6 4.0
3a C8H8 2.3 �5.8


a Calculated as the difference between the energy at the bond-alternated
geometry and the uniform geometry, �Edis¼E[D(1/2)mh]�E(Dmh).


b In each entry, a stands for calculations with STO-3G basis set, and b for
calculations with 6–31G basis set. Scheme 3. Ionic structure types for CBD


Table 2. Stabilization energies (in kcalmol�1), showing the effect of ionic structures


Entry Compound Basis set Estab(CF) Estab(ionic) Estab(mono-ionic)


1 CBD STO-3G 52.7 52.7 51.8
2 Benzene 153.4 157.7 132.9
3 CBD 6–31G 26.7 20.0 19.9
4 Benzene 92.64 84.41 75.2
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energies of the pure covalent state due to mixing of the
ionic structures, for benzene and CBD. The first column
shows the stabilization energy when all ionic structures
are included via the CF orbitals, Estab(CF). The second
column, Estab(ionic), lists the stabilization calculated
from explicit covalent–ionic mixing calculations using
localized AOs. The third column shows the same quantity
when only mono-ionic structures are considered, Estab


(mono-ionic). Comparison of the different stabilization
energies shows that the mono-ionic configurations are
responsible for more than 95% and 80% of the total
stabilization in CBD and benzene, respectively. [The 6–
31G result that Estab(CF)>Estab(ionic) arises because the
explicit covalent–ionic calculations involve VB–CI with-
out orbital optimization. The CF calculations involve
orbital optimization and give a lower energy and higher
Estab. For the minimal basis set this does not create a
disparity since orbital optimization lacks the degrees of
freedom that larger basis set has.] It is reasonable to
expect that a qualitative understanding of the role of
covalent–ionic mixing can be derived by the considera-
tion of the mono-ionic structures alone.


Factors controlling the covalent–ionic mixing.
Figure 1 shows a symmetry analysis of the covalent
Kekulé structures for aromatic and antiaromatic species
using benzene and CBD as the prototypes. The ground
state for aromatics is always the positive combination,
which transforms also as the totally symmetric repre-
sentation in the Dmh point group.10 On the other hand,
the ground state for antiaromatic species transforms as
the B1g representation and involves the negative combi-
nation of their Kekulé structures.10,12,27b,30–32 In the next
section, we discuss the underlying reasons for the differ-
ent ground-state combinations in the two classes, while at
the moment we make use of the symmetry information to
discuss the covalent–ionic mixing.


The 60 mono-ionic structures of benzene fall into
groups which are distinguished by the distance between


the ionic centers as shown in Fig. 2. The ortho-ionic
structures are labeled �ion(1,2), the meta-ionic as
�ion(1,3), and the para-ionic as �ion(1,4). For uniformity
with other species, the last type will also be called
diagonal-ionic structures, �ionðdiagonalÞ. Symmetry
classification of these structures show that each type of
the ionic structures has an A1g combination with the
appropriate symmetry to mix into the ground-state com-
bination of the covalent Kekulé structures. To ascertain
that this is also the case for higher ionicity, we analyzed
also the di-ionic and tri-ionic structures, and once again
each type contains A1g combinations. In total, the entire
set of 170 ionic structures of benzene contains 20 A1g


ionic combinations spanning all ranks and types of
ionicity, which are able to mix into the covalent state
combination of the Kekulé structures, described in Fig. 1.
Explicit VB calculations showed that indeed all of these
ionic types mix into the ground state.


Figure 3 shows a symmetry analysis of mono-ionic
structural types for CBD. It is seen that the 1,2-ionic
structures contain a B1g combination, which can mix into
the ground-state combination of the covalent state. In
contrast, the diagonal-ionic structures do not contain any
B1g combination to mix into the covalent ground state.
Thus, the diagonal-ionics are excluded by symmetry from
mixing into the ground state of cyclobutadiene in the D4h


uniform geometry. A similar exclusion appears in the


Figure 1. Symmetry analysis of the covalent states for (a)
aromatic species, exemplified by benzene, and (b) antiaro-
matic species, exemplified by cyclobutadiene


Figure 2. Mono-ionic structure types for benzene and their
reducible symmetry representations


Figure 3. Mono-ionic structure types for cyclobutadiene
and their reducible symmetry representations
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di-ionic structures as may be witnessed from the com-
plete symmetry analysis in the supplementary material
(available at the epoc website at http://www.wiley.com/
epoc). It follows therefore, that although both benzene
and square CBD are bond delocalized, their extent of
electronic delocalization, in their uniform geometries, is
different at the level of covalent–ionic mixing.


Much like in CBD, analysis of all 280 mono-ionic
structures of COT shows that the diagonal-ionic struc-
tures are excluded from mixing into the covalent ground-
state B1g combination. Figure 4 shows how various types
of diagonal-ionic structures can be constructed from a
given 1,5-ion pair, �i(1,5), by pairing the remaining six
electrons into the possible five Rumer structures28 avail-
able to the three pairs made from six odd electrons. Since
there are eight possibilities to locate the 1,5-ion pair and
each possibility gives rise to five structures, there are a
total of 40 diagonal mono-ionic structures; 24 of these
diagonal structures are excluded by symmetry from the
covalent state. The other 16 structures form a B1g combi-
nation that is made from the eight pairs of structures
designated as �ia and �ib, which possess a 1,5-long bond
and two short bonds. One might think that the ionic
combination, �ion(B1g), will mix strongly with the cova-
lent �cov(B1g) combination. However, our detailed VB
calculations show that the ionic �ionðB1gÞ combination
virtually does not mix into the corresponding �cov(B1g)
combination of the covalent Kekulé structures; the mix-
ing coefficients of these ionic structures are of the order
of 0.0002, and their weight in the B1g wavefunction of the
ground state is virtually zero. This is expressed at the
bottom of Fig. 4 by showing that the reduced resonance
integral between the covalent and diagonal-ionic B1g


combinations is nearly zero. This exclusion reflects that


the �cov(B1g) covalent state is the negative combination
of the Kekulé structures. Indeed, 1,5 diagonal structures
of the types a and b (Fig. 4) possess virtually the same
reduced resonance integral with either of the two covalent
Kekulé structures. Since these Kekulé structures are
combined in the covalent state with a negative sign, the
individual reduced matrix elements of the a and b types
diagonal-ionic structures with the covalent structures are
practically zero. Thus, while 24 of the diagonal-ionics in
Fig. 4 are excluded since they lack the B1g symmetry, the
other 16 structures, made from the �ia � �ib combina-
tions, are excluded owing to the ‘node’ in the covalent
state, which is prompted by the negative combination of
the Kekulé structures.


This is an important finding since the exclusion of the
ionic–covalent mixing is an outcome of the ‘node’ in
the covalent state and not of the strict spatial symmetry of
the wavefunction. Let us briefly discuss this feature of the
VB wavefunction that transcends spatial symmetry as
described in a recent publication.32b Thus, as we shift the
double bonds in one of the Kekulé structures, we generate
the other one, but with a sign that depends on the number
of �-bonds that are being switched in the cycle. This, in
turn, determines the sign of the wavefunction for the
ground state.32b If the cyclic switch generates the second
Kekulé structure with a positive sign, the covalent state
will be the positive combination of the Kekulé structures,
and vice versa if the switch generates the negatively
signed second Kekulé structure. This property can be
defined as the electron-switch symmetry index (s) of the
covalent-state, s¼ (�1)N�1, N being the number of elec-
tron pairs in the �-system. For an aromatic species, the s
index is positive, hence the covalent state is a positive
combination of the Kekulé structures, and will mix all the
ionic structures into the ground-state wavefunction. In
contrast, antiaromatic species have a negative s and their
covalent state will be the negative combination of the
Kekulé structures, which thereby excludes the mixing of
the diagonal ionic structures into the wavefunction. These
trends are independent of the geometry or spatial sym-
metry, and this was verified by calculating CBD in D2h


symmetry (R1CC¼ 1.40 Å, R2CC¼ 1.50 Å). In this geo-
metry, the all-positive combination of the diagonal ionic
structures has the same spatial symmetry as the covalent
state (both being Ag). Despite the identical spatial sym-
metry, the mixing of the diagonal ionic structures still
obeys the electron-switch symmetry index and remains
negligible (mixing coefficients are <0.002). This, in turn,
means that allowance of the diagonal ionic structures
into, or their exclusion from, the ground state is decided
primarily by the electron-switch symmetry index irre-
spective of the geometry or spatial symmetry of the
species, even though occasionally the electron-switch
symmetry index and the spatial symmetry of the electro-
nic structure might coincide.


We recall that electronic delocalization in a bond is in
essence a measure of the extent of mixing of ionic


Figure 4. Diagonal-ionic structure types (with 1,5-ionicity)
for cyclooctatetraene. The B1g combination is made from
structures a and b, and its matrix element with the covalent
state is virtually zero. Note that the reduced resonance
interaction ought to be written as in Eqn (6), �r¼Hij�EiSij,
, but for convenience we show here and in Fig. 5 only the Hij


part
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structures into the covalent state. As such, in aromatic
situations such as benzene, where all possible ionic
configurations mix into the covalent state, the state
approaches perfect delocalization. However, in antiaro-
matic species such as CBD and COT, the diagonal-ionic
structures are excluded from the ground-state wavefunc-
tion by the electron-switch symmetry index, leading
therefore to imperfect delocalization. Thus, even though
the electron density is uniformly distributed in the Dnh


symmetry of all species (see also the vertical resonance
energies in Scheme 1), the electronic delocalization in
antiaromatics is impaired by the exclusion of the set of
diagonal ionic structures. These mixing patterns are
independent of spatial symmetry but they depend on
the number of delocalized electron pairs. As such, they
will persist to a large extent even in distorted geometries.
It will be immediately seen that this exclusion is at the
root of the different magnetic properties of the two
classes of delocalized species.


The nature of the covalent state: Kekulé
structures and spin-alternant states


Delving deeper into the fundamental building blocks of
the wavefunction requires analysis of the electronic
arrangements that make up the covalent state. Since these
elements have been known for some time owing to stu-
dies by Mulder and Oosterhoff,33 Kuwajima,34 Maynau
and Malrieu,35 Shaik and co-workers,36 Hiberty,30


Zilberg and Haas,31 Wu et al.,32b Klein et al.,37 etc., we
shall address the topic only briefly. The wavefunction of a
Kekulé structure with 2N �-electrons is made of N pairs
of covalent �-bonds. Such a covalent-pair wavefunction,
called also the Heitler–London (HL) wavefunction, al-
ready appeared above in 1 for the H2 bond.38 In a many-
electron system, the covalent wavefunction is the product
of all the electron-pair wavefunctions. Thus, designating
the p� AOs in the cycle as 1, 2, . . . , 2N, as in drawing 5,
the covalent wavefunction for the 1–2 bond is given in
Eqn (1a) as the corresponding determinantal wavefunc-
tion expressed with diagonal terms. Here, AOs with bars
designate spin-down electrons and unbarred AOs indicate
spin-up electrons. Each covalent Kekulé structure can, in
turn, be written as a product of the HL wavefunctions of
all the �-bonded pairs in the structure. Thus, the first
Kekulé structure pairs are 1–2, 3–4, . . . , (2N� 1)� (2N)
as expressed in Eqn (1b), while the second Kekulé
structure pairs are 2–3, 4–5, . . . , (2N)� 1, as in Eqn (1c)
[normalization constants are dropped in Eqns (1a–c)].


b12 ¼ ð1�22--�112Þj j ð1aÞ


Kcov
1 ¼


���ð1�22--�112Þð3�44--�334Þ � � � ðð2N � 1Þ2N


� ð2N � 1Þ2NÞ
��� ð1bÞ


Kcov
2 ¼


���ð2�33 � �223Þ � � � ðð2N � 2Þð2N � 1Þ


� ð2N � 2Þð2N � 1ÞÞðð2NÞ�11 � 1ð2NÞÞ
��� ð1cÞ


Expanding the Kekulé structure wavefunctions results
in a linear combination of 2N determinants, which de-
scribe different patterns of arranging N p� electrons with
spin-up and N with spin-down in the 2N AOs. Each
Kekulé structure contains 2N such determinants with
equal coefficients except for their signs as shown in
Eqns 2(a) and (b):


Kcov
1 ¼ ð�0 þ ð�1ÞN ~��0Þ þ


X2N�1


i¼1


��0
i ð2aÞ


Kcov
2 ¼ ð�1ÞN�1 ð�0 þ ð�1ÞN ~��0Þ þ


X2N�1


i¼1


��00
i


" #
ð2bÞ


Two of the determinants, labeled �0 and ~��0 are unique
relative to the rest. In these determinants, which are
depicted in 6 and 7, the electrons are arranged in an
alternant manner, spin-up/spin-down, etc. These determi-
nants, whose wavefunctions are given in Eqns 3(a) and
(b), were earlier called the antiferromagnetic determi-
nants, the Neel state35 or the quasi-classical state39 {note
that the spin-alternant state is not a spin eigenfunction of
the S2 operator. As a rule, if one combination [e.g. Eqn
(4a) or (4b)] gives rise to the ground singlet state, the
opposite combination [e.g. �0 � ~��0


� �
, viz. the positive


combination in Eqn (4a)] will generate the first excited
triplet state39c}. Hereafter, they are referred to as the spin-
alternant determinants.


�0 ¼ 1�223�44 � � � ð2N � 1Þ2Nj
�� ð3aÞ


~��0 ¼ �112�334 � � � ð2N � 1Þ2N
��� ��� ð3bÞ


The spin-alternant determinants represent the lowest
energy arrangements of the spin system. All the other
determinants represent spin arrangement patterns that are
destabilized by Pauli repulsion among adjacent electrons
with identical spins.36b,39a �0 and ~��0 are the only
determinants that are common to the two Kekulé struc-
tures. As can be seen from Eqns 2(a) and (b), the �0–~��0


combination is signed by (�1)N, N being the number of
electron pairs. As pointed out previously,30 the sign of the
combination can be deduced from Eqns 1(b) and (c). For
example, �0 is the product of all the first terms in each
parenthetical expression in Kcov


1 , Eqn 1(b), whereas ~��0 is
the product of all the second terms in each parenthetical
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expression in the equation. Hence, whereas the coeffi-
cients of the first terms are all positive leading to a
positive coefficient of �0, the coefficients of the second
term are all negative (�1) and, therefore, the sign of ~��0


depends on N, the number of pairs of electrons, and is
given as (�1)N. Thus, as shown in Eqns 4(a) and (b), a
spin-alternant state, �sa, with positive combination will
typify the Kekulé structure of an antiaromatic cycle,
while a negative combination will appear in the Kekulé
structure of an aromatic situation.39c


�þ
sað2N ¼ 4nÞ ¼ �0 þ ~��0


� �
ð4aÞ


��
sað2N ¼ 4nþ 2Þ ¼ �0 � ~��0


� �
ð4bÞ


These combinations are depicted in 8 and 9 for benzene
and CBD.


Symmetry properties of the spin-alternant-
state. Since �0 and ~��0 are the electron arrangements
with the lowest energy, as was explained before,30 it
follows as a rule that the ground-state combination of the
Kekulé structures, i.e. the covalent state, will be the one
that retains the spin-alternant determinants, in contrast to
the excited state combination which annihilates them.
Based on Eqns 2(a) and (b), the sign of the covalent state
combination depends, therefore, on the number of �-
electron pairs N: negative (Kcov


1 � Kcov
2 ) for N¼ 2n and


positive (Kcov
1 þ Kcov


2 ) for N¼ 2nþ 1. In each case, the
opposite Kekulé combination will have no contribution
from the spin-alternant determinants and will generate an
excited state, e.g. the 1B2u excited state of benzene.30,32


Already at the level of the covalent state, made from the
two Kekulé structures, the coefficients of the spin-alter-
nant determinants are doubled relative to all other spin
arrangement determinants. Adding all other Rumer28


structures further increases the weight of these determi-
nants in the wavefunction at the expense of the rest of the
spin arrangements, which are destabilized by Pauli re-
pulsions.35,36,39a,c


A symmetry analysis of the spin-alternant states for
aromatics and antiaromatics is shown in Eqns 5(a) and
(b):


ð2N ¼ 4nþ 2Þ; �ð��
saÞ ¼ A1g ð5aÞ


ð2N ¼ 4nÞ; �ð�þ
saÞ ¼ B1g ð5bÞ


The opposite combinations of the spin-alternant determi-
nants,39c in each case, have symmetries of higher
excited states; for 4nþ 2, �ð�þ


saÞ ¼ B1u, whereas for
4n, �ð��


saÞ ¼ A2g. Clearly, the spin-alternant states of


aromatics and antiaromatics have the same symmetry
as the ground states for aromatic (A1g) and antiaro-
matic (B1g) species, in the uniform geometries.10,30,31


Thus, a very fundamental and natural reason is respon-
sible for the ground state’s spatial symmetries of these
two classes. These symmetries are set by the spin-
alternant state, which is the leading term of the ground-
state wavefunction.


Molecules which possess no spatial symmetry follow
the same rule, and can be classified by the electron-switch
symmetry index, s ¼ ð�1ÞN�1


, N being the number of
electron pairs (see above). For N¼ 2nþ 1, the electron-
switch symmetry index s is positive; hence the ground
state is the positive combination of the Kekulé structures,
and vice versa for N¼ 2n. These ground-state combina-
tions of the Kekulé structures are the ones that retain the
spin-alternant state. It follows, therefore, that the elec-
tron-switch symmetry index of the covalent state is also
determined by the spin-alternant state. Since the spin-
alternant state plays an important role in the ground-state
wavefunction,39c our discussion follows with this state.


Covalent–ionic mixing of the spin-alternant
states: a model for collective circulation
of p-electrons


Simple inspection of the spin-alternant determinants in 6
and 7 reveals that the passage from one situation to the
other is associated with a collective circular flow of the
electrons and can, therefore, possibly model ring current,
as has been conjectured and put to use in previous
semiempirical VB studies.34,35 What might possibly be
the difference in this sense between aromatic and anti-
aromatic species? And how is all this connected with the
magnetic properties of the two classes?


We can think of the collective circular mode as a
resonance or mixing of the two spin-alternant determi-
nants, as depicted in Fig. 5 for benzene and cyclobuta-


Figure 5. The reduced resonance between the spin-alter-
nant determinants describes a collective circular motion of
the �-electrons. The propensity of this ‘motion’ depends on
the overlap and matrix element of the determinants


738 A. SHURKI ET AL.


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 731–745







diene. The ‘probability’ of passing from �0 to ~��0 or vice
versa, depends on the overlap and reduced matrix ele-
ment between these determinants, �r, in Eqn (6) (recall
that in VB theory the effective matrix element that
controls the VB mixing is the reduced resonance inte-
gral36a).


�r ¼ H�0;~��0
� E�0


S�0;~��0
; S�0;~��0


¼ <�0j~��0> ð6Þ


where H�0;~��0
and S�0;~��0


are the resonance and the overlap
integrals between the two spin alternant determinants �0


and ~��0 and E�0
is their self-energy (both �0 and ~��0 have


the same energy).
These critical quantities were calculated with two


orbital types in the determinants, viz. purely localized
AOs and CF AOs. We recall that the latter AOs introduce
effectively the ionic structures that are permitted by
symmetry. The �r values for �0 and ~��0 along with the
overlap values, S, between them are shown in Table 3.


The first trend in Table 3 is in the overlap integral,
which is strictly zero for antiaromatics but is finite for
aromatics. This information means that the collective
circular motion in aromatics is sustained by the overlap
of the p� AOs. In contrast, overlap cannot sustain circu-
latory movement of the 4n electrons in antiaromatic
situations. How do ionic structures affect these overlap
considerations? Inspection of the overlaps based on CF
AOs shows that incorporation of the ionic structures
indeed intensifies the overlap in the aromatic situations,
whereas in the antiaromatic situations the overlap re-
mains strictly zero. The energetic aspect of the mixing of
the spin-alternant determinants is provided by the �r


values in Table 3; these values follow the same trends
as the overlaps. It is seen that with localized AOs, all �r


values are very small. In comparison, using CF AOs
slightly increases the �r values for antiaromatics, but
not by much, leaving �r(CF) a very small fraction of the
total resonance energy of the antiaromatics (see Scheme
1). On the other hand, in the 4nþ 2 aromatic cycles the
�r(CF) value increases significantly, and in the case of
benzene it amounts to half of the entire vertical resonance
energy (see Scheme 1). It is clear, therefore, that the
circulatory motion, which is implicit in the resonating
spin-alternant state, is much less effective with the pure
covalent determinants and requires ionic structures to


mediate this flow. Moreover, in the case of antiaromatic
species, the ionic structures do not seem to be very
helpful in mediating the circulatory motion of the elec-
trons. These trends are in line with the conclusions drawn
about delocalization, in the previous section, and which
show that in antiaromatic species, a set of diagonal-ionic
structures is excluded from mixing into the delocalized
state of an antiaromatic cycle, as opposed to complete
ionic mixing in the case of the aromatic cycles. Since the
spin-alternant state determines the symmetry features of
the ground state for aromatic and antiaromatic species, it
follows that the ionic–covalent mixing at the level of the
spin-alternant state controls the overall covalent–ionic
mixing in the ground state.


It is apparent that the mixing of the spin-alternant
determinants and the delocalization of the complete
electronic states exhibit the same trends with respect to
the importance of the ionic structures. Both properties
require assistance of the ionic structures, and this assis-
tance depends on the parity of the electron-switch sym-
metry index which distinguishes the aromatic and
antiaromatic situations. Therefore, we may represent
these trends in a single pictorial manner based on the
spin-alternant determinants. Scheme 4 depicts a repre-
sentation of the ‘electron flow’ in terms of the �0 $ ~��0


interchange mediated by ionic structures generated by
one-electron transfer (mono-ionics) from an �-spin site to
a �-spin site and vice versa. In (i), we show the situation
in benzene where starting from �0 and following the
arrows, the interchange to ~��0 is mediated via a procession
of ionic situations a–e. [Note that the ionic structures
belong to the two Kekulé structures, and hence the
description in Scheme 4 refers to the situation in the
full state, not to a single Kekulé structure as might have
been deduced from Eqns (2a) and (2b). Any carbon could
serve as a starting point in Scheme 4. Hence the first
electron transfer can result with spin arrangement relating
to anyone of the different ortho-dipolar ionic structures;
the second, with spin arrangement relating to anyone of
the different meta-dipolar ionic structures etc.] Therefore,
in a static sense, the electron flow and delocalization
around the circumference of the ring suffers no interrup-
tion. The case of CBD is shown in (ii), where the
interchange of �0 and ~��0 cannot be mediated by the
ionic situations and the circular flow is frustrated due to


Table 3. Reduced resonance integrala between the two spin alternant determinants in kcalmol�1


Entryb Compound S(localized) S(CF) �r(localized) �r(CF)


1a C4H4 0.000 0.000 0.2 0.8
1b C4H4 0.000 0.000 0.6 1.3
2a C6H6 0.000 0.122 0.7 33.9
2b C6H6 0.005 0.165 4.4 38.3
3a C8H8 0.000 0.000 0.0 0.2
4a C10H10 0.000 0.023 0.04 9.6


a Eqn (6).
b In each entry, a refers to STO-3G results and b to 6–31G results.
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the exclusion of the diagonally ionic situation b. The
electron flow of the electrons around the C4H4 ring is,
therefore, interrupted and imperfect delocalization sets
in.


The two interchange diagrams in Scheme 4 are arche-
typal for aromatic and antiaromatic species CmHm


(m¼ 4nþ 2; 4n) with an average of one �-electron per
site, be they in their uniform or bond-alternated
geometries.


The spin-alternant state and ring currents in
4nþ2 and 4n systems


The probability of a collective circular flow of the
electrons in the spin-alternant state can be used to draw
a link between the mode of delocalization and the
magnetic properties.34,35 In view of the significance of


the magnetic property,2 which serves as a uniquely
applicable criterion for characterizing aromaticity and
antiaromaticity, establishing such a link is important.


Aromatic species are characterized by enhanced dia-
magnetism, whereas antiaromatics by exalted paramag-
netism2,40 (� values of �13.4 for benzene and þ12.5 for
CBD are given in Ref. 41, but in these sources CBD has a
D2h geometry). The diamagnetic/paramagnetic enhance-
ment, �, of a compound is defined by the magnetic
susceptibility exhibited by the compound, �av, relative
to a localized model with susceptibility that obeys bond
additivity, �0


av:


� ¼ �av � �0
av ð7Þ


Table 4 presents the average magnetic susceptibility
values, �av, its in-plane (�ip) and perpendicular (�zz)
components, and the diamagnetic enhancement, �, for


Scheme 4. Interchange diagrams for the spin alternant determinants. (i) In benzene the flow is mediated by ionic situations
a–e. (ii) In CBD the flow is interrupted due to exclusion of the diagonal-ionic situation b


Table 4. Magnetic susceptibilities and exaltations of CBD and benzene (in ppm csg)


Entry Compound Parameter �0a;b
M �cal


M �expc


M �d,e


1a CBD �ip �30.0 �30.0f


1b �zz �45.1 þ17.7f


1c �av �35.0 (�27.4) �14.1g þ20.9 (þ13.3)
2a Benzene �ip �45.1 �47.1h �34.9
2b �zz �67.7 �109.6h �94.6
2c �av �52.6 (�41.1) �67.9h �54.8 �15.3 (�26.8)


a �0
M values calculated according to the IGLO increment system from Ref. 7.


b The values in parentheses are calculated according to the Haberditzl increment system, Ref. 40b.
c Experimental data from Ref. 7.
d Exaltation values calculated as the difference between �calc


M and �0
M according to the IGLO increment system, Ref. 7.


e The enhancement values in parentheses are calculated as the difference between �calc
M and �0


M according to the Haberditzl increment system, Ref. 40b. Similar
results were obtained by Schleyer and co-workers.41


f Estimated values following the assumption that �calc
ip � �0


ip concluded from Ref. 7.
g Calculated by the MC-IGLO method, Ref. 8.
h Calculated by the coupled Hartree–Fock method, Ref. 7.
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both CBD and benzene (entries 1c and 2c). Some of the
values were computed by Kutzelnigg and co-workers;7,8


others were estimated using the calculated values and
increment schemes. Two different increment schemes
were used in order to calculate �0


av;
7,40b resulting in


different absolute values which reveal the same trend.41


It is seen that whereas benzene exhibits diamagnetic
enhancement, (�< 0), CBD has an oppositely signed or
paramagnetic enhancement (�> 0). [�cal


av is not given at
the same level of calculation for both molecules, yet
comparison with the results obtained by Schleyer et al.41


implies that this trend (�< 0 for benzene and �> 0 for
CBD) is reliable; and since the interest of this paper is
qualitative ideas, it is deemed sufficient.] Analysis of the
in-plane and out-of-plane contributions to the magnetic
susceptibility (entries 1a,b and 2a,b) shows that the
oppositely signed enhancements of these species origi-
nate in the out-of-plane contributions (�zz).


Despite the controversy that had surrounded6–8,14,15 the
origins of the enhanced diamagnetism of aromatic com-
pounds, in the direction perpendicular to the plane of the
ring (�zz), the careful analysis of Kutzelnigg and co-
workers7 makes a good case for ‘diamagnetic ring cur-
rents.’ Thus, the diamagnetic ring current should be
associated with a collective ‘circulation’ of the electrons
across the perimeter of the aromatic ring. The result of
this motion behaves in accord with the classical Lenz–
Biot–Savar law and induces an internal magnetic field
which opposes the external field.42 To the best of our
knowledge, a clear visual model that rationalizes the
paramagnetic effect in antiaromatic species has not
been given in a similar manner. Since we just argued
that the circular motion is interrupted in antiaromatic
species, we would like to inquire how, if at all, these
magnetic effects could be associated with the intrinsic
property of the �-system to sustain a circular �-flow. This
can be discussed by considering the interchange diagrams
in Scheme 4 under influence of an external magnetic field
(placed in the direction perpendicular to the ring).


Thus, in the absence of magnetic field, the two direc-
tions of the electron flow in Scheme 4 are degenerate, and
the stationary state is an interference of both directions.
However, the application of an external magnetic field
selects a preferred direction of motion in a manner that
creates an opposing internal magnetic field. In a quantum
mechanical system, the electrons will flow around the
ring’s perimeter in the requisite direction only if all
required ionic situations could mix and mediate a con-
tinuous flow that generates the diamagnetic ring current.
Thus, benzene and other aromatic species are expected to
have strong diamagnetic contribution due to ring current,
since the electron flow is assisted by all possible ionic
structures [(i), Scheme 4]. One might say that in aromatic
species the disposition for ring current exists already in
the electronic structure of the ground state. In contrast, in
CBD where the diagonal-ionic structures are excluded
from the ground-state wavefunction, the flow of electrons


is interrupted, and a diamagnetic ring current cannot be
elicited.


While these considerations explain the excess diamag-
netism of aromatics, they do not give a clue as to the
origins of the enhanced paramagnetism of antiaromatic
compounds. Furthermore, the zero overlap and tiny
destabilizing matrix element in the spin-alternant state
of CBD (Table 3) suggest that a simple circulatory
motion of the p� electrons in a direction opposite to
that of benzene is not likely to be a reasonable model for
the observed paramagnetism. We must, therefore, probe
this effect by going into the quantum chemical definition
of magnetic susceptibility.


The magnetic susceptibility parameter, �, consists of
two oppositely signed contributions, a diamagnetic con-
tribution �d and a van Vleck paramagnetic contribution
�p, as shown in Eqn (8):42


� ¼ �d þ �p ¼ �Nd
�h0jr2j0i þ Np


�


X
n6¼0


h0jL̂LjnihnjL̂Lj0i
En � E0


ð8Þ


where L̂L is the angular momentum operator of the
electrons, r is the distance from the nucleus, j0i and jni
are the ground and excited states respectively, E0 and En


are their respective energies and Nd
� and Np


� are con-
stants.42 (Nd


� ¼ N0e
2=4mc2 and Np


� ¼ N0e
2=2m2c2,


where e and m are, respectively, the charge and mass of
the electron, c is the speed of light and N0 is Avogadro’s
number). Similar equations with a weighing factor of 1/r3


describe the chemical shift property. Equation (8), which
is appropriate for cases with no state degeneracy and
where orbitals are represented only by real wavefunc-
tions, is applicable to benzene and CBD.43 (One can form
two imaginary combinations from the degenerate pair of
CBD orbitals. The imaginary orbitals now look like the
imaginary combinations of the px and py AOS which have
angular momenta ML¼ �1. Double occupation in any
one of the combinations should in principle have angular
momentum, and can possibly account for the paramag-
netic ring currents. We thank W. T. Borden for discussing
this point. This angular momentum state is precisely the
B1g–B2g mixed state shown in Scheme 5. Our state
representation can be shown to be equivalent.) The
equation shows that whereas diamagnetism is an intrinsic
property of the electronic structure in the ground state,
paramagnetism arises owing to angular momentum gen-
erated by mixing of excited states into the ground state.
The two contributions are oppositely signed and they
reflect the different modes of interaction with the external
magnetic field; diamagnetism leads to some destabiliza-
tion and paramagnetism to stabilization.


A symmetry analysis of the terms may reveal qualita-
tive trends in the relative contributions of the diamagnetic
and paramagnetic terms for aromatics and antiaromatics.
The diamagnetic term of the magnetic susceptibility, �d,
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is a property of the ground-state wavefunction alone. It
depends on the distance from the nucleus, r, which is a
scalar and as such behaves as the totally symmetric
representation, �1, of the molecular point group. There-
fore, based on symmetry considerations alone, the dia-
magnetic term should be non-zero in all cases since the
direct product of any state’s symmetry with itself always
contains the totally symmetric representation. Both ben-
zene and CBD would exhibit diamagnetic contribution to
�. However, benzene, whose ground-state wavefunction
includes all of the ionic structures in a manner that
permits electron circulation [Scheme 4 (i)], is expected
to have a larger �-diamagnetic term compared with CBD,
which lacks the diagonal ionic structures and hence
cannot sustain �-electron circulation.


The paramagnetic term, on the other hand, depends on
the angular momentum operator L̂L, which is the sum of
the corresponding operators for the individual electrons.
The expectation value with respect to each such mono-
electronic operator is the sum of the expectation values of
the Cartesian components. These Cartesian components
have symmetry properties as the real rotations of the


point group.44,45 Therefore, a non-zero paramagnetic
term in Eqn (8) requires that the direct product of the
irreducible representations of the ground and excited
states, �ðj0iÞ and �ðjniÞ, will be equal to the representa-
tion of the real rotations, �(Rk), of the point group, as
expressed in Eqn (9):


�p 6¼ 0; ) �ðj0iÞ � �ðjniÞ ¼
�ðRkÞ þ others k ¼ x; y; z


ð9Þ


Furthermore, Eqn (8) shows that the paramagnetic con-
tribution is inversely proportional to the energy gap
between the ground state and the excited states, which
through mixing induce the paramagnetic effect. Thus,
significant contributions are expected mostly from the
low-lying excited states that possess the requisite sym-
metry to mix efficiently with the ground state in the
external magnetic field, and to elicit thereby angular
momentum in the combination state.


With the above guidelines, we now seek appropriate
low-lying excited states for CBD. Following the symme-


Scheme 5. �-MO occupancy, in (a), for the first 1B2g excited state of CBD, and the corresponding VB description in (b). The
mixing of 1B2g provides the missing ionic structures to mediate the continuous �-flow. The diagrams in (d) and (c) contrast the
excluded flow in the ground state, 1B1g, viz. the continuous flow in the magnetic state
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try rule in Eqn (9), the z component of the paramagnetic
susceptibility will be contributed by mixing excited states
of B2g symmetry, into the B1g ground state, while x, y
components require excited states of Eg symmetry. For
comparison, paramagnetic effects for benzene are in-
duced by excited states of A2g symmetry (for z contribu-
tion) and E1g symmetry (for x, y contributions).


We must focus on the z component, which makes the
difference between the two classes (Table 4). According
to MRCCSD(T) results by Balková and Bartlett,46 the B2g


excited state of CBD lies only 2.28 eV above the ground
state in the square geometry. In contrast, the lowest
A2g excited state for benzene lies more than 6.2 eV above
the ground state and is a Rydberg state, according to
the CASPT2 calculations of Roos and co-workers.47 The
availability of a low-lying excited state with the appro-
priate symmetry for CBD and not for benzene seems
sufficient to account for the higher paramagnetism of
CBD. However, one still wonders how the B2g!B1g


mixing can actually result in a circulatory motion of the
�-electrons in CBD, a motion otherwise interrupted by
the excluded diagonal-ionic structures?


The lowest excited states of CBD are those that involve
excitation within the �-frame. Scheme 5 shows that the
second lowest �� excited state (S2) of CBD is 1��


B2g


which, according to the symmetry analysis, has the
appropriate symmetry to mix into the B1g ground state
and induce a paramagnetic z-directed contribution to �p.
Now, in the presence of the magnetic field, the wavefunc-
tion of CBD will be given by the linear combination in
Eqn (10), with the real part being the original B1g state,
and an imaginary part given by the B2g component:


�ðC4H4Þ ¼ �B1g
þ i���


B2g
ð10Þ


where �¼mixing coefficient. Expansion of the ��
B2g


state
into VB structures shows (see b in Scheme 5) that this
state contains the missing diagonal-ionic structures,
which are excluded in the ground-state wavefunction.
Hence the magnetic field induced-mixing of ��


B2g
into


the ground-state �B1g
provides precisely those requisite


ionic structures that now permit a circular flow of the �-
electrons. The interchange diagram in c in Scheme 5
contrasts this continuous flow in the presence of the
magnetic field with the interrupted flow in the ground
state in d. In other words, the magnetically induced
B1g–B2g mixing generates angular momentum, and hence
a paramagnetic ring current can interact favorably with
the external field. Owing to its paramagnetic origins
[Eqn (8)], this circular motion leads to an oppositely
signed magnetic moment compared with the diamagnetic
term of benzene that arises due to the circular �-flow in
the ground-state wavefunction (Scheme 4).


In summation, in aromatic species the ground-state
electronic structure is disposed for ring current due to
�-electron circulation. In the presence of an external


magnetic field this disposition for circulation chooses a
direction that leads to a diamagnetic effect responsible
for the enhanced diamagnetism of the molecule. By
contrast, the ground electronic state of antiaromatic
species cannot sustain a �-electron ring current due to
the exclusion of diagonal ionic structures that have to
mediate this circulation. However, the mixing of 1B2g


excited state into the 1B1g ground state in the presence of
the external field provides the excluded ionic structures
and enables a circulatory �-electron flow. This flow
generates angular momentum, and hence paramagnetic
ring currents, which are responsible for the enhanced
paramagnetism of the species.


CONCLUSIONS


A detailed description of aromatic and antiaromatic
systems was given from a VB theoretical perspective.
In VB terms, electron delocalization is a result of the
mixture of ionic and covalent configurations (see 1–3).
Perfect delocalization is referred to situations where all
ionic configurations mix with the covalent state and
contribute equally to the electronic structure. An imper-
fect delocalization occurs whenever a set of ionic
structures is excluded from mixing by spatial or permu-
tation symmetry. Our analysis shows that aromatic spe-
cies are typified by perfect delocalization, whereas
antiaromatic species by imperfect delocalization due
to the exclusion of diagonal-ionic structures in the ground
state.


These features and the magnetic properties of aromatic
and antiaromatic species can be traced to the properties of
the spin-alternant state that constitutes the dominant
component of the two Kekulé structures. The spin-alter-
nant state is a mixture of the two possible electron
arrangement patterns that alternate the electronic spin
around the perimeter of the ring. The interference of the
spin-alternant determinants in the spin-alternant state
(Fig. 5) describes a collective circular motion of the
electrons along the perimeter of the ring. The overlap
and matrix element of these determinants is a measure of
the probability of this collective flow. In this sense, the
aromatic situations are typified by a significant overlap
and matrix element, both of which are intensified when
the ionic structures are included. By contrast, in antiaro-
matic species, the overlap is zero and the matrix element
is very small. Furthermore, none of these properties of
antiaromatics are affected significantly by allowing the
ionic structures to mix in. Thus, as shown in Scheme 4,
the circular electron flow in aromatic species exists
already in the ground state, whereas in antiaromatic
species this collective motion is interrupted due to the
exclusion of the diagonal-ionic structures. This exclusion
of ionic structures is driven by the electron-switch sym-
metry index of the wavefunction, defined by s¼ (�1)N�1,
N being the number of �-electron pairs, and hence are
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general for aromatic and antiaromatic species irrespective
of geometry or spatial symmetry.


In the presence of a magnetic field, the circular �-
motion in the aromatic spin-alternant state selects a
preferred direction that results in an exalted diamagnet-
ism in the direction perpendicular to the molecular plane.
By contrast, in antiaromatic species, the diagonal ionic
structures, which are required to complete the circular �-
electron flow, are brought in only via admixture of the
1B2g excited states due to the external magnetic field. This
mixing allows �-circulation and creates van Vleck para-
magnetism.


The predictive power of this model will have to be
further tested, for example, to explain the unusual inver-
sion of the magnetic properties reported by Schleyer and
co-workers41 for the triplet states of 4n and 4nþ 2
species. Our initial analysis shows that the symmetry
conditions are met for such an inversion in the case of 4n
species.
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ABSTRACT: The gas-phase interaction of protonated acetone and tert-butyl cations with 1,3,5-cycloheptatriene was
studied by Fourier transform ion cyclotron resonance (FT-ICR) mass spectrometry. In addition to proton transfer
giving C7H9


þ ions, hydride abstraction from cycloheptatriene giving C7H7
þ ions was observed. Deuterium labeling


experiments combined with the determination of the reaction kinetics excluded the formation of C7H7
þ ions by


consecutive proton transfer and H2 expulsion under these conditions. The kinetic isotope effect measured for the
hydride transfer channel was found to be in the range 1.65� 0.1, very close to that known to operate during hydride
transfer from simple alkylbenzenes to t-C4H9


þ ions. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: carbenium ions; 1,3,5-cycloheptatriene; Fourier transform ion cyclotron resonance mass spectrometry;


gas-phase ion chemistry; hydride transfer; ion–molecule reactions; kinetics; proton transfer


INTRODUCTION


In contrast to the great interest through past decades in
the gas-phase chemistry of protonated toluene,
C6H6CH3


þ, and arenium ions in general, which represent
key intermediates in electrophilic substitutions of are-
nes,1–4 our understanding of the ring-enlarged isomers,
viz. protonated cycloheptatrienes, has remained very
limited.5 However, there is a close parallel between the
ring extension/ring contraction behaviour of C7Hþ


7 ,
C7H8


.þ and C7H9
þ ions and the intramolecular isomeriza-


tion processes within each of these three prototypical
series of carbocations has been investigated in great
detail.6–8 Within the latter, however, the gas-phase prop-
erties of the parent ring-enlarged hydrocarbon, 1,3,5-
cycloheptatriene (1), have been elucidated only recently9


(J. Y. Salpin, M. Mormann, J. Tortajada, M. T. Nguyen
and D. Kuck submitted), along with studies on related
cycloolefinic hydrocarbons.10–12 In the course of our
experimental studies on the proton affinity (PA) and
gas-phase basicity (GB) of 1 in a Fourier transform ion
cyclotron resonance (FT-ICR) mass spectrometer,9 we


observed that adduct formation and formal hydride
transfer reactions compete with proton transfer. Since
the expulsion of dihydrogen from protonated toluene and
protonated cycloheptatriene, [1þH]þ, giving tropylium
ions, has been a process of considerable interest since
1974,13–15 we investigated the formation of ions C7H9


þ


(m/z 93) and C7H7
þ (m/z 91) during the reaction of 1 with


2-hydroxyprop-2-yl cations, [2þH]þ, and tert-butyl ca-
tions, [3þH]þ, in greater detail (Scheme 1).


RESULTS


The interaction of protonated acetone [2þH]þ with
cycloheptatriene (1) generates predominantly ions
C7H9


þ, which have been assumed to be dihydrotropylium
ions [1þH]þ,13–15 but, according to recent calculations,
should rather be regarded as a valence tautomer, proto-
nated norcaradiene [10 þH]þ (J. Y. Salpin, M. Mormann,
J. Tortajada, M. T. Nguyen and D. Kuck submitted).
However, the formation of C7H7


þ ions is also observed
(Fig. 1). Similar reactivity is found for the interaction
of tert-butyl cations [3þH]þ with 1, along with the
formation of the adduct ions, C11H17


þ (m/z 149)
(Fig. 2). In the case of ions [3þH]þ, the ratio of the
product ion abundances, [m/z 93] : [m/z 91], is found to
be constant, suggesting competitive reactions with
respect to proton and hydride transfer. In the case of
ions [2þH]þ, however, the product ions C7H7


þ may also
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be formed by a consecutive process, because their relative
abundances do not reach a constant value at long reaction
times.16


The proton transfer of ions [2þH]þ to 1 takes place
under apparent encounter control. The reaction efficiencies
(eff ) determined as the ratio of the measured rate constant,
k(Hþ), and the theoretical collision rate, kcoll,


17 are given in
Table 1. The rate constant determined for this process
under FT-ICR conditions is k(Hþ)¼ 1.1� 10�9 cm3


molecule�1 s�1. By contrast, the interaction of ions
[3þH]þ and 1 is much less efficient. In fact, the rate
constant determined for the proton transfer channel,
k(Hþ)¼ 1.8� 10�10 cm3 molecule�1 s�1, is in good acco-
rdance with the value reported by Sen Sharma and Kebarle
(1.1� 10�10 cm3 molecule�1 s�1 on the basis of high-
pressure CI experiments at 423 K).18 Obviously, proton
transfer is hampered by a significant barrier in this case.


We examined the course of the hydride transfer as the
origin of the C7H7


þ ions generated during the encounter of
cycloheptatriene 1 and ions [2þH]þ and [3þH]þ in the
FT-ICR mass spectrometer. In a first set of experiments,
we reacted acetone-d6, [2aþD]þ, with 1. Deuteration of
1 and consecutive hydrogen expulsion should give rise to
predominant loss of the H2 isotopomer and formation of
ions C7H6Dþ (m /z 92). This is reasonable because the
activation energy for the proton ring walk in protonated
cycloheptatriene should be far below the dissociation
limit, thus allowing for a complete, or almost complete,
H/D equilibration in ions [1þD]þ.19 Recent calcula-
tions9 yielded activation barriers lying significantly above
the values determined for the proton ring walk in simple
benzenium ions (Ea ¼ 32–36 kJ mol�1)20,21 but far below


Scheme 1


Figure 1. Time dependence of the ion–molecule reactions
of protonated acetone ([2þH]þ) and cycloheptatriene (1) at
ca 10–8 mbar


Figure 2. Time dependence of the ion–molecule reactions
of tert-butyl cations ([3þH]þ) and cycloheptatriene (1) at ca
10–8 mbar
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that found recently for protonated cyclobutadiene (Ea ¼
182 kJ mol�1).21 Even if the proton ring walk in ions
[1þH]þ did compete at all with the 1,2-elimination of
H2,13–15 the ratio of H2 versus HD loss, and [m/z 91] :
[m/z 92], should be <1, accounting for kinetic isotope
effects. In any mechanistic case concerning the consecu-
tive process, ions C7H6Dþ (m /z 92) should be observed in


considerable relative abundance. The kinetic course of
the interaction between ions [2aþD]þ and 1 is illustrated
in Fig. 3.


In addition to the dominant peak for ions C7H8Dþ


(m/z 94) due to Dþ transfer, a minor peak for ions C7H7
þ


(m/z 91) is observed at longer reaction times. However,
the signal at m/z 92 accounts exclusively for the naturally
occurring isotopomer of the latter ions, 13C12C6H7


þ. This
finding corroborates the occurrence of the hydride trans-
fer reaction and excludes the H2 and HD elimination path
from deuterated cycloheptatriene, [1þD]þ (Scheme 2).
Thus, protonated cycloheptatriene [1þH]þ cannot
represent an intermediate in the course of the hydride
abstraction from 1 by protonated acetone, [2þH]þ.


To obtain information about the kinetic isotope effects
associated with the hydride transfer reactions, [7-D]cy-
cloheptatriene (1a) was subjected to the ion–molecule
reaction with both ions [2þH]þ and [3þH]þ. Notably,
tert-butyl cations were found to exert kinetic isotope
effects in a very narrow range, k(H�)=k(D�)¼ 1.6� 0.1,
in ion–neutral complexes with simple alkylbenzenes and
various �,!-diphenylalkanes.22–28 The kinetics of the
interaction of 1a and protonated acetone [2þH]þ and
tert-butyl cations [3þH]þ are reproduced in Figs 4 and 5,
respectively.


Table 1. Rate constants and efficiencies of the ion–molecule reactions of protonated acetone and tert-butyl cations with
cycloheptatriene (1)


Reactants kcoll
a,b k(Hþ) [eff(Hþ)] k(H�) [eff(H�)] k(D�) [eff(D�)] k(H�)/k(D�)c


1þ [2þH]þ 14.10 10.7 [0.76] 3.7 [0.26] — —
1þ [2aþD]þ 13.64 9.4d [0.69]d 4.2 [0.31] — —
1aþ [2þH]þ 14.07 10.1 [0.72] 1.7 [0.12] 1.0 [0.07] 1.7
1þ [3þH]þ 14.25 1.85 [0.13] 1.1 [0.08] — —
1aþ [3þH]þ 14.22 1.28 [0.09] 0.68 [0.048] 0.42 [0.03] 1.6


a Calculated according to Ref. 17.
b In 10�10 cm3 molecule�1 s�1.
c Calculated from the branching ratio of H� and D� transfer (Ref. 29).
d Dþ transfer.


Figure 3. Time dependence of the ion–molecule reactions
of acetone-d6 ([2aþD]þ) and cycloheptatriene (1)


Scheme 2
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In both cases, hydride and deuteride transfer reactions
occur to different extents and with a significant predomi-
nance of the former (Scheme 3). The branching ratios
allow us to determine the kinetic isotope effects,29


which again were found to be in the range k(H�)=
k(D�)¼ 1.6–1.7. This result is in good agreement with
those obtained previously for alkylbenzenes and �,!-
diphenylalkanes22–28 and can be considered a further
confirmation of the mechanism of the formation of the
C7H7


þ ions by competitive hydride transfer from 1. The
kinetic results of the proton and hydride transfer reactions
between cycloheptatriene and ions [2þH]þ and [3þH]þ


are given in Table 1.


DISCUSSION


A priori, the formation of C7H7
þ ions may be traced to


mainly two reaction channels, viz. (i) proton transfer
from the reagent ions [2þH]þ and [3þH]þ to 1 and
subsequent loss of H2 from the excited C7H9


þ intermedi-
ates and (ii) hydride abstraction from 1 by the same
reagent ions, now reacting as Lewis acids, through a
channel that directly competes with the proton transfer
(Scheme 1). In both cases, the C7H7


þ product ions can be
assumed to be tropylium ions (4).


The elimination of dihydrogen from metastable ions
[1þH]þ has been studied repeatedly and represents the
major unimolecular fragmentation channel of C7H9


þ


ions.13–15,30 This process is exothermic but involves a
particularly high activation barrier, as reflected by the
large amount of kinetic energy released (Tkin¼
106 kJ mol�1). The relevant part of the energy profile is
reproduced in Fig. 6.


Figure 5. Time dependence of the ion–molecule reactions
of tert-butyl cations ([3þH]þ) and [7-D]cycloheptatriene
(1a)


Figure 4. Time dependence of the ion–molecule reactions
of protonated acetone (2þH]þ) and [7-D]cycloheptatriene
(1a)


Scheme 3
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The activation barrier of the isomerization of ions
[1þH]þ to toluenium ions [5þH]þ has recently been
determined by ab initio calculations (J. Y. Salpin, M.
Mormann, J. Tortajada, M. T. Nguyen and D. Kuck
submitted) and the elimination of dihydrogen from the
latter has also been studied in detail by experiment and
computation (E. Motell, M. S. Robinson, R. Gareyev,
V. M. Bierbaum and C. H. DePuy, personal communi-
cation, March 2000). The barrier to H2 loss from the
ipso tautomer of ions [5þH]þ was calculated to be
175 kJ mol�1, consistent with that determined experi-
mentally for the H2 loss from protonated toluene
(96 kJ mol�1).15 As the barrier for the H2 loss from
ions [5þH]þ is lower than that of their ring expansion
to ions [1þH]þ, the experimentally observed kinetic
energy release specifically reflects the fragmentation of
ions [5þH]þ, rather than that of a mixture of isomeric
C7H9


þ ions.
As another consequence, it follows from this large Tkin


value that the barrier to the formation of tropylium ions 4
from ions [1þH]þ by direct elimination of H2, i.e.
without preceding ring contraction, has to be �70 kJ
mol�1. Hence the losses of H2 from both C7H9


þ isomers,
[1þH]þ and [5þH]þ, giving ions 4 and benzyl cations 6,
respectively, are associated with high activation energies.
In the course of the present FT-ICR experiments, such
high excitation energies were not available. For example,
the exothermicity of the proton transfer reactions induced
by thermalized proton donor cations, such as ions


[2þH]þ, in particular,31 is only �Hr¼�19 kJ mol�1.
Collisional activation of ions [1þH]þ through a Linde-
mann-type mechanism32,33 can be excluded because of
the low gas pressure within the ICR cell. Similarly,
blackbody irradiation34 cannot be the origin of the uni-
molecular fragmentation of the C7H9


þ ions since the
energy distribution under the given conditions (300 K),
having its maximum at 1035 cm�1 (12.5 kJ mol�1), is not
sufficient.35 These arguments allow us to exclude the
consecutive fragmentation of primarily formed dihy-
drotropylium [1þH]þ ions as the origin of the generation
of the C7H7


þ ions during the reaction of protonated
acetone, [2þH]þ, with cycloheptatriene.


The alternative path for the formation of tropylium ions
4 from cycloheptatriene 1 via hydride transfer to
tert-butyl cations has been described by Sen Sharma
and Kebarle.18 In their work, ions [3þH]þ were found
to generate exclusively tropylium ions 4, in spite of the
fact that the proton transfer process is considerably
exothermic. Notably, hydride transfer reactions from
benzylic methylene groups of various alkylbenzenes to
tert-butyl cations is energetically more favourable than
the contradirectional proton transfer,21,22 and hydride
transfers involving alkyl cations and alkanes are not
accompanied by proton transfer at all.36–42 In fact, the
thermochemistry of the hydride transfer from 1 to carbo-
cations is even more favourable than the proton transfer
process leading to dihydrotropylium ions [1þH]þ.43–45


In spite of their considerable exothermicity, the hydride


Figure 6. Energy profile (in kJ mol�1) for the unimolecular isomerization and loss of H2 from C7H9
þ isomers, protonated


cycloheptatriene, [1þH]þ, and protonated toluene, [5þH]þ (see text)
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abstraction of ions [2þH]þ and [3þH]þ from 1 occurs
to a lower extent than the contradirectional proton
transfer. The low efficiency of hydride transfer processes
has been studied in great detail36–40,46 and the negative
temperature dependence of the reaction rate cannot be
traced to the double-well potential model,47–51 which is
known to account for, inter alia, proton transfer reactions.
Recent theoretical studies have shown that the hydride
transfer between alkanes and carbenium ions in the gas
phase is not subject to an internal energy barrier but to an
ion–molecule complex as a local minimum.52 The low
efficiency of the process was attributed to a locked-rotor
model.46


CONCLUSION


In the gas phase, protonated 1,3,5-cycloheptatriene
([1þH]) is known to undergo ring contraction to tolue-
nium ions under chemical ionization conditions. Proton
transfer from protonated acetone and the tert-butyl cation
to cycloheptatriene under nearly thermalized conditions,
giving ions C7H9


þ (m/z 93), was found to be accompanied
by the formation of C7H7


þ ions (m/z 91). In agreement
with considerations of the energy requirements, loss of
H2 from ions C7H9


þ can be excluded on the basis of
deuterium labeling experiments. The formation of C7H7


þ


ions is completely due to hydride abstraction from the C-
7 position of cycloheptatriene, in accordance with the
previous finding that hydride abstraction from this cy-
cloalkene produces pure tropylium ions.18 The kinetics of
the proton transfer to and hydride transfer from cyclo-
heptatriene have been determined and the kinetic isotope
effect associated with the hydride transfer process was
found to be in the same range, k(H�)=k(D�)¼ 1.6–1.7, as
those determined for the hydride transfer from alkylben-
zenes to tert-butyl cation.22–28


EXPERIMENTAL


Materials. 1,3,5-Cycloheptatriene (1) (Aldrich, Deisen-
hofen, Germany) was distilled before use over a 20 cm
Vigreux column. Purity was checked by GC–MS ana-
lyses (>99%). Acetone (Aldrich, stated purity >99.9%)
and acetone-d6 (Deutero, Kastellaun, Germany, stated
purity >99.5%, D content >99%) were used as pur-
chased. The reagent gases were also used as purchased,
viz. methane (Linde, Wiesbaden, Germany, stated purity
>99.5%), methane-d4 (Deutero, >99%, D content 99%)
and isobutane (Linde, stated purity �99.5%).


[7-D]-1,3,5-cycloheptatriene (1a) was prepared by re-
duction of 7-ethoxy-1,3,5-cycloheptatriene with lithium
aluminium deuteride in diethyl ether.53,54 The identity
and purity were checked by 1H and 13C NMR spectro-
metry (Bruker DRX 500 at 500 and 126 MHz, respec-


tively) and by electron ionization mass spectrometry
(Fisons Autospec double-focusing sector-field instru-
ment), using a heated septum inlet, acceleration voltage
8 kV, electron energy 70 eV, emission current 200mA and
source temperature 160� 10 �C. The deuterium contents
of 1a was found to be 98% (by 1H NMR spectroscopy).


Mass spectrometric measurements. Ion–molecule reac-
tions were performed by use of a Bruker Spectrospin
CMS 47X FT-ICR mass spectrometer equipped with a
4.7 T superconducting magnet, an external ion souce55


and an Infinity cell.56 The protonated pseudo-molecular
ions were generated in the external ion source by chemi-
cal ionization (CI) using either methane or isobutane as
the reagent gas. Typical source conditions were filament
current 3.5–4.0 A, electron energy 30 eV and ionizing
pulse duration 100 ms. The ions generated in the external
ion source were transferred into the ICR cell and isolated
by standard ejection procedures to eliminate all ions
except those of interest by a broadband r.f. pulse and a
series of r.f. pulses (‘single shots’) with the cyclotron
frequencies close to that of the selected ion, in order to
suppress unintended ion excitation. Subsequently, the
ions were kinetically cooled by application of several
argon pulses57 using a magnetic valve. After a delay time
of 1.5 s, during which the cooling gas argon was essen-
tially pumped off the cell, single shots were again applied
to remove ions formed by collision-induced fragmenta-
tion during the cooling interval. The residual ions were
allowed to react with the neutral 1,3,5-cycloheptatriene
isotopomers 1 and 1a present in the cell at a constant
background pressure of (1.0–5.0)� 10�8 mbar during a
variable reaction time interval (t) (cf. Figs 1–5). The
pressure readings of the ionization gauge close to the
turbopump of the FT-ICR cell were calibrated by rate
measurements of the reaction NH3


.þþNH3!
NH4


þþNH2
. 58 The sensitivity of the ionization gauge


towards 1,3,5-cycloheptriene was determined from its
polarizability.59–62


The intensities of the signals for the reagent ions were
determined after Gauss multiplication of the time domain
signal followed by Fourier transformation in the fre-
quency domain. The bimolecular rate constants for the
observed proton transfer reactions were derived from
the first-order exponential decay [Eqn (1)] of the plot of
the experimental intensities versus the reaction time t,
where kobs is the observed pseudo-first-order rate constant
and [N] the number density of the neutral molecules
within the FT-ICR cell:


½½M þ H�þ�t
½½M þ H�þ�t¼0


¼ expð�kobstÞ ¼ expð�kexp½N�tÞ ð1Þ


The theoretical collision constants, kcoll, were calcu-
lated according to the trajectory model developed by Su
and Chesnavich17 using the dipole moment of 1,3,5-
cycloheptatriene, �(1)¼ 0.25 D,63,64 and a calculated
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polarizibility of �(1)¼ 12.29 Å3.59–61 The isotope effects
of hydride transfer processes were derived from the
branching ratio of the hydride and deuteride abstraction
processes.29,65
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ABSTRACT: On the basis of experimental charge density distributions in a series of ionic complexes of
1,8-bis(dimethylamino)naphthalene (DMAN) with four different acids, 1,2,4,5-benzenetetracarboxylic acid (pyro-
mellitic acid), 4,5-dichlorophthalic acid, dicyanoimidazole and o-benzoic sulfimide dihydrate (saccharin), the role of
minor C—H � � �O hydrogen bonds was analysed. We propose a multicentre model of hydrogen bonding in proton
sponges {[Me2N—H � � � .NMe2]þ � � � X��}. It appears that weak interactions of electronegative atoms with the
nearest methyl hydrogen atoms can influence the location of the proton in the intramolecular [N—H � � �N]þ


hydrogen bridge. In the case of C—H � � �O hydrogen bonds, the amount of electron density in the donor C—H bonds
involved in hydrogen bonding is slightly larger than that in those C—H from the same methyl group which are not
involved in hydrogen bonding. Numerical values of the Laplacian follow a reverse relation (they are smaller for the
donor C—H bonds). Both of these critical point parameters (rho and Laplacian) are linearly dependent on the length
of interaction line. An increase in the amount of electron density in the H � � �O hydrogen bonding is associated with an
increase in electron density in the donor C(methyl)—H donor bond, which confirms the mainly ionic nature of such
weak hydrogen bonds. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: proton sponges; experimental charge density distributions; hydrogen bonding


INTRODUCTION


According to literature data searches, more than
300 papers have been published on proton sponges
and their complexes. The parent proton sponge—an
aromatic diamine, 1,8-bis(dimethylamino)naphthalene
(DMAN)—has been known since the early 1940s.1 Its
high basicity (pKa � 12) was realised by Alder et al.2 in
the late 1960s. Proton sponges3 have attracted significant
interest owing to their very high proton affinity, low
nucleophilicity, slow protonation/deprotonation and ap-
plications in modelling of enzymatic catalysis processes.4


Many of their properties result from the strain induced by
the proximity of the two amine substituents. With mineral
or organic acids proton sponges form very stable ionic
complexes containing low barrier intramolecular
[N � � �H � � �N]þ hydrogen bonding.3 This H-bonding is
asymmetric according to ab initio calculations,5,6 numer-
ous diffraction studies and isotope shift investigations.7


Research in the field of proton sponges has followed
several main directions: (a) synthesis of new proton
sponges and their complexes;8–10 (b) mainly theoretical
studies of factors responsible for enhanced basicity such
as cationic H-bond energies,11–13 lone pair–lone pair
repulsion energies,14,15 strain energies5,6,16 and reso-
nance (aromatic stabilization energies);13,17 (c) experi-
mental studies of structural and spectroscopic
properties,18,19 and (d) some applications in catalysis.4


DMAN itself and its complexes are very good model
systems to study a number of interesting chemical phe-
nomena such as unusual proton affinity, ionic [N—
H � � �N]þ hydrogen bonding and its short- and long-
range consequences, aromaticity and conjugation in the
aromatic part and weak hydrogen bonding.


The whole series of compounds that we have
studied consist of the ionic complexes of protonated
DMAN with the anions (Scheme 1) of the following
acids: 1,2,4,5-benzenetetracarboxylic acid (pyromellitic
acid), 4,5-dichlorophthalic acid, dicyanoimidazole
and o-benzoic sulfimide dihydrate (saccharin). The
names of the complexes are hereafter abbreviated as
DMANHþ tCA�, DMANHþ dCldCA�, DMANHþ


dCI� and DMANHþSAC�. The labelling schemes of
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the atoms and an ORTEP illustration of their thermal
motions are shown in Fig. 1.


Modern high-resolution X-ray diffraction methods
allow the characterization of the nature of chemical
interactions.20,21 We accomplished our studies by the
construction of a mathematical model of charge density
in a crystal and then by fitting the parameters of such a
model to the experimental pattern of diffracted X-rays.
We applied the so-called �-formalism proposed by Han-
sen and Coppens.22 In this model, electron density in a
crystal is described by a sum of aspherical ‘pseudo-
atoms’ where the ‘pseudoatom’ density has the form


�atðrÞ ¼ Pc�coreðrÞ þ Pv�
3�valð�rÞ


þ
Xlmax


l¼0


�03Rlð�0rÞ
Xl


m¼0


Plm�dlm�ð�; �Þ


where the first term describes the core density (Pc stands
for the core populations and �core is the spherically
averaged Hartree–Fock core density for the atom). The
second term describes the spherical part of the valence
density; � is an expansion/contraction coefficient which
allows the radial density to become more or less diffuse;
Pv stands for the valence population. The third term
describes the deviation of pseudo-atom density from
sphericity. This is represented by deformation functions
taking the shape of density normalized spherical harmo-
nics dlm� of order l oriented with index m. The radial term
for the deformation functions takes the form of a normal-
ized Slater (or Gaussian) functions Rlð�0rÞ with an
expansion contraction parameter �0.


Once experimental electron density has been estab-
lished, Bader’s atoms-in-molecules approach,23,24 i.e.
topological analysis of electron density �(r), provides
an excellent tool for the interpretation of X-ray-deter-
mined charge densities. Any bonded pair of atoms has a
bond path, i.e. a line of the highest electron density,


linking them. The point on this line where the gradient of
�, r�(r), is equal to zero, is termed the bond critical point
(BCP) and the properties of the density at this point, �b,
give quantitative information on that bond’s characteris-
tics. A bond path between a pair of non-covalently
bonded atoms is called an interaction line. Its length,
which can be different from the length of the internuclear
vector, will be denoted Rij. In our opinion, Rij better
represents the influence of the local electronic environ-
ment on a given interaction.


The Laplacian of the density [r2�(r)] contains a large
amount of chemical information. Since this is the second
derivative of the electron density, it indicates where the
density is locally concentrated [r2�(r) < 0] and depleted
[r2�(r) > 0], and hence graphically shows features such
as bonds and lone pairs, which are not observable in �(r)
itself.


We have already devoted a full paper25 to discuss Koch
and Popelier’s26 hydrogen bond criteria. In that paper, we
studied the variation of charge density and geometric
properties and also local energy densities over all inter-
and intramolecular interactions present in five complexes
of DMAN. It appeared that all the interactions studied
([O � � �H � � �O]�, C—H � � �O, [N—H � � �N]þ , O—
H � � �O, C—H � � �N, C� � � �N�, C� � � �C�, C—H � � �Cl,
N—Hþ ) follow exponential dependences of the electron
density, local kinetic and potential energies at the bond
critical points on the length of the interaction line. The
local potential energy density at the bond critical points
has a near-linear relationship to the electron density.
There is also a Morse-like dependence of the Laplacian
of rho on the length of interaction line, which allows a
differentiation of ionic and covalent bond characters. The
strength of the interactions studied varies systematically
with the relative penetration of the critical points into the
van der Waals spheres of the donor and acceptor atoms
and also the interpenetration of the van der Waals spheres
themselves.


Scheme 1


ROLE OF C—H � � �O IN IONIC COMPLEXES OF 1,8-BIS(DIMETHYLAMINO)NAPHTHALENE 765
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In this work, however, we used the same experimental
charge density data to discuss the nature of weak C—
H � � �O hydrogen bonds. Let us concentrate on a slightly
larger fragment of the cation than just the three atoms
[N—H � � �N]þ participating in the H-bond. In fact,
periamino derivatives of naphthalene do not have proton
sponge properties unless the nitrogen atoms are fully
substituted. This means that the alkyl groups attached to
the nitrogen atoms play a very important role. If this is so,
one should look at the arrangement and structural para-
meters of a wider group of H bonds, present in the
[Me2N—H � � �NMe2]þ � � �X�� region, where X�� is the
nearest electronegative atom. In most cases of DMAN
complexes this is oxygen. Then, we will call the strong


H-bond in [Me2N—H � � �NMe2]þ the major component
and the weak H-bonds between the methyl groups
and � � �X�� the minor component of the [Me2N—
H � � �NMe2]þ � � �X�� H-bonding. We want to examine
the role of a minor secondary [Me2N—H � � �NMe2]þ � � �
X�� interaction of the [Me2N—H � � �NMe2]þ fragment
with the nearest electronegative atom (X��) in the crystal.


This weak interaction is the reason for small structural
changes of the DMANHþ cation. By variation of the
anions we will generate variations of minor components
in the hydrogen bonding in DMANHþ complexes.
Ideally, this will be reflected in details of the electron
density distributions which we hope to demonstrate in
this paper.


Figure 1. Numbering schemes and atomic displacement parameters (ADPs) for the ionic complexes of DMANHþ cation with
tCA�, dCldCA�, dCI� and SAC� from neutron data at 100 K. The ellipsoids are drawn at the 50% probability level
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EXPERIMENTAL


Crystals of the compounds studied are well defined,
colorless prisms, grown by slow evaporation from acet-
onitrile. All details of high-resolution X-ray and neutron
data collections, structure and multipole refinements are
described in Ref. 25.


RESULTS AND DISCUSSION


All structural and crystallographic details for all four
structures can be found in Ref. 25. It also contains details
of experimental electron density distributions and a
discussion of networks of interactions of varying
strength, which exist in these structures. The interactions
are classified into nine types. When these are taken
together with previously published results for the com-
plex of DMAN with dichloromaleic acid, a total of 63
interactions can be identified. It appears that the lengths
of the interaction lines can be correlated with topological
properties, local kinetic and potential energy densities,
interpenetrations of van der Waals spheres and interpene-
trations of CPs with van der Waals spheres. When the full
range of interactions including the N—Hþ covalent
bonds is considered, the variation of the Laplacian of �
at BCPs reveals a continuous transition from the weak
hydrogen bonding to the covalent bonding situation. It
appears that quantitative relationships or unifying depen-
dences exist, derived from charge density distributions,
linking weak � � � �� electron interactions, weak and
strong hydrogen bonds and covalent bonds. These general
relationships open up a new field which can be termed
‘quantitative crystal engineering.’ We found that the
hydrogen atoms in the N(2)—H(1NN) � � �N(1) hydrogen
bond carry a positive charge in the range 0.31–0.39e,
whereas the aromatic and aliphatic hydrogen charges are
close to zero within the level of errors. The methyl
carbons, in all except the saccharide complex, carry a
significant positive charge (ca 0.4e). The charges of the
donor and acceptor nitrogen atoms are in the range
�0.18(2)e to �0.41(2)e.


Among those 63 above-mentioned interactions there is
a subset of C—H � � �O weak hydrogen bonds, where the
donor C—H comes from a methyl group and an acceptor
oxygen atom from the closest counterion in the crystal
lattice. In this contribution we want to analyse the role of
minor secondary [Me2N—H � � �NMe2]þ � � �X�� hydro-
gen bonds.


The crystal structures of the complexes of
DMANHþA� are built up either from layers of pairs
of stacked cations and anions which form molecular
planes or from a single DMANHþ cation (anion) inter-
acting with six anions (cations) in the closest 3D neigh-
bourhood. This resembles the type of close packing
characteristic of ionic inorganic compounds. In the first
case, two cations and two anions are placed in an


antiparallel manner owing to strong dipole–dipole inter-
actions and other kinds of weak interactions. As a result
of strong electrostatic interactions and the weak interac-
tions (mentioned above), some relatively short intermo-
lecular contacts occur. The shortest of them can be
considered as weak C—H � � �acceptor (usually oxygen)
hydrogen bonds.


The structures of ionic DMANHþX� complexes
may be used to find possible relationships between
the major and minor components of [Me2N—
H � � �NMe2]þ � � �X�� H-bonding. A good illustration of
such and other weak interactions in the four subject
structures is shown in Fig. 2.


First, it appears that the nearest electronegative atom is
located more or less at the central position in front of four
hydrogens which protrude from the methyl groups of the
DMANHþ cation. In fact, the electronegative atom, e.g.
oxygen, is almost always slightly closer to the nitrogen
donor atom {N(2) in the [Me2N(2)—H � � �N(1)Me2]þ


bridge}, i.e. the N(2) � � �O distance is shorter than
N(1) � � �O. This means, that the N(2)—H(1NN) � � �O
angle is larger than the N(1) � � �H(1NN) � � �O angle.
The nearest oxygen atom is much closer to the methyl
hydrogen atoms than it is to the acidic proton. Hence the
hydrogen bonding involving methyl hydrogens is more
significant than the [N—H � � �N]þ � � �O�� interaction.


In general, the DMAN methyl groups can interact with
more than one electronegative atom independently, and
such electrostatic interactions can induce localization of
the acidic proton at one or other of the nitrogen atoms.
Also, order or disorder of the hydrogen atom position in
the hydrogen bonding seems to be dependent on the
number and location of the electronegative atoms in the
neighbourhood. The next important factor influencing
the situation of the proton is the charge associated with
the hydrogen and the electronegative atoms. A formal
positive charge (þ1) associated with the acidic proton is
smeared over the whole cation, which increases the
charges also at the methyl hydrogen atoms. An estimation
of atomic charges for the complexes of DMANHþ


obtained from the present charge density studies gives
charges in the range þ 0.31 to þ 0.39 for the acidic
proton, and charges about two times smaller for the
methyl hydrogen atoms. This suggests that a delicate
balance exists between the electrostatic interactions of
the methyl hydrogens on the left- and right-hand sites
of the DMANHþ cation and electronegative atoms of the
counter-moiety. This may be illustrated by the �b and
r2�b values for the donor C—H bond lengths and H � � �O
hydrogen bond distances. They are listed in Table 1.


It appears that the values of �b for the C—H bonds
involved in C—H � � �O hydrogen bonding are slightly
increased (usually less than 0.1e Å�3) compared with
those from the same methyl groups, not being hydrogen
bonded (Scheme 2).


There is also a small decrease of the r2�b values
(usually less than 3e Å�5) for such C—H bonds (also
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compared with the non-bonding situation). For both
properties there is only one exception, which is illustrated
in Fig. 3. This one data point [for C(12)—H(12A) in
DMANHþ tCA�] deviates because its parent methyl
group strongly interacts with three oxygen atoms in the
close neighbourhood. In such a case all three interactions
can influence the CP properties, thus changing them more
than may be expected in the simplest case of the methyl
hydrogens interacting with only one oxygen atom. There
also seems to be a trend: the stronger the C—H bond the


larger is the difference between the �b values for the C—
H bonds involved and not involved in H-bonds [Fig. 3(b)].


Further interesting trends are found for the relation
between r2�b and �b for the donor C(methyl)—H bonds
[Fig. 4(a)], and for H � � �O hydrogen bonds [Fig. 4(b)].


It appears that the smallest negative values of r2�b are
associated with the strongest C—H bonds (with the
largest �b). The slope of such a relation is negative for
the donor C—H groups. There is no similar relation for
the average values of r2�b and �b of the non-interacting


Figure 2. Interaction lines for weak interactions in complexes of the DMANHþ cation with (a) tCA�, (b) dCldCA�, (c) dCI�


and (d) SAC�
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C—H groups. However, for the C(methyl)—H � � �O H-
bonds the slope of such an obvious trend is positive with
the scatter of data points resulting from the complexity of
H-bond interactions.


The plots characterizing C—H � � �O H-bonds, such as
that in Fig. 4(a), might alternatively be formulated so as
to show the differences on the donor site between the
electron density (or Laplacian) in the H-bonded
C(methyl)—H donor bonds minus the amount of elec-
tron density (Laplacian) at the BCPs of the C—H groups


coming from the same methyl group and not being
involved in any hydrogen bonding. The differences are
in fact comparable to the values of the CP parameters for
the C(methyl)—H � � �O hydrogen bonds (Fig. 5).


The first dependence describes the consequences of
formation of C(methyl)—H � � �O hydrogen bonds on the
relation between �b and r2�b for the donor C—H bonds.
Because of the reference to the C—H groups not in-
volved in H-bonding but coming from the same methyl
substituent, one can say that it describes quantitatively
consequences of the C—H � � �O hydrogen bonding on the
electron and Laplacian distributions on the donor site.
The stronger is the C—H bond, the more negative are the
Laplacian values at the BCPs.


Figure 5(b) links the changes in �b for the donor and
acceptor groups. It appears that the stronger is the
H(methyl) � � �O hydrogen bonding the more electron
density is associated with the C(methyl)—H BCPs.


Table 1. CP properties characterising C(methyl)—H � � �O hydrogen bonds


DMANHþ �b <�b> ��b r2�b <r2�b> �r2�b �b r2�b


complex C—H C—H C—H C—H C—H C—H H � � �O H � � �O
with Hydrogen bonding (e Å�3) (e Å�3) (e Å�3) (e Å�5) (e Å�5) (e Å�5) (e Å�3) (e Å�5)


TCA� C11—H11A � � �O1(1þ x,y,z) 1.91(3) 1.86 0.05 �20.9(1) �20.4 �0.5 0.066 0.8
TCA� C12—H12A � � �O2(1þ x,y,z) 1.90(3) 1.79 0.11 �21.1(1) �17.7 �3.4 0.097 0.7
TCA� C13—H13A � � �O1(1þ x,y,z) 1.89(4) 1.85 0.04 �20.4(1) �19.6 �3.4 0.037 0.5
TCA� C14—H14B � � �O1(1þ x,y,z) 1.96(3) 1.89 0.07 �23.4(1) 21.7 �1.7 0.086 0.9
dCldCA� C11—H11A � � �O1(1�z,1�y,�z) 1.78(3) 1.87 �0.11 �14.6(1) �16.2 þ 1.6 0.056 0.8
dCldCA� C11—H11C � � �O3(1�z,1�y,�z) 1.88(3) 1.87 0.01 �17.4(1) �16.2 �1.2 0.057 0.9
dCldCA� C12—H12C � � �O3(1�z,1�y,�z) 1.81(3) 1.83 �0.02 �15.9(1) �16.0 þ 0.1 0.063 0.9
dCldCA� C13—H13C � � �O3(1�z,1�y,�z) 1.89(3) 1.83 0.06 �17.8(1) �15.8 �2.0 0.065 1.0
dCldCA� C13—H13B � � �O2(1�x,1�y,�z) 1.85(3) 1.83 0.02 �16.6(1) �15.8 �0.8 0.068 1.1
dCldCA� C14—H14A � � �O4(1þ x,y�1,1þ z) 1.88(3) 1.86 0.02 �17.3(1) �17.3 0.0 0.041 0.7
dCldCA� C14—H14B � � �O3(1�x,1�y,�z) 1.89(3) 1.86 0.03 �17.7(1) �17.3 �0.4 0.054 0.9
dCldCA� C13—H13A � � �O2(x,y�1,z) 1.86(3) 1.84 0.02 �18.2(1) �16.6 �1.2 0.047 0.8
SAC� C13—H13B � � �O1(x,y�1,z) 1.90(3) 1.84 0.06 �18.7(1) �16.6 �2.1 0.060 0.9
SAC� C13—H13C � � �O2 1.83(3) 1.84 �0.01 �16.8(1) �16.6 �0.2 0.058 0.8
SAC� C12—H12B � � �O3(x,y�1,z) 1.84(3) 1.86 �0.02 �17.6(1) �16.3 �1.1 0.031 0.5


a �b is the electron density at the CP of the donor C—H bond; <�b> is the average electron density at the CPs of the C—H bonds not involved in H-bonding, in
the same methyl group; ��b is the difference �b � <�b>. The same nomenclature applies to the Laplacian values. The final two columns contain �b and r2�b


for the hydrogen bonds formed.


Scheme 2


Figure 3. Illustration of BCP parameters for the methyl C—H bonds involved and not involved in weak C—H � � �O hydrogen
bonds: (a) comparison of the Laplacian values at BCP for the C—H bonds participating in C—H � � �O hydrogen bonds (triangles)
and the average values of 0.r2�b (e Å�5) for the C—H bonds not participating in any H-bond and coming from the same
methyl group (squares) as a function of the serial bond number; (b) comparison of the �b (e Å�3) values for the C—H bonds
participating in C—H � � �O hydrogen bonds (squares) and the average values of �b for the C—H bonds not participating in any
H-bond and coming from the same methyl group (triangles) as a function of the serial bond number. The deviating point is
shown in the ellipsoid
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This kind of relation clearly confirms the electrostatic
nature of the C(methyl)—H � � �O hydrogen bonds. We
believe that these are some examples of new applications
of the Laplacian function. Its numerical values seem to
have quantitative significance and they can be applied in
studies of such sophisticated problems as the weakest
intermolecular interactions.


CONCLUSIONS


The strong, charge-supported intramolecular [N—
H � � �N]þ hydrogen bond has a multicentre character
which can be represented by the formula {[Me2N—
H � � �NMe2]þ � � �X��}, where X is the nearest electrone-
gative atom in the crystal lattice. Such interactions of the
methyl hydrogens seem to affect the location of the proton
in the [N—H � � �N]þ bridge. The proton is more likely to
be found at the nitrogen which is closer to the atom X.


In the case of the C(methyl)—H � � �O hydrogen bonds,
we estimate changes in the values of CP parameters for
C(methyl)—H bonds involved in H-bonding relative to
those C—H from the same methyl groups which are not


involved in any H-bonding. It appears that there are a
number of relationships between CP parameters linking
variation of � and Laplacian of � for the donor
C(methyl)—H bonds with changes of the CP parameters
in the H(methyl) � � �O hydrogen bonds. Among others,
there is slightly more electron density in the donor C—H
bonds involved in hydrogen bonding than in those C—H
from the same methyl groups which are not involved in
hydrogen bonding. Numerical values of the Laplacian
follow a reverse relation (they are smaller for the donor
C—H bonds). Both of these critical point parameters
(rho and Laplacian) are linearly dependent on the length
of interaction line. An increase in the amount of electron
density in the H � � �O hydrogen bonding is associated
with an increase in electron density in the donor
C(methyl)—H donor bond. These relations stress the
ionic nature of the C(methyl)—H � � �O hydrogen bonds.
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epoc ABSTRACT: Novel cadmium–organic frameworks incorporating nitrilotriacetate (NTA3�) and BPY (4,40-bipyr-
idine) were synthesized under hydrothermal conditions and structurally characterized by single-crystal x-ray
crystallography and other techniques. The crystal structure of CUmof-7, [Cd4(BPY)5(NTA)2(H2O)4]�(NO3)2�(H2O)x,
, consists of infinite 2D cationic bilayers stacked along the c direction, and perforated by wide tubular channels filled
with nitrate ions and highly disordered water molecules. CUmof-8, [Cd4(BPY)4(NTA)2(H2O)10]�(BPY)�(NO3)2�
(H2O)8, is a 1D metal–organic polymer produced by the self-assembly of a bimetallic secondary building unit into a
cationic chain, ½Cd2ðBPYÞ2ðNTAÞðH2OÞ5�


nþ
n . NTA3� appears in both crystal structures as an effective polydentate


ligand which traps the Cd2þ metal ions inside three chelate five-membered rings, eliminating available coordination
sites and favouring the formation of 1D polymers (for CUmof-8). Copyright # 2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc
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INTRODUCTION


Crystal engineering of metal–organic frameworks
(MOFs), a growing area of research in the field of
supramolecular chemistry, leads to novel scaffolding ar-
chitectures and topologies.1,2 The use of metal centres
with specific coordination geometries and selected organic
ligands allows the syntheses of highly ordered structures,
which can incorporate properties of both purely organic
and inorganic compounds. Much work has been devoted to
the use of multitopic ligands capable of forming bridges
between two or more metal centres. Rod-like N,N0-donor
ligands, such as 4,40-bipyridine (BPY), and molecules
containing two or more exo-carboxylic acid groups able
to coordinate to several metal centres in various modes,
have been successfully employed in the synthesis of multi-
dimensional MOFs.3–6 A great variety of novel materials
showing interesting properties and potential applications
for reversible guest exchange,7–9 catalysis,10,11 photolumi-
nescence,12–15 unusual magnetic and non-linear pro-
perties,16–20 chirality21–23 and clathration24,25 have been
reported.


Because of the complexity of the crystal structures, the
structural characterization of MOFs heavily relies on


single-crystal analysis and is therefore very sensitive to
the quality of the crystalline product. The mechanism
of crystallization in solution can be described as a series
of successive molecular recognition events between me-
tal and ligands, leading to the spontaneous self-assembly
in one-, two- or three-dimensional space. In aqueous
media, the substitution of water in the coordination
sphere of aquo complexes by donor atoms from multi-
topic organic ligands is normally highly favourable
thermodynamically (increased entropy). The high
strength of the resulting coordinative bonds and fast
kinetics for nucleation and crystal growth are the main
causes of irreversible nature of the crystallization events,
leading to the formation of poorly crystalline com-
pounds.26,27 Hydrothermal synthesis routes of novel
MOFs at high temperature and pressure are difficult and
poorly explored. However, they can lead to highly crys-
talline products via careful control of the temperature
profile used for the synthesis,28 and improved solubility
of heavy organic molecules in water. This can overcome
the high activation energies necessary to start nucleation,
leading to the formation of very rare and interesting
complex metastable phases. On the other hand, the
same metastable compounds are usually thermodynami-
cally very unstable and thus difficult to isolate.


We have focused on the synthesis of novel highly
crystalline MOFs which incorporate the so-called
traditional ligands together with molecules novel to the
field.28–31 Recently, we reported the first MOF incor-
porating a multidentate chelating organic ligand,
[Cd4(HDTPA)2(BPY)3(H2O)4]�14H2O (CUmof-2, where
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HDTPA4� is N00-carboxymethyldiethylenetriamine-
N,N,N0,N00-tetraacetate), which can direct the dimension-
ality of the final crystal structure.29 Just like HDTPA4�,
nitrilotriacetic acid (H3NTA) is also a precursor of a
multidentate organic ligand (NTA3�), incorporating car-
boxylic acid groups and one N-donor atom, capable of
coordinating to several metal centers and also of elim-
inating available coordination sites. Surprisingly, a search
in the Cambridge Structural Database32 produced only a
few one-,33–38 two-38,39 and three-dimensional40–42


MOFs with HxNTA residues. We felt that this molecule
could be used as a building block in the construction of
novel crystal structures with characteristics similar to
CUmof-2. We report here the synthesis, crystal structure
and determination of the first one-dimensional (1D) and
two-dimensional (2D) cadmium–organic frameworks
(Cd–OFs) incorporating NTA3� and BPY: CUmof-7 has
a 2D ½Cd4ðBPYÞ5ðNTAÞ2ðH2OÞ4�


2nþ
n cationic bilayer


perforated by large tunnels which run in one direction
and contain highly disordered water molecules; CUmof-8
is a 1D cationic polymer, ½Cd2 ðBPYÞ2ðNTAÞðH2OÞ5�


nþ
n ,


with striking topological similarities to CUmof-2.29


SYNTHESES


All reagents were readily available from commercial
sources and were used as received.


Synthesis of [Cd4(BPY)5(NTA)2(H2O)4]�(NO3)2�
(H2O)x and [Cd4(BPY)4(NTA)2(H2O)10]�(BPY)�
(NO3)2�(H2O)8


To a solution of Cd(NO3)2�4H2O (0.333 g, Aldrich) in
distilled water (ca 6.5 g), 4,40-bipyridyl (BPY, 0.160 g,
Aldrich), nitrilotriacetic acid (H3NTA, 0.240 g, Aldrich)
and triethylamine (TEA, 0.280 g, Avocado) were added
and the mixture was stirred thoroughly for 1 h at ambient
temperature. The suspension, with a molar composition
of 1.05 : 350 : 1.00 : 1.23 : 2.70, respectively, was trans-
ferred to a Parr PTFE-lined stainless-steel vessel (8 cm3,
filling rate 70%) and placed for 3 h at 145 �C in a pre-
heated oven. The reaction vessel was allowed to cool
slowly to ambient temperature at a rate of 10 �C h�1,
giving a white microcrystalline product from which very
small crystals of [Cd4(BPY)5(NTA)2(H2O)4]�(NO3)2�
(H2O)x (CUmof-7) were separated. The suspension was
placed in a refrigerator at 4 �C and the solvent allowed to
evaporate slowly over a period of 16 weeks, after which
CUmof-7 was converted into small crystals identified
as [Cd4(BPY)4(NTA)2(H2O)10] � (BPY)�(NO3)2 �(H2O)8


(CUmof-8). These were manually separated and air-dried
at 70 �C. This Cd–OF proved to be air- and light-stable,
and insoluble in water and common organic solvents such
as methanol, ethanol, acetone, dichloromethane, toluene
and chloroform.


Structural characterization of CUmof-8


Elemental composition found: C 36.35, H 3.75, N 9.38%.
Calculated (based on single-crystal data): C 36.24, H
4.32, N 9.54%.


TGA data (weight losses): 20–115 �C 15.7% (DTG
peak at 71 �C); 115–225 �C 13.7% (DTG peaks at 164
and 188 �C); 225–296 �C 14.2% (DTG peak at 240 �C);
225–334 �C 18.7% (DTG peak at 316 �C); 334–500 �C
12.8% (DTG peak at 370 �C).


Selected FT-IR data (cm�1): �(O–H, water)¼ 3393 vs
(and very broad); �(C–H, aromatic compounds)¼
3054 m; �(C–H in —CH2—)¼ 2903 m; overtones and
combination bands for 4-monosubstituted pyridines¼
1942 w, 1767 w and 1650 s; �asym(CO2)¼ 1602 vs and
1574 vs (and broad); �(——C–H, aromatic compounds)¼
1533 m and 1489 w; �(NO3�)¼ 1436 m (very broad);
�sym(CO2)¼ 1412 vs and 1385 vs; �(O–H � � �O)¼ 1357 s
(broad) and 1327 m; �(C–O)¼ 1257 m (broad); �(——C–
H, 4-monosubstituted pyridines)¼ 1219 m and 1074 m;
�(——C–H)¼ 1129 m and 1043 m; ring breathing modes
(C——C plus C——N)¼ 1025 w and 1006 m; 994 m; �(O–
H � � �O)¼ 926 m and 905 m; �——(C–H, 4-monosubsti-
tuted pyridines)¼ 855 w, 834 ws, 807 vs; �(C——O)
726 m; �(C——C, pyridyl groups)¼ 629 s; �(C–N–C, ter-
tiary amines)¼ 533 m; �[(C——O)–O]¼ 490 m.


Selected FT-Raman data (cm�1): �(——C–H, aromatic
compounds)¼ 3079 m; �antisym(——C–H) and �sym(——C–
H)¼ in the 2932 w region; �(C——O) and �(C——C plus
C——N from 4-monosubstituted pyridines)¼ 1616 s and
1603 m; �(——C–H, aromatic compounds)¼ 1518 m; ty-
pical ! and �(C–H in –CH2–)¼ 1299 vs and 1288 m; �(——
C–H, 4-monosubstituted pyridines)¼ 1234 w and 1081 w;
�(——C–H)¼ 1044 w; ring breathing modes (C——C plus
C——N)¼ 1021 s and 1011 m; �(——C–H, 4-monosubsti-
tuted pyridines)¼ 775 m; depolarized �(C——C) band for
substituted aromatic rings¼ 659 m and 574 w.


RESULTS AND DISCUSSION


Crystal structure of [Cd4(BPY)5(NTA)2(H2O)4]�
(NO3)2�(H2O)x (CUmof-7)


The reaction of Cd(NO3)2 with BPY and H3NTA under
hydrothermal conditions leads to the formation of colour-
less crystal plates shown by single-crystal x-ray diffrac-
tion to be [Cd4(BPY)5(NTA)2(H2O)4]�(NO3)2�(H2O)x
(CUmof-7) (Table 1). This cadmium–organic framework
(Cd–OF) contains four crystallographically unique metal
centres which appear in both hexa- [Cd(1) and Cd(4)] and
heptacoordinated [Cd(2) and Cd(3)] environments, show-
ing distorted regular and capped octahedral coordination
geometries, respectively [Fig. 1(b) and Tables 2 and 3].
All the cadmium ions have one solvent molecule and two
4-pyridyl groups (from BPY) in their coordination
sphere, with the average Cd—O and Cd—N distances
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being similar at ca 2.35 Å, consistent with reported
results for other Cd–OFs.43–45


The polydentate NTA3� ligand establishes bridges
between three different metal centres in the crystal
structure [Cd(1)—Cd(3)—Cd(4) and Cd(4)—Cd(2)—
Cd(1)], leading to the formation of [ � � �Cd(1) � � �
Cd(3) � � �Cd(4) � � �Cd(2) � � �]n chains, distributed along
the b direction [see Fig. 1(a) for cadmium-to-cadmium
distances]. In the two NTA–Cd moieties [with Cd(2) and
Cd(3)] the N-donor atom from the ligand occupies the
seventh capping position of the coordination geometry,
with an average bite angle of ca 68.9 � [Fig. 1(b)]. Each
carboxylate group from NTA3� shows a different coor-
dination mode: anti-unidentate [for C(66) and C(74)],
syn, anti-bridging [for C(62) and C(76)] and bridging-�2-
syn, syn-chelate [for C(64) and C(72)]. To our knowl-
edge, this is the first report of a MOF in which NTA3�


residues, with such a variety of coordination modes, act
as an effective bridge between three crystallographically
unique different metal centres.


The Cd(3) and Cd(4) metal centres each have in their
coordination sphere one unidentate BPY ligand [N(32)-
and N(51)-pyridyl groups] [Fig. 1(b)]. The other N-donor
atoms from these unidentate BPYs are probably directly
involved in hydrogen bonding with water molecules in the
crystal structure. The most important feature of BPY in
CUmof-7 is their function as a ditopic ligand: they connect
Cd(1) to Cd(2) from different metal chains [d¼ 11.679(2)
Å], forming a plane pseudo-hexagonal (6,3) net; they also


establish bridges between two of these sheets, leading to
the formation of a bilayer topology [Cd(1) � � �Cd(2)i


11.7234(19) Å and Cd(3)� � �Cd(4)ii 11.7022(19) Å; sym-
metry codes: (i) 1� x, � y, 2� z; (ii) 2� x, 1� y, 2� z]
[Fig. 1(a)]. The crystal structure of CUmof-7 is thus
best described as an infinite 2D cationic bilayer placed
in the ab plane and with an empirical formula
½Cd4ðBPYÞ5ðNTAÞ2ðH2OÞ4�


2nþ
n . This bilayer is perforated


by distorted square pores which most probably contain two
nitrate ions per formula unit in order to compensate for the
positive charge of the framework [Fig. 1(a)]. These two
anions were located by the difference Fourier method and
refined with geometry heavily restrained.


Bilayers are stacked in an [ABAB . . . ] manner along
the c direction (Fig. 2a), and are interconnected through
hydrogen bonds between the uncoordinated oxygen
atoms from the C(66) and C(74) carboxylate groups
(which act as bifurcated acceptors) and the coordinated
water molecules in the neighbouring bilayers [Table 4
and Fig. 2 (b)]. Interactions between adjacent bilayers are
also further established by face-to-face �–� contacts
between the unidentate BPYs coordinated to Cd(3)
[average close contact distance ca 3.4 Å; Fig. 3 (a)].
The same type of close contacts can also be found within
the bilayers between these same unidentate and the
Cd(1)-to-Cd(2) bridging BPYs [Fig. 3(b)].


CUmof-7 contains tubular channels running along
the c direction with an average diameter of ca 5.0 Å,
considering van der Waals radii for the atoms (Figs 4


Table 1. Crystal data and structure refinement details for CUmof-7 and CUmof-8


CUmof-7 CUmof-8


Formula Cd4C62H60N14O22�xH2O Cd4C62H88N14O36


Formula weight 901.42 2055.06
Crystal system Triclinic Monoclinic
Space group P�11 P21/c
a (Å) 15.7479(11) 14.6911(2)
b (Å) 16.8667(12) 11.9018(2)
c (Å) 20.6392(10) 23.3036(3)
� ( �) 108.382(4) 90
	 ( �) 96.212(4) 99.952(2)
� ( �) 116.624(2) 90
Volume (Å3) 4445.0(5) 4013.33(10)
Z 2 2
Dc (g cm�3) 1.347 1.701

 (Mo K�) (mm�1) 1.011 1.143
Crystal size (mm) 0.18� 0.10� 0.05 0.18� 0.16� 0.07
Crystal type Colourless plates Colourless plates
� range 3.55–22.47 3.54–21.03
Index ranges �16� h� 16 �14� h� 14


�17� k� 17 �11� k� 12
�21� l� 22 �23� l� 23


Reflections collected 26646 19847
Independent reflections 11261 (Rint¼ 0.0765) 4295 (Rint¼ 0.0382)
Final R indices R1¼ 0.1376 R1¼ 0.0583
[I> 2�(I)] wR2¼ 0.3450 wR2¼ 0.1650
Final R indices R1¼ 0.1610 R1¼ 0.0633
(all data) wR2¼ 0.3668 wR2¼ 0.1703
Largest diff. peak and hole 8.559 and �1.256 e Å�3 3.024 and �1.967 e Å�3
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and 5). A search for the solvent-accessible voids within
the structure using the PLATON46 software package
(1.20 Å probe radius) gives 1244.5 Å3 (28.0% of the
volume of the unit cell). These channels contain a
considerable diffuse electron density that proved to be
very difficult to resolve. The remaining Q peaks probably
correspond to highly disordered solvent molecules from
which only one oxygen atom was satisfactorily refined.


Crystal structure of [Cd4(BPY)4(NTA)2(H2O)10]�
(BPY)�(NO3)2�(H2O)8 (CUmof-8)


CUmof-7, directly obtained from the hydrothermal
synthesis, is a thermodynamically unstable Cd–OF, and


was converted into another highly crystalline product,
also analysed by single-crystal x-ray diffraction and
formulated as [Cd4(BPY)4(NTA)2(H2O)10]�(BPY)�
(NO3)2�(H2O)8 (CUmof-8) (Table 1). The CHN composi-
tion and x-ray powder diffraction analysis (see Support-
ing Information, available at the epoc website at http://
www.wiley.com/epoc) are in very good agreement with
the theoretical calculations based on single-crystal data,
confirming phase purity and homogeneity of the bulk.
CUmof-8 contains only two crystallographically unique
cadmium ions, both present with a seven-coordination
geometry, {CdO5N2} (Fig. 6 and Tables 5 and 6). Cd(1) is
coordinated to two water molecules, one BPY and to all
possible coordination sites of the polydentate NTA3�,
with a coordination geometry best described as a cap-
ped octahedron, just as that observed for CUmof-7 in the
Cd–NTA moieties (the seventh capping position is here
also occupied by the N-donor atom from NTA3�). Cd(2)
coordination geometry resembles a pentagonal bipyra-
mid, with the equatorial plane being formed by three
water molecules and a carboxylate group from NTA3�


[C(34)], connected in a slightly asymmetric �2-syn, syn-
chelate coordination fashion (Table 5). Two N-donor
atoms from bridging-BPY ligands are trans-coordinated
in the axial positions.


Just as in the previous structure (and also in CUmof-2
with the HDTPA4� ligand),29 NTA3� appears in CUmof-8
as a polydentate ligand which completely traps the Cd(1)
metal ion inside three five-membered rings (NTA–Cd
moiety), formed by the carboxylate groups in an anti-
unidentate coordinative fashion (Fig. 6). The average bite
angle for NTA3� is ca 70.1 � (Table 6), whereas for
HDTPA4� (in CUmof-2) it is ca 73.0 �. C(34) carboxylate
group also establishes a bridge to Cd(2) through the
formation of a �2-syn, syn-chelate with this metal centre
[Fig. 6, Cd(1) � � �Cd(2) 4.8495(9) Å]. Interestingly, all
the carboxylate groups maintain the equivalence in the
C–O bonds, with the distances in the 1.24–1.26 Å range
(Table 5). This is particularly unexpected for the


Figure 1. (a) Schematic representation of the cationic
½Cd4ðBPYÞ5ðNTAÞ2ðH2OÞ4�


2nþ
n bilayer present in CUmof-7.


Nitrate ions and oxygen atoms of the free solvent molecules
are also shown. Cd–Cd direct connections mean NTA
bridges and N–N represent the BPY ligand. (b) Coordination
environments for the four crystallographically unique metal
centres. For bond distances (in Å) and angles (in degrees),
see Tables 2 and 3, respectively. Symmetry codes: (i) xþ1, y,
z; (ii) �xþ 1, �y, �zþ2; (iii) �xþ2, �yþ1, �zþ2; (iv) xþ1,
yþ1, z; (v) x�1, y, z


Table 2. Selected bond lengths for CUmof-7a


Bond Length (Å) Bond Length (Å)


Cd(1)—O(621) 2.220(12) Cd(3)—O(662) 2.336(12)
Cd(1)—N(12) 2.306(9) Cd(3)—O(31) 2.358(13)
Cd(1)—N(21) 2.321(8) Cd(3)—N(42)iii 2.380(9)
Cd(1)—O(11) 2.324(15) Cd(3)—O(622) 2.390(13)
Cd(1)—O(722)i 2.346(12) Cd(3)—N(32) 2.414(10)
Cd(1)—O(721)i 2.475(14) Cd(3)—O(642) 2.424(13)
Cd(2)—O(21) 2.350(13) Cd(3)—N(61) 2.453(15)
Cd(2)—N(11) 2.356(9) Cd(4)—O(762)iv 2.235(12)
Cd(2)—O(741) 2.380(12) Cd(4)—N(51) 2.290(10)
Cd(2)—O(761) 2.388(12) Cd(4)—N(41) 2.302(9)
Cd(2)—N(22)ii 2.391(8) Cd(4)—O(41) 2.344(14)
Cd(2)—O(722) 2.399(12) Cd(4)—O(642) 2.344(13)
Cd(2)—N(71) 2.462(14) Cd(4)—O(641) 2.471(14)


a Symmetry codes: (i) xþ1, y, z; (ii) �xþ1, �y, �zþ2; (iii) �xþ2, �yþ1,
�zþ2; (iv) xþ1, yþ1, z.
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anti-unidentate carboxylate groups [C(32) and C(62)]
and can be explained by the presence of strong hydrogen
bonds (Table 7).47


Similarly to CUmof-2, this Cd–OF can also be seen as
the self-assembly of a bimetallic secondary building


unit (SBU) into a cationic chain, ½Cd2ðBPYÞ2ðNTAÞ
ðH2OÞ5�


nþ
n , which runs along the c direction (Fig. 7).


Once again, BPY appears with a variety of coordination
fashions. Ditopic bridging BPY also acts as the physical
links between SBUs, connecting consecutive Cd(2) metal


Table 3. Selected bond angles for CUmof-7a


Bond Angle ( �) Bond Angle ( �)


O(621)—Cd(1)—N(21) 94.2(4) O(662)—Cd(3)—O(31) 81.2(4)
N(12)—Cd(1)—N(21) 87.5(4) O(662)—Cd(3)—N(42)iii 175.9(4)
O(621)—Cd(1)—O(11) 85.9(5) O(31)—Cd(3)—N(42)iii 97.3(4)
N(12)—Cd(1)—O(11) 90.1(5) O(31)—Cd(3)—O(622) 166.3(5)
N(21)—Cd(1)—O(11) 176.9(5) N(42)iii—Cd(3)—O(622) 81.7(4)
O(621)—Cd(1)—O(722)i 84.1(4) O(662)—Cd(3)—N(32) 86.7(5)
N(21)—Cd(1)—O(722)i 98.5(4) O(31)—Cd(3)—N(32) 81.4(4)
O(11)—Cd(1)—O(722)i 84.6(5) N(42)iii—Cd(3)—N(32) 89.3(5)
N(12)—Cd(1)—O(721)i 87.8(4) O(622)—Cd(3)—N(32) 84.9(5)
N(21)—Cd(1)—O(721)i 92.9(4) O(31)—Cd(3)—O(642) 75.3(4)
O(11)—Cd(1)—O(721)i 89.0(5) N(42)iii—Cd(3)—O(642) 76.5(4)
O(21)—Cd(2)—N(11) 83.1(4) N(32)—Cd(3)—O(642) 150.7(4)
O(21)—Cd(2)—O(741) 79.5(4) O(31)—Cd(3)—N(61) 121.6(5)
N(11)—Cd(2)—O(741) 82.3(4) N(42)iii—Cd(3)—N(61) 114.5(5)
O(21)—Cd(2)—O(761) 165.8(4) N(32)—Cd(3)—N(61) 141.7(5)
N(11)—Cd(2)—O(761) 82.8(4) O(762)iv—Cd(4)—N(51) 129.7(4)
O(21)—Cd(2)—N(22)ii 99.1(4) O(762)iv—Cd(4)—N(41) 94.3(4)
N(11)—Cd(2)—N(22)ii 92.8(4) N(51)—Cd(4)—N(41) 87.0(5)
O(741)—Cd(2)—N(22)ii 175.0(4) O(762)iv—Cd(4)—O(41) 84.5(5)
O(761)—Cd(2)—N(22)ii 79.8(4) N(51)—Cd(4)—O(41) 90.5(5)
O(21)—Cd(2)—O(722) 77.2(4) N(41)—Cd(4)—O(41) 175.6(5)
N(11)—Cd(2)—O(722) 156.9(4) O(762)iv—Cd(4)—O(642) 83.9(5)
N(22)ii—Cd(2)—O(722) 78.6(4) N(51)—Cd(4)—O(642) 145.4(4)
O(21)—Cd(2)—N(71) 122.6(5) N(41)—Cd(4)—O(642) 99.9(5)
N(11)—Cd(2)—N(71) 134.6(4) O(41)—Cd(4)—O(642) 84.2(5)
N(22)ii—Cd(2)—N(71) 115.6(4) O(762)iv—Cd(4)—O(641) 138.6(5)


N(51)—Cd(4)—O(641) 91.1(5)
N(41)—Cd(4)—O(641) 94.6(4)
O(41)—Cd(4)—O(641) 89.0(5)


a Symmetry codes: (i) xþ 1, y, z; (ii) �xþ 1, �y, �zþ 2; (iii) �xþ 2, �yþ 1, �zþ 2; (iv) xþ 1, yþ 1, z.


Figure 2. (a) Parallel stacking of the cationic ½Cd4ðBPYÞ5ðNTAÞ2ðH2OÞ4�
2nþ
n bilayers in an [ABAB . . . ] fashion along the c


direction. (b) Magnified view of the inter-bilayer space, showing the hydrogen-bonding network (dashed lines) between two
adjacent bilayers (white- and black-filled bonds). H-atoms have been omitted for simplicity. For hydrogen-bonding geometry,
see Table 4
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centres [Cd(2) � � �Cd(2)i 11.6769(2) Å, symmetry code:
(i) x, 1/2�y, 1/2þ z]. The NTA–Cd moiety is also
coordinated to a unidentate BPY, which is hydrogen
bonded to a coordinated water molecule (O23) from an
adjacent SBU (Table 7). However, in this crystal struc-
ture, the 4-pyridyl groups for both coordinated BPYs are
not coplanar as in CUmof-2, with dihedral angles of
31.3(14) and 27.6(14) � for the ditopic bridging and
unidentate fashions, respectively (Figs 7 and 9). A third
type of BPY can also be found in CUmof-8, lying in a


centre of symmetry and not being coordinated to a metal
centre. Instead, it is involved in hydrogen bonds with the
O(21) water molecules (Figs 8 and 9, Table 7). Bridges
between adjacent ½Cd2ðBPYÞ2ðNTAÞðH2OÞ5�


nþ
n cationic


chains are assured only by the hydrogen-bonding network
present in the crystal structure (Figs 8 and 9). Once again,
the polydentate NTA3� seems to prevent coordinative
connections between adjacent chains, directing the
growth of the Cd–OF through the core of the SBU.29


Figure 3. Close �–� contacts between the BPY ligands: (a)
between adjacent bilayers; (b) within the bilayers and be-
tween the unidentate and the Cd(1)-to-Cd(2)- bridging BPYs


Figure 4. (a) Projection of the crystal structure of CUmof-7
in the ab plane revealing the presence of large tunnels. (b)
Perspective view enhancing the shape of the tunnels. Images
created by generating Connolly surfaces (1.4 Å probe radius
and 8.0 dot density) using the software package Cerius2,55


Table 4. Hydrogen-bonding geometry for CUmof-7a


D � � �A d(D � � �A) (Å) ff(D—H � � �A) ( �)


O(11) � � �O(661)i 2.740(20) 163(2)
O(21) � � �O(661)ii 2.707(19) 167(1)
O(21) � � �O(621)iii 2.788(17) 128(1)
O(31) � � �O(742)iv 2.732(19) 149(1)
O(31) � � � (O762)v 2.737(18) 155(2)
O(41) � � � (O742)vi 2.716(19) 167(2)
O(1W) � � � (O104)vi 2.58(6) —


aSymmetry codes: (i) �xþ 2, �y, �zþ 1; (ii) �xþ 1, �y, �zþ 1; (iii) x�1,
y, z; (iv) xþ 1, yþ 1, z; (v) �xþ 2, �yþ 1, �zþ 1; (vi) x, y, z� 1.


Figure 5. View along the a axis showing the parallel pack-
ing of two bilayers and the tunnels which run along the c
direction
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FT-IR and FT-Raman spectroscopy confirm the pre-
sence of the two organic ligands used in the synthesis
(through the typical vibrations of substituted pyridines
and aliphatic —CH2— groups), and also the nitrate ion
(typical stretching vibrations at 1436 cm�1). The exten-
sive hydrogen-bonding network present in CUmof-8 is
also evident in the spectra, not only through the presence
of the typical O–H stretching vibrations for water mole-
cules (very broad band), but also to the in-plane
(�¼ 1357 cm�1) and out-of-plane (�¼ 926 and
905 cm�1) O–H � � �O deformations.48 FT-IR also reveals
the characteristic antisymmetric (1602 and 1574 cm�1)
and symmetrical (1412 and 1385 cm�1) stretching bands
of carboxylate ions. The corresponding �[�asym


(CO2)� �sym(CO2)] values are 217 and 162 cm�1, which
is a clear indication of the presence of carboxylate groups
in the anti-unidentate and bridging-�2-syn, syn-chelate
coordination modes, respectively, as is described by the
crystal structure.47,49


Thermal analysis shows that the thermal stability of
CUmof-8 is much smaller than usually found for MOFs.
The first weight loss (15.7%) occurs in the 20–115 �C
temperature range, and corresponds to the release of all
the water molecules (15.8%, calculated). Despite the
strong and very extensive hydrogen-bonding network
present in CUmof-8, the kinetics of this dehydration
process are relatively fast, in contrast to what happens
in CUmof-1.28 Between 115 �C and 500 �C there are
several weight losses and, owing to the extreme complex-
ity of the crystal structure, it is not feasible to characterize
each decomposition fully. However, the sample seems to
undergo complete oxidation to form cadmium(II) oxide
as the final residue: the final 24.9% of residue obtained in


Figure 6. Coordination environments for the two crystal-
lographically unique metal centres in CUmof-8. For symme-
try codes and bond distances (in Å) and angles (in degrees),
see Tables 5 and 6, respectively


Table 5. Selected bond lengths for CUmof-8a


Bond Length (Å) Bond Length (Å)


Cd(1)—O(11) 2.288(7) Cd(2)—N(21) 2.314(7)
Cd(1)—O(321) 2.322(7) Cd(2)—N(22)i 2.319(7)
Cd(1)—N(11) 2.343(8) Cd(2)—O(22) 2.344(6)
Cd(1)—O(342) 2.403(6) Cd(2)—O(21) 2.361(6)
Cd(1)—N(31) 2.403(8) Cd(2)—O(23) 2.392(6)
Cd(1)—O(361) 2.415(7) Cd(2)—O(341) 2.409(7)
Cd(1)—O(12) 2.563(7) Cd(2)—O(342) 2.565(6)
C(32)—O(321) 1.259(14) C(34)—O(342) 1.265(11)
C(32)—O(322) 1.259(14) C(36)—O(362) 1.247(12)
C(34)—O(341) 1.244(11) C(36)—O(361) 1.263(12)


a Symmetry codes: (i) x, ½�y, ½þz.


Table 6. Selected bond angles for CUmof-8a


Bond Angle ( �) Bond Angle ( �)


O(11)—Cd(1)—O(321) 87.9(3) N(21)—Cd(2)—N(22)i 178.7(3)
O(11)—Cd(1)—N(11) 88.4(3) N(21)—Cd(2)—O(22) 91.5(3)
O(321)—Cd(1)—N(11) 168.4(3) N(22)i—Cd(2)—O(22) 87.4(3)
O(11)—Cd(1)—O(342) 151.0(2) N(21)—Cd(2)—O(21) 89.6(2)
O(321)—Cd(1)—O(342) 98.7(2) N(22)i—Cd(2)—O(21) 89.4(3)
N(11)—Cd(1)—O(342) 79.5(2) O(22)—Cd(2)—O(21) 77.7(2)
O(11)—Cd(1)—N(31) 139.5(3) N(21)—Cd(2)—O(23) 92.4(2)
O(321)—Cd(1)—N(31) 71.1(3) N(22)i—Cd(2)—O(23) 88.2(2)
N(11)—Cd(1)—N(31) 118.1(3) O(22)—Cd(2)—O(23) 77.3(2)
O(342)—Cd(1)—N(31) 68.5(2) O(21)—Cd(2)—O(23) 154.9(2)
O(11)—Cd(1)—O(361) 83.2(2) N(21)—Cd(2)—O(341) 91.3(2)
O(321)—Cd(1)—O(361) 105.7(3) N(22)i—Cd(2)—O(341) 89.3(2)
N(11)—Cd(1)—O(361) 84.8(3) O(22)—Cd(2)—O(341) 156.3(2)
O(342)—Cd(1)—O(361) 121.3(2) O(21)—Cd(2)—O(341) 78.8(2)
N(31)—Cd(1)—O(361) 70.6(2) O(23)—Cd(2)—O(341) 126.1(2)
O(11)—Cd(1)—O(12) 74.9(2) N(21)—Cd(2)—O(342) 96.3(2)
O(321)—Cd(1)—O(12) 80.5(3) N(22)i—Cd(2)—O(342) 85.0(2)
N(11)—Cd(1)—O(12) 87.8(3) O(22)—Cd(2)—O(342) 150.3(2)
O(342)—Cd(1)—O(12) 78.4(2) O(21)—Cd(2)—O(342) 130.8(2)
N(31)—Cd(1)—O(12) 131.5(3) O(23)—Cd(2)—O(342) 73.8(2)
O(361)—Cd(1)—O(12) 157.1(2) O(341)—Cd(2)—O(342) 52.4(2)


a Symmetry codes: (i) x, ½�y, ½þz.
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the analysis is in good agreement with the expected value
considering the formation of the stoichiometric amount
of CdO (25.0%).


CONCLUSIONS


Two cadmium–organic frameworks containing the poly-
dentate nitrilotriacetate (NTA3�) organic ligand have
been synthesized and characterized structurally. The
metastable product directly obtained from the hydrother-
mal synthesis, CUmof-7, has a 2D framework with a
bilayer topology and proved to be very unstable, under-
going a structural transformation into CUmof-8 over a


period of a few weeks. The crystal structure of this
compound contains a 1D cationic polymer, and confirms
the general assumption (based on a search in the
Cambridge CSD) that NTA3� preferentially leads to the
synthesis of low-dimensional MOFs. As expected, CU-
mof-8 shows striking similarities to CUmof-2, confirm-
ing the ability of NTA3� to remove coordination sites and
direct the growth of the MOF.


EXPERIMENTAL


Structure determination using single-crystal x-ray diffrac-
tion. X-ray diffraction data were collected from suitable
single crystals directly obtained from the mother liquors
and mounted on a glass fibre using perfluoropolyether
oil.50 Diffraction intensities were collected at 180(2) K on
a Nonius KappaCCD diffractrometer with Mo K� mono-
chromated radiation (¼ 0.7107 Å). The structure was
solved with the direct methods of SHELXS-9751 and
refined by full-matrix least squares on F2 using
SHELXL-97 with anisotropic displacement parameters
for all non-hydrogen atoms.52 Multi-scan absorption
corrections were also applied.53 Hydrogen atoms bound
to carbon were generated geometrically and refined using
a riding model with an isotropic displacement parameter
fixed at 1.2 times Ueq for the atom to which they are
attached. All cavity dimensions were calculated by over-
lapping rigid spheres with van der Waals radii for each
element: Cd2þ, 2.20 Å; O, 1.52 Å; N, 1.55 Å; C, 1.70 Å.
Hydrogen atoms were omitted in all cases for simplicity.
Crystallographic data collection and structure refinement
are summarized in Table 1, and selected bond lengths,
angles and a full description of the hydrogen-bonding
geometry are present in Tables 2–7. Fractional atomic
coordinates (including H-atoms) and displacement


Figure 7. View of the ½Cd2ðBPYÞ2ðNTAÞðH2OÞ5�
n�
n cationic chain present in CUmof-8, constructed from the repetition of the


bimetallic SBU along the c direction. H-atoms have been omitted for clarity


Table 7. Hydrogen-bonding geometry for CUmof-8a


D � � �A d(D � � �A) (Å) ff(D—H � � �A) ( �)


O(11) � � �O(321) 3.200(10) 124(6)
O(11) � � �O(362)i 2.836(10) —
O(12) � � �O(4W) 2.715(13) 106(7)
O(12) � � �O(361)i 2.923(10) 115(6)
O(21) � � �O(1W) 2.941(13) 160(9)
O(21) � � �N(41) 2.807(11) 165(9)
O(22) � � �O(362)ii 2.731(10) 173(8)
O(22) � � �O(1W)iii 2.787(13) 161(9)
O(23) � � �N(12)iv 2.728(10) 161(7)
O(23) � � �O(342) 2.978(9) 119(7)
O(1W) � � �O(2W) 2.855(16) —
O(1W) � � �O(341) 2.733(13) —
O(2W) � � �O(103)iii 3.01(2) —
O(2W) � � �O(3W) 2.941(16) —
O(3W) � � �O(101) 2.87(2) —
O(3W) � � �O(322)v 2.949(16) —
O(4W) � � �O(322)vi 2.721(15) —
O(4W) � � �O(321) 2.848(14) —


a Symmetry codes: (i) �xþ 1, �y, �z; (ii) x, 1þ y, z; (iii) �x, �y, �z; (iv)
x, ½�y, ½þ z; (v) �x, ½þ y, ½�z; (vi) 1� x, ½�y, 1� z.
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parameters are supplied as Electronic Supplementary
Information (ESI) to this paper (available at the epoc
website at http://www.wiley.com/epoc). Crystallographic
data (excluding structure factors) for the structures re-
ported in this paper have been deposited with the Cam-
bridge Crystallographic Data Centre as supplementary
publication No. CCDC-202444 and 202445.


Refinement details for CUmof-7. Framework atoms were
located and refined with isotropic displacement para-
meters, except for Cd2þ centres, which were refined
anisotropically. This refinement strategy was based
upon the fact that anisotropic treatment for almost all


non-H atoms of the framework does not lead to signifi-
cant improvements in either the residual electron density
(largest diff. peak¼ 8.348 e Å�3) or the R factors {e.g.
R1[I> 2�(I)]¼ 0.1314 and wR2(all data)¼ 0.3532}.
Also, and in particular for the uncoordinated 4-pyridyl
groups, some carbon atoms are then refined as prolates or
oblates.


AFIX 66 was applied to all 4-pyridyl rings. Hydrogen
atoms bound to coordinated water molecules were refined
using O—H distances restrained to 0.84(1) Å, H � � �H
distances restrained to 1.37(2) Å and Uiso constrained to
1.2 times Ueq for the oxygen to which they are attached.
The considerable diffuse electron density inside the


Figure 8. Perspective view of CUmof-8, showing the hydrogen-bonding network (dashed lines) between two adjacent
½Cd2ðBPYÞ2ðNTAÞðH2OÞ5�


n�
n cationic chains (white and black bonds). Uncoordinated BPY, water molecules and nitrate ions are


drawn with grey-filled bonds. H-atoms have been omitted for simplicity. For hydrogen-bonding geometry, see Table 7


Figure 9. View in detail of the hydrogen bonds (dashed lines) between SBUs from adjacent ½Cd2ðBPYÞ2ðNTAÞðH2OÞ5�
n�
n


cationic chains (white and black-filled bonds). Uncoordinated BPY molecules are drawn with grey-filled bonds. For hydrogen-
bonding geometry and symmetry codes, see Table 7
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channels was very difficult to resolve, with the 2-charge
required per formula unit to balance the framework being
most probably present as two nitrate anions. The two
NO3


� anions were located with the difference Fourier
method and refined with geometry heavily restrained.
All other Q peaks are probably disordered solvent mole-
cules. Two oxygen atoms were refined satisfactorily but
no attempt was made to place the hydrogen atoms on
these.


Refinement details for CUmof-8. Bond distance re-
straints were not applied except for the hydrogen atoms
associated with the coordinated solvent molecules, for
which the O—H and H � � �H distances have been re-
strained to be 0.88(1) and 1.44(1) Å, respectively. These
restraints ensure a chemically reasonable geometry for
the coordinated water molecule. Four additional uncoor-
dinated water molecules were refined satisfactorily with a
single isotropic displacement parameter common to all
O-atoms (no attempt was made to place the H-atoms on
these water molecules). One NO3


� anion was located
from difference Fourier maps and refined with another
single isotropic displacement parameter common to all
four atoms (O and N).


Other techniques. X-ray powder diffraction patterns
were measured at ambient temperature on a STOE
STADI-P high-resolution transmission diffractometer
with Ge(111)-monochromated Cu K� radiation (¼
1.5406 Å), and a position-sensitive detector covering a
6� 2� angle (40 kV, 40 mA). Data were collected using the
step counting method (step 0.5 �, time 460 s) in the range
2� 2� � � 60. Simulated powder patterns were based on
single-crystal data and performed with the STOE Win
XPOW software package.54


Thermogravimetric analysis (TGA) was carried out
using a Shimadzu TGA-50 instrument with a heating
rate of 10 �C min�1, under a nitrogen atmosphere with a
flow-rate of 20 cm3 min�1. FT-IR spectra were collected
using KBr pellets (Aldrich, 99%þ , FT-IR grade) on a
Mattson 7000 FT-IR spectrometer. FT-Raman spectra
were measured on a Bruker RFS 100 instrument with
an Nd:YAG coherent laser (¼ 1064 nm).


Elemental analysis for carbon (C), nitrogen (N)
and hydrogen (H) was performed on an Exeter Analytical
CE-440 Elemental Analyser, where the sample was
combusted under an oxygen atmosphere at 975 �C for
1 min. Helium was used as purge gas.
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epoc ABSTRACT: Tautomeric and basicity center preferences for isolated neutral and monoprotonated histamine were
studied by means of ab initio calculations (HF, MP2 and DFT). The polarizable continuum model (PCM) was applied
to the study of the variations of the tautomeric and basicity center preferences in histamine on going from the gas
phase to aqueous solution. Twelve solvents of different polarities (from n-heptane to water) were chosen and
calculations were performed for geometries optimized at the HF/6–31G* level. In low-polarity solvents and in the gas
phase the protonation site is identical. A change of the preferred site of protonation takes place in solvents containing
heteroatoms (except tetrachloromethane). Under the same conditions, a variation of the tautomeric preference in the
monocation occurs. The ring N2-protonated form (ImHþ)—favored in gas phase—is also preferred in non-polar
solvents (n-heptane, benzene, tetrachloromethane). The ImHþ form becomes less important in more polar solvents. In
such a case, the chain N3-protonated form (AmHþ-T1) predominates. For the neutral histamine, solvation has a
relatively small influence on the relative energies (variations are less than 1 kcal mol�1), and does not change the
tautomeric preference (HA-T2). Calculated basicity parameters were compared with those obtained experimentally in
the gas phase and in aqueous solution. In the gas phase, the experimental (‘macroscopic’) basicity parameter (PA) is
close to the ‘microscopic’ PA calculated for the gauche conformation. In aqueous solution, the microscopic pKa order
is similar to that of the Eprot calculated for the trans conformation. In the solid state, both forms of histamine (neutral
and monoprotonated) prefer the trans conformation. Some exceptions occur for complexes with metals. Copyright #
2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc


KEYWORDS: histamine; basicity; tautomerism; medium effects (gas phase, solution, solid state)


INTRODUCTION


In the course of our studies on the proton-transfer reac-
tions involving compounds containing the formamidine
group (>N—CH——N—),1–5 it has been found that
bifunctional amidinamines containing the amidine and
alkylamino groups [R2N—CH——N(CH2)nNR0


2] possess
particular properties in the gas phase. Two basic groups
(the N-imino in the amidine group and the N-amino in the
heteroalkyl chain) separated by a flexible polymethylene
chain may chelate the proton,1c,5 similarly to diamines


[R2N(CH2)nNR0
2].6,7 This effect strongly stabilizes the


cyclic conformation of the monocation and augments the
gas-phase basicity of the bifunctional ligand by 5–
20 kcal mol�1 (1 cal¼ 4.184 J) in comparison with the
corresponding monofunctional base [R2N—CH——
N(CH2)nH or R2N(CH2)nH].


A similar chelation of the proton and a strong increase
in the gas-phase basicity [by 11 kcal mol�1 in comparison
with 4(5)-methylimidazole] have been observed for his-
tamine {2-[4(5)-imidazole]ethylamine}5,7,8—a biogenic
amine containing the formamidine group in the imidazole
ring and the amino group in the heteroalkyl side chain—
formed by enzymatic decarboxylation of histidine. The
proton is bonded to the ring N-imino (the most basic site
in the gas phase) and to the chain N-amino group by
formation of an intramolecular hydrogen bond.5,8 The
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flexible heteroalkyl side-chain has the possibility of
adopting a ‘scorpio’ (gauche) conformation,8a which
stabilizes the monoprotonated form (gauche-ImHþ in
Fig. 1).


The situation is completely different in solution.9 For
histamine in water, the chain N-amino is first protonated
and the protonated group has no possibility of interacting
with the other basic group in the ring (N-imino) owing to
strong interactions with water molecules.9a The pKa of
histamine (9.8 at 25 �C—value recommended by IU-
PAC)9c is not different from that of 2-phenylethylamine
(9.8 at 25 �C).10 Many reports of IR, Raman and NMR
spectra of the monocation have appeared in the literature,
but their interpretations have not led to converging
conclusions on the structure of histamine in solution. IR
and Raman spectra indicated that the monocation prefers
only ‘essential’ (trans) conformation (trans-AmHþ-T1 in
Fig. 1).9e However, both conformations (trans- and
gauche-AmHþ) have been identified in 1H NMR spectra.11


This complex situation on proceeding from the gas
phase to aqueous solution encouraged us to undertake
investigations on the structure and proton-transfer reac-
tions in histamine. This bioamine is considered one of the
most important mediators of allergy and inflammation.12


It is a chemical messenger and a neurotransmitter playing
a variety of roles in different tissues. The effects are
exerted by interaction with histamine receptors, four of
which (H1–H4) have been discovered to date.12–20 All of
them are members of the G-coupled receptor family and
display seven transmembrane domain structures, with the
N-terminus outside the cell and the C-terminus in the
cytoplasm. The pharmacology of these receptors differs
among animal species.12–15 Most research has been done


on one of the best characterized among them, the H2


receptor. Here, the histamine monocation (AmHþ-T1) in
the trans conformation is the main form in physiological
conditions at pH 7.4.9,13–16 The 4-position of the ring is a
requisite for changing selectivity between the H1 and H2


receptors.15 Methyl group(s) or the hydrogen alone give
the H2 agonists. Electron-accepting groups in 4-position
suppress this effect by shifting the tautomeric preference
from the AmHþ-T1 form to the AmHþ-T2. Analysis of
the H3 receptor indicated that it is less hydrophilic than
H2 receptor, and is characterized by moderately nega-
tively charged regions.19 Here, histamine can take the
gauche conformation. The H4 receptor, which has been
discovered only recently,20 is one of the least studied.
X-ray crystallographic measurements performed on com-
plexes of histamine with several histamine-binding pro-
teins (isozymes, enzymes, nitrophorins and other
proteins) indicated that in all cases histamine prefers
the trans conformation.21 The complexity of the struc-
tures and their experimental quality do not allow a
detailed analysis of the tautomeric preference; however,
Paesen and co-workers21c,d suggested that histamine
probably has its dicationic form in the binding center of
the investigated histamine-binding protein (Ra-HBP2)
owing to the strongly acidic microenvironment of this
center.


Although numerous studies on histamine, its analo-
gues, agonists and antagonists have been undertaken with
the aim of defining structural characteristics of the
specific receptors and to explain their interactions with
histamine (more than 50 000 references in the NCBI
database15), general relations between the structures
and the biological activity of histamine have not yet
been established. In fact, the high rates of the proton-
transfer reactions and the high flexibility of the histamine
side-chain make the search for a detailed mechanism of
the histamine/receptor interactions difficult. In this re-
gard, progress in modelling the internal and external
effects, which influence the conformation and the
proton-transfer reactions, will lead to a better under-
standing of these interactions. The changes in molecular
structure induced by a more or less polar medium could
be used as a guide towards a more complete picture of the
microscopic events that occur when the active molecule
approaches the receptor.


In the present investigations, two stable conformations
were selected for the neutral and monoprotonated hista-
mine: the ‘essential’ (trans) (found in the solid state22 and
in aqueous solution9b,e), and the ‘scorpio’ (gauche) con-
formation (proposed in the gas phase).5b,8,23 For isolated
molecules, ab initio calculations were performed using
the HF, MP2 and DFT methods, and tautomeric and
basicity center preferences were found.


To study the solvation effect on the prototropic tauto-
merism in the neutral histamine and its monocation, 12
solvents of different polarities (from n-hexane to water)
and the polarizable continuum model (PCM)24 were


Figure 1. The trans and gauche conformations for (a)
neutral histamine and (b) ionic forms of histamine proto-
nated on the imidazole ring (ImHþ) and on the amine side-
chain (AmHþ)
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chosen. The PCM is based on the Kirkwood and Onsager
model25 of solute–solvent interactions. Although the
Kirkwood and Onsager model only takes into account
the physical interactions, also called non-specific solva-
tion,26 it has been shown that the PCM—similarly as
self-consistent reaction field model (SCRF)27—gives a
fair description of the thermodynamics of the proton-
transfer reactions in polyfunctional nitrogen bases in
various solvents (e.g. cyclohexane, benzene, chloroform,
acetone, water).4,28–30 Experimental separation of the
specific from the non-specific interactions is a difficult
task,26c especially for ionic systems, for which solvents
of low polarity are difficult to use. In various model
experiments, one type of interaction or the other may be
favoured but never completely eliminated.26 The success
of the Kirkwood and Onsager model is attributed to
the following facts: (i) the substrate(s) and product(s) in
the tautomeric (T1ÐT2) and dissociation reaction
(B1HþþB2ÐB1þB2Hþ) are similar from a physical
point of view, and (ii) the experimental values of the
dielectric function describe—in part—the specific (or
chemical) interactions.


Geometries optimized at the HF/6–31G* level were
used in the PCM method. Changes in the tautomery and
basicity center preference were investigated on going
from gas phase to aqueous solution. Calculated basicity
parameters were compared with experimental data ob-
tained in the gas phase and in aqueous solution. The
variation of the tautomerism and basicity center prefer-
ences observed in solid state are also discussed.


RESULTS AND DISCUSSION


Proton-transfer reactions


Through the study of agonists and antagonists of hista-
mine receptors,15 it has been concluded that the transfer
of the proton plays an important role in the interactions of
histamine with specific receptors. Three binding sites,
which form a proton-transfer system, have been proposed
in the literature for interactions of histamine (trans-
AmHþ-T1) with the H2 receptor: site I binding the
NH3


þ group in the side-chain, site II binding the ring
NH group and site III binding the ring N-aza atom (see
Fig. 6 in Ref. 16a). A model was constructed with
hydroxyl anion, ammonia and ammonium at sites I, II
and III, respectively. It has been shown that the proton
transfer in the amidine moiety of the imidazole ring
depends strongly on some kind of interaction of the
monocation with a negatively charged group.16a Further
studies on the catalytic triad of serine proteases model
(Ser, His, Asp) led to a model structure for binding sites
corresponding to Asp, Asp and Thr residues, respec-
tively.17 The same behavior has been observed for the
appropriate agonists and antagonists (cimetidine, impro-
midine, burimamide, metiamide).14–16 The presence of


the tautomeric amidine moiety in the imidazole ring has
not been found obligatory for the H1 receptor.13–15 Most
of its agonists and antagonists possess the aromatic
ring(s) with the aza group (five- or six-membered ring)
and the alkylamino group in the side-chain (mepyramine,
tripelenamine, chlorpheniramine, 2-aminoethylpyri-
dine).13–15 Studies with mutant H1 receptors showed
that antagonists bind to specific amino acid residues in
the transmembrane domains 3 and 5.18 Substitution of
histamine by methyl groups changes its activity. For
example, �-methylhistamine displays a selective activity
toward the H3 receptor, which is especially pronounced
with the R-enantiomer.13,14b,15 Designed agonists and
antagonists of the H3 receptor include imetit, clobenpro-
pit, iodophenpropit, thioperamide and immepip.14b,15


There are also reports of activation of the H4 receptor
by both an H3 agonist and antagonist (R)-�-methylhista-
mine and clobenpropit.15


From the chemical point of view, histamine (HA) is a
polyfunctional compound, containing three nitrogen
atoms: the amino (N1) and the imino (N2) nitrogens in
the imidazole ring and the amino (N3) nitrogen in the
side-chain. Two nitrogens (N2 and N3) are potential basic
sites and one nitrogen (N1) bears an acidic hydrogen.
Similarly to 4(5)-substituted imidazoles, histamine ex-
hibits a prototropic tautomerism. Two tautomeric forms
are thus possible for the neutral histamine (HA-T1 and
HA-T2). The acid–base equilibria (Scheme 1) are there-
fore more complicated for histamine13,29 than for mono-
functional nitrogen derivatives such as primary amines or


Scheme 1. Proton-transfer reactions in histamine
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pyridines.10,31 Monoprotonation of the tautomeric
mixture of HA leads to the corresponding mixture of
three different protonated tautomers (ImHþ, AmHþ-T1


and AmHþ-T2). Many researchers considered only
two (instead of three) monocationic forms, AmHþ-T1


and AmHþ-T2, that are preferred in aqueous solu-
tion. 9d,16a,b,32 Recent gas-phase basicity measurements
for free histamine indicated that the ImHþ form should
not be omitted. Moreover, it should be considered as
favoured in the gas phase.5a,b,8 For these reasons, we have
considered three protonated tautomers. Diprotonation of
the tautomeric mixture of histamine leads to only one
dication (AmHþ-ImHþ). For the sake of completeness,
we have also considered the deprotonation of the ring NH
group, which leads to one anion (DHA).9,13,16


In aqueous solution, histamine exists as an equilibrium
mixture of seven species: two neutral (HA-T1 and HA-
T2) and five ionic forms (one dication, AmHþ-ImHþ,
three monocations, AmHþ-T1, AmHþ-T2 and ImHþ, and
one anion, DHA). Between the corresponding pairs of
these species, nine microscopic dissociation reactions
and four tautomeric equilibria may be considered. Simi-
lar acid–base and tautomeric equilibria may be present in
the gas phase. However, the direct observation of all these
proton-transfer reactions (Scheme 1) in the gas phase is
not possible with current gas-phase techniques, as is
possible in solution at different pH using various techni-
ques (potentiometry, IR, Raman, NMR).9,11 It is note-
worthy that the gas-phase structures of both neutral
histamine tautomers have been investigated by micro-
wave spectrometry23 and the gas-phase basicity of hista-
mine has been measured by ion cyclotron resonance mass
spectrometry.5a,8b Therefore, the quantum-chemical
treatment of the complete set of structures is very helpful
(i) for examining each neutral and protonated histamine
species and (ii) for assessing each equilibrium connecting
the species.


Selected conformations


Since the ethylamino side-chain in histamine is very
flexible, different conformations are possible for its
neutral and ionic forms.5b,8,9d,e,13,23,29 Rotation may
take place around three single bonds: C(ring)—C(chain),
C(chain)—C(chain) and C(chain)—N(chain). The pre-
sence of three H-bond donor or acceptor groups in the
histamine skeleton and the charge in the ionic forms is
supposed to influence strongly the conformation of the
side-chain. In particular, we expect large changes in the
rotational angles of the most stable conformers on going
from the neutral to ionic forms and from the gas phase to
solution.


Two stable conformations were selected: ‘essential’
(trans) and ‘scorpio’ (gauche) conformations for both the
neutral and protonated forms of histamine (Fig. 1; Table
E1 and more details on their geometric parameters are


given in supplementary material available at the epoc
website at http://www.wiley.com/epoc). The main rea-
sons for this selection are as follows. First, the trans
conformation has been found in the solid state for free
histamine, its ionic forms (mono- and dication) and its
complexes with various proteins.21,22 It has also been
identified in solution.9,11 The gauche conformation has
mainly been observed in the gas phase.5,8,23 There are
also some reports on its presence in solution.9d,11 More-
over, the AmHþ-T1 tautomer in the trans (‘essential’)9b


conformation has been proposed to be a crucial structure
for histamine activity with the H2 receptor.15,16 As for the
role of the side-chain and the intramolecular hydrogen
bond formation in the gauche (‘scorpio’) conformation, it
has been observed that �-methylhistamine displays a
selective activity with the H3 receptor.13,14b,15


Aromaticity of the imidazole ring


Aromaticity of the imidazole ring is one of the very
important structural properties of histamine, that influ-
ences its biological activity. The mechanism of interac-
tions of histamine with specific receptors is not yet well
known; however, the structures of other compounds,
which cause reactions similar to that caused by histamine,
have been described.14,15 Most of the agonists and
antagonists of the histamine receptors contain the imida-
zole or other aromatic ring with (or even without) the aza
group. This ring may interact with the binding site of the
histamine receptor. Depending on the type of receptor
(H1, H2, H3 or H4), its pocket is less or more hydrophobic,
hence the interactions of the aromatic (hydrophobic)
fragment with the receptor are more or less important.
This is the main reason why the aromaticity of the
imidazole ring was considered in this paper.


In all calculated structures, the imidazole fragment is
highly planar with no difference for the protonated
(AmHþ-Ti, ImHþ) and unprotonated tautomers (HA-Ti):
the mean least-squares deviation from the best plane does
not exceed 0.0037 Å and most often it is smaller than
0.001 Å. The same was observed for the experimental
geometries of the ring in the histamine free base and in all
its salts and complexes.13,22,33,34


Importantly, neither the conformational changes of the
side-chain nor the protonation leading to the AmHþ and
ImHþ structures affect the cyclic �-electron ring structure
appreciably. Table 1 presents the quantitative descriptors
of aromaticity: HOMA (Harmonic Oscillator Model of
Aromaticity) [the HOMA is a geometry-based index
defined as follows: HOMA¼ 1��/n� (dopt)�di)


2, where
n is the number of bonds taken into account, � represents
a normalization constant (fixed to give HOMA¼ 0 for the
non-aromatic system and HOMA¼ 1 for the system with
all bonds equal to the optimal value), dopt is the optimum
bond length (assumed to be realized when full delocali-
zation of �-electrons occurs) and di are the running bond
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lengths in the ring]35 and NICS (Nucleus Independent
Chemical Shift) (the NICS is a magnetic index defined as
the negative value of the absolute magnetic shielding
computed in the center of the ring; a negative values of
NICS points to an aromatic system)36 calculated for
geometries from Table E1 (supplementary material). It
is expected37 that among many easily accessible quanti-
tative definitions of aromaticity,38 these two models are
the most efficient for an accurate description of stabiliza-
tion energies due to cyclic �-electron delocalization.
Recently, it has been shown39 that NICS calculated 1 Å
above the ring center [denoted NICS(1)] serves much
better as a descriptor of the �-electron delocalization than
NICS calculated at the center of the ring.


The HOMA values do not differentiate between HA-T1


and HA-T2 tautomers and their protonated forms AmHþ-
T1 and AmHþ-T2, indicating in all cases the high �-
electron delocalization in the imidazole fragment
(HOMA is in the range 0.82–0.86). This is in excellent
agreement with the HOMA mean value based on experi-
mentally determined histamine derivatives,13 where it
amounts to 0.85 (� 0.05) with no significant changes
due to protonation or complexation. The high and not


differentiated aromaticity is also nicely supported by
NICS(1), which is highly negative, and varies insignif-
icantly from �10.3 ppm (for the gauche conformer of
HA-T2 and AmHþ-T2) to �10.5 ppm (for the trans
conformer of HA-T1, AmHþ-T1 and AmHþ-T2). A small
lowering of aromaticity is observed for ImHþ in both the
trans and gauche conformations. HOMA¼ 0.78 in the
former case and 0.80 in the latter, while NICS(1) drops to
�10.1 in both cases. For comparison, the protonation of
pyridine results in a greater decrease in the aromatic
character [ca 1 ppm as indicated by NICS(1)]. Hence it
may be concluded that the changes in aromaticity are
very subtle. This means that the cyclic �-electron delo-
calization stabilizes the imidazole fragment of histamine
and its protonated derivatives in a very similar way.


Tautomeric preferences in gas phase


Extended ab initio calculations (including thermal cor-
rections) were performed using the HF method and the
6–31G* basis set.40 This basis set gives almost the same
relative energies between histamine tautomers as those
with diffuse functions (e.g. HF/6–31þþG**).9d,29a,41


The use of the second-order Möller–Plesset perturba-
tion42 and the density functional B3LYP43 does not lead
to large changes in �E (Table 2).9d,23,29a,41,44 The differ-
ences in the relative energies are not larger than
1 kcal mol�1 for neutral histamine, and 3 kcal mol�1 for
the monocation. These differences, however, do not affect
qualitatively the calculated tautomeric preferences.


The ab initio calculations (Tables 2 and 3) predict that
the T2 tautomer is favoured (by 2–2.6 kcal mol�1) for the
most stable gauche conformation in the isolated neutral
histamine. This result is in qualitative agreement with the
conclusions of a study of the rotational spectrum re-
corded for neutral histamine (�G¼ 0.7 kcal mol�1 be-
tween the gauche tautomers; �G derived from their mole
fractions in the jet after expansion from 130 �C).23


Table 2. Relative energies (kcal mol�1) between the neutral histamine tautomers (�E)a and monocations [�E(1–2)b and
�E(1–3)c] calculated using the HF, MP2 and DFT methods on geometries optimized at the HF/6–31G* level


trans gauche


Method �E �E(1–2) �E(1–3) �E �E(1–2) �E(1–3)


HF/6–31G*//6–31G* d,e �0.8f �11.5 3.6 2.3 �19.7 3.2
HF/6–311þþG**//6–31G* d �0.5 �11.7 3.9 2.0 �19.4 2.9
MP2/6–31G*//6–31G* d �0.9 �12.0 3.6 2.6 �21.5 3.2
MP2/6–311þþG**//6–31G* d,e �0.9 �11.9 1.2 2.5 �20.4 0.2
DFT/6–31G*//6–31G* e �0.7 �10.9 3.6 2.1 �21.0 1.5
DFT/6–311þþG**//6–31G* e �1.1 �11.3 4.5 2.0 �20.7 2.0


a �E¼E(HA-T1)�E(HA-T2).
b �E(1–2)¼E(AmHþ-T1)�E(AmHþ-T2).
c �E(1–3)¼E(AmHþ-T1)�E(ImHþ).
d As in Ref. 29a.
e This work.
f For 4(5)-methylimidazole �E¼�0.2 kcal mol�1 45 (M. Darowska and M. Makowski, unpublished results).


Table 1. HOMA and NICS(1) calculated for histamine spe-
cies by the GIAO/HF/6–31þG* method66


Tautomera Conformation HOMA NICS(1)


HA-T1 trans 0.83 �10.5
gauche 0.83 �10.4


AmHþ-T1 trans 0.85 �10.5
gauche 0.83 �10.4


HA-T2 trans 0.82 �10.4
gauche 0.85 �10.3


AmHþ-T2 trans 0.84 �10.5
gauche 0.86 �10.3


ImHþ trans 0.78 �10.1
gauche 0.80 �10.1


a Geometries taken from Table E1 (supplementary material).
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In the monocationic mixture, the ImHþ tautomer
predominates for the same most stable gauche conforma-
tion. There is no experimental evidence on the gas-phase
tautomeric preference in the monocationic mixture.
However, the exceptionally high basicity (GB¼
229.9 kcal mol�1)7 determined independently in two la-
boratories for histamine by means of Fourier transform
ion cyclotron resonance (FT-ICR) mass spectrometry5a,8b


can only be explained by the chelation effect of the
proton by two basic nitrogens (N2 and N3), among which
the ring N2 is the most basic site. This chelation is
possible in the gauche conformation of the ImHþ.5b,8


The AmHþ-T2 tautomer is the less stable for both the
trans and gauche conformations (by more than
10 kcal mol�1 in comparison with the AmHþ-T1), hence
it can be neglected in the gas phase. Only two tautomers,
ImHþ and AmHþ-T1, and the proton transfer between the
basic nitrogens can be considered in the gas phase. The
gauche conformation of both tautomers is more stable
than the trans conformation by ca 12 kcal mol�1 owing to
possible intramolecular hydrogen bonding between the
free and protonated basic functions.


The same conclusion has been derived previously on
the basis of other quantum-chemical calculations (RHF
with use of different basis sets from STO-3G to 6–
311þþG**).29a The good agreement between ab initio
calculations and the experimental results may be ex-
plained by the fact that the proton is transferred between
atoms of the same element, from the amino to the imino
nitrogen atom.29 The ZPVE and other thermal corrections
are almost the same for individual pairs of tautomers,
hence these corrections are close to zero for the proton-
transfer process, particularly for the prototropic tauto-
merism in the imidazole ring (T1ÐT2). The same beha-
viour has been found for 4(5)-methylimidazole45 (M.
Darowska and M. Makowski, unpublished results). For
the proton transfer between the ring and chain nitrogen
atoms, the ZPVE is slightly larger (ca 1 kcal mol�1)
owing to the difference in the bonding properties of
nitrogen atoms.


Tautomeric preferences on going from gas
phase to solution


For a better understanding of the effects of solvation on
the position of the tautomeric equilibria, when the gas-
phase species are transferred into a solvent, the PCM
method was applied to geometries optimized at the HF/
6–31G* level and to solvents of different polarities (from
n-heptane to water). The calculated relative energies
between the neutral tautomers (�E) and separately be-
tween the ionic forms [�E(1–2) and �E(1–3)] in gas
phase and 12 solvents are given in Tables 4 and 5,
respectively. For comparison, relative energies between
4- and 5-methylimidazoles obtained in the same condi-
tions are also listed in Table 4. The variations of the


Table 3. Thermodynamic parameters (�E, �ZPVE, �H �, �G � in kcal mol�1)a and tautomeric equilibrium constants (pKT) for
tautomerization process in the trans and gauche conformations of the neutral histamine and its monocation (Fig. 1) calculated
at the HF/6–31G*//6–31G* level (at 298.15K and 1 atm)


Thermodynamic parameter


Conformation Pair of tautomers �E �ZPVE �H � �G � pKT


trans HA-T1, HA-T2
b �0.8 �0.2 �0.9 �0.9 �0.7


AmHþ-T1, AmHþ-T2
c �11.5 0.1 �11.4 �10.9 �8.0


AmHþ-T1, ImHþc 3.6 1.1 4.7 4.5 3.3
gauche HA-T1, HA-T2 2.3 �0.3 2.1 1.7 1.3


AmHþ-T1, AmHþ-T2
c �19.7 0.0 �19.7 �19.0 �13.9


AmHþ-T1, ImHþc 3.2 0.7 3.9 3.8 2.8


a �E (relative Gibbs energies), �ZPVE (relative zero point energies), �H � (relative enthalpies), �G � (relative free energies).
b For 4(5)-methylimidazole the following values were found45b (M. Darowska and M. Makowski, unpublished results): �E¼�0.2, �H � ¼�0.1,
�G � ¼�0.25 and pKT ¼�0.2.


c As in Ref. 29b.


Table 4. Relative total energies between neutral histamine
(HA) and 4(5)-methylimidazole (MI) tautomers (�E in kcal
mol�1)a in gas the phase and solution calculated using the
PCM model


�E


("r�1)/ MId HA- HA-
Phase "r


b (2"rþ 1)c transd gauched


Gase 1.000 0.000 �0.2 �0.8 2.3
n-Heptane 1.920 0.190 0.1 �0.5 2.2
CCl4 2.228 0.225 0.1 �0.5 2.1
Benzene 2.247 0.227 0.1 �0.5 2.1
CHCl3 4.900 0.361 0.3 �0.3 1.9
THF 7.580 0.407 0.4 �0.2 1.8
CH2Cl2 8.930 0.420 0.4 �0.2 1.8
MeCOMe 20.700 0.465 0.4 �0.1 1.7
EtOH 24.550 0.470 0.4 �0.1 1.7
MeOH 32.630 0.477 0.5 �0.1 1.7
MeNO2 38.200 0.481 0.5 �0.1 1.7
DMSO 46.700 0.484 0.5 �0.1 1.7
H2O 78.390 0.490 0.5 0.0 1.6


a �E¼E(T1)—E(T2) as in Ref. 29a.
b Relative dielectric permittivity (dielectric constant),26c values as in the


GAMESS program for the PCM method.64


c Kirkwood and Onsager function.25


d Geometries optimized at the HF/6–31G* level.
e Taken from Table 2.
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dipole moments of histamine species in selected solvents
are listed in Table E2 (supplementary material).


In the case of the neutral histamine tautomers (HA-T1


and HA-T2), the �E calculated for the trans conforma-
tion varies from �0.8 kcal mol�1 in the gas phase to
0.0 kcal mol�1 in aqueous solution. This change is small,
but the equalization of the total energies of individual
tautomers indicates that the interactions of functional
groups in neutral histamine with water molecules reduce
drastically the small effect of the side-chain manifested in
gas phase. Similar changes are found for the gauche
conformation of the neutral histamine. The calculated
�E varies by 0.7 kcal mol�1 on going from gas phase
(�E¼ 2.3 kcal mol�1) to aqueous solution (�E¼
1.6 kcal mol�1). This suggests that the variation of the
�E does not depend on the conformation of the ethyla-
mino side-chain in histamine, and that interactions of the
functional groups in neutral gauche-histamine with sol-
vent molecules decrease the intramolecular differences in
the transmission of the internal effects to the same degree
as for the trans conformation. Similar changes in the
relative energy in 4(5)-methylimidazoles (�E varies by
0.7 kcal mol�1 on going from the gas phase to aqueous
solution) show additionally that interactions of neutral
histamine and 4(5)-methylimidazole with solvent mole-
cules may be similar.


Small differences in the total energies between the
individual tautomers of the neutral histamine in the gas
phase and also in aqueous solution (see details in the
supplementary material) indicate that both tautomers T1


and T2 in the trans and gauche conformations (with a
slight preference for the T2 tautomer) may be present in
quantities which could be identified by experimental


techniques. This may explain the discrepancies in the
interpretation of the NMR spectra of neutral histamine, in
which only conformational or only tautomeric differ-
ences have been considered instead of both the tauto-
meric and rotational differences.46 The general
tautomeric preference (T2) in the neutral histamine mix-
ture found by the PCM method in aqueous solution
[similar to that observed for 4(5)-methylimidazole] is in
agreement with an empirical estimation (�G¼
0.2 kcal mol�1, pKT¼ 0.15) based on the Hammett equa-
tion found for 4(5)-substituted imidazoles.13,47 The T2


tautomer has also been found to be favoured in the solid
state.22a


For the different monocationic histamine species pro-
tonated at the side-chain (AmHþ) or at the imidazole ring
(ImHþ), larger variations of the relative total energies
were observed than for the neutral histamine. This is due
to a higher polarity (larger dipole moment � values, Table
E2 in supplementary material) for the ionic forms,
particularly the AmHþ-T2, than for the neutral tautomers.


The �E(1–2) value calculated between the T1 and T2


tautomers of the N3-amino protonated histamine (AmHþ)
varies by 10.2 and 14.5 kcal mol�1 for the trans and
gauche conformations, respectively, on going from the
gas phase to aqueous solution, i.e. from �11.5 to
�1.3 kcal mol�1 for the trans conformation and from
�19.7 to �5.2 kcal mol�1 for the gauche conformation.
The variations are very large owing to interactions of the
charged ethylamino side-chain in the AmHþ with the
polar solvent molecules.29a,b The reaction field, modeled
by PCM, reduces the transmission of the electronic field
originating in the positive charges, and thus leads to a
strong attenuation of the intramolecular differences in the
transmission of the internal effects in both tautomers.
The different variation of the �E(1–2) for the trans
(10.2 kcal mol�1) and gauche conformation (14.5 kcal
mol�1) on going from gas phase to aqueous solution
indicates that the solvation effects depend slightly on the
conformation of AmHþ.


Smaller changes are found for the relative energies
between AmHþ-T1 and ImHþtautomers for both the
trans and gauche conformations of the monoprotonated
histamine. This is due to a smaller dipole moment (Table
E2 in supplementary material) of the ImHþ than of the
AmHþ-T2.29a,b The calculated �E(1–3) varies by 5.6 and
4.8 kcal mol�1, respectively, on going from the gas phase
to aqueous solution, i.e. from 3.6 to �2.0 kcal mol�1 for
the trans conformation and from 3.2 to �1.6 kcal mol�1


for the gauche conformation. These variations indicate
that the difference between the basicity of the ring N-
imino and the chain N-amino groups is not very large and
relatively weakly dependent on the conformation of the
protonated forms.


A change in the sign of �E(1–3) on going from the gas
phase (positive) to aqueous solution (negative) indicates
that the favoured site of protonation is changed by
solvation. The ring N-imino is only favoured in the gas


Table 5. Relative total energies between monoprotonated
histamine tautomers [�E(1–2) and �E(1–3) in kcal mol�1]a


in the gas phase and solution calculated using the PCM
model and geometries optimized at the HF/6–31G* level


�E(1–2) �E(1–3)


Phase trans gauche trans gauche


Gasb,c �11.5 �19.7 3.6 3.2
n-Heptane �7.7 �14.2 1.4 1.5
CCl4


d �6.9 �13.2 1.0 1.1
Benzened �6.9 �13.2 1.0 1.1
CHCl3


d �4.1 �9.2 �0.5 �0.2
THFd �3.3 �7.9 �1.0 �0.6
CH2Cl2 �2.8 �7.4 �1.2 �0.8
MeCOMed �1.7 �6.1 �1.6 �1.2
EtOH �1.8 �5.9 �1.7 �1.3
MeOH �1.6 �5.6 �1.8 �1.4
MeNO2 �1.6 �5.6 �1.8 �1.4
DMSO �1.6 �5.5 �1.8 �1.4
H2Oc �1.3 �5.2 �2.0 �1.6


a �E(1–2)¼E(AmHþ-T1)�E(AmHþ-T2), �E(1–3)¼E(AmHþ-T1)�
E(ImHþ) as in Ref. 29a,b.


b Taken from Table 2.
c As in Ref. 29a.
d As in Ref. 29b.
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phase and solvents of low dielectric constants ("r< 2.4,
e.g. n-heptane, benzene and CCl4). The chain N-amino
predominates in more polar solvents ("r> 4.5). Such
kinds of solvents, interacting by their dipole moment
with histamine species, reduce the polarizability effect of
the imidazole ring, decrease the basicity of the N-imino
group and, in consequence, change the favored site of
protonation. This behavior is common for both confor-
mations (trans and gauche). The monocation prefers the
ImHþ-H form in the gas phase and solvent of low
dielectric constant and the AmHþ-T1 form in more polar
solvents (for more details, see the supplementary mate-
rial). A similar change in basicity order has been ob-
served earlier for monofunctional sp2 and sp3 nitrogen
bases (e.g. pyridines and amines) on going from the gas
phase to aqueous solution.48 Exceptionally, proton
sponges with a rigid structure preserve their high basicity
both in the gas phase and in solution.49


Thermodynamic basicity parameters
in the gas phase


The thermodynamic basicity parameters (Eprot, PA and
GB) calculated for the stable trans and gauche conforma-
tions of isolated histamine at the HF/6–31G*//6–31G*
level (Table 6) correspond to the partial acid–base equili-
bria given in Scheme 1. The comparison indicates that the
GB of the ring N-imino (the favored site of protonation in
the gas phase) in the HA-T1 tautomer is larger than that of
the chain N-amino by ca 4–5 kcal mol�1 for both con-
formations. The difference seems to be almost indepen-
dent on the conformation of the heteroalkyl side-chain.
This indicates that the intramolecular interaction possible
between the ring N-imino (H-bond acceptor) and the
chain NH3


þ (H-bond donor) in gauche-AmHþ-T1 is
similar to that between the ring NHþ (H-bond donor)
and the chain NH2 (H-bond acceptor) in gauche-ImHþ.


The interactions stabilize the gauche-monocations and
increase GB by 10–11 kcal mol�1 in comparison with the
trans-monocations. The experimental GB of histamine
(229.9 kcal mol�1) is about 10 kcal mol�1 larger than that
of 4(5)-methylimidazole (220.1 kcal mol�1).5b,7 The GB
value calculated at the HF/6–31G*//6–31G* level for 4-
methylimidazole (227.5 kcal mol�1) is also about
10 kcal mol�1 lower than that calculated for the gauche
conformer of HA-T1 (237.1 kcal mol�1) protonated at the
ring N-imino. The GB value calculated for 4-methylimi-
dazole is close to that obtained for the trans-HA-T1


(226.8 kcal mol�1) protonated at the ring N-imino. If we
consider that the methyl substituent in 4(5)-methylimi-
dazole and the ethylamino group in histamine exert both
(i) a similar polarizability effect (��¼�0.35 and �0.52,
respectively) and (ii) a negligible field effect (�F¼ 0.00
and 0.04, respectively)50 (calculated according to the
method given in note 17 in Ref. 1c), we can conclude
that the calculations at the HF/6–31G*//6–31G* level
reproduce fairly well the effect of the internal hydrogen
bonding stabilization in the gauche conformation.


A different situation is found for the HA-T2 tautomer.
The difference between the GB values of two basic
groups, the ring N-imino and the chain N-amino is
considerably larger and equal to ca 15 and 23 kcal mol�1


for the trans and gauche conformations, respectively.
This means that the intramolecular interaction possible in
the gauche-ImHþ between the basic function in the chain
[the N-amino (H-bond acceptor)] and the acidic function
in the ring [the NH-amino (H-bond donor)] is consider-
ably stronger than the interaction of the chain NH3


þ with
the �-electrons of the imidazole ring in the gauche-
AmHþ-T2. The difference between these interactions is
ca 7 kcal mol�1.


The microscopic PA values calculated for the most
reasonable acid–base equilibria in the gas phase, gauche-
HA-T1!gauche-ImHþ (242.6 kcal mol�1), gauche-HA-
T2!gauche-ImHþ (240.5 kcal mol�1) and gauche-
HA-T1!gauche-AmHþT1 (238.7 kcal mol�1), can be
compared with that obtained experimentally (239.0
kcal mol�1).7 Considering that protonation occurs on
the most stable form, and at the imino nitrogen
(gauche-HA-T2!gauche-ImHþ), the deviation from the
experimental value is only 1.5 kcal mol�1. Therefore, we
can conclude that the HF/6–31G*//6–31G* level is suffi-
cient for the study of the proton-transfer reactions in
polyfunctional nitrogen ligands and gives reasonable
differences between the experimental and computed PA
values, which lend support to the conformational prefer-
ences obtained for the neutral and ionic forms.


Partial dissociation constants in aqueous solution


In solution, partial dissociation and tautomeric reactions
given in Scheme 1 are described by the so-called partial
(microscopic) dissociation (Ki) and tautomeric equli-


Table 6. Microscopic thermodynamic basicity parameters
(in kcal mol�1) for trans- and gauche-histamine calculated at
the HF/6–31G*//6–31G* level (at 298.15K)


Thermodynamic
parameter


Microscopic
Conformation reaction �Eprot PA GB


trans HA-T1!ImHþa 242.3 231.5 226.8
HA-T2!ImHþb 243.0 232.5 227.9


HA-T1!AmHþ-T1 238.7 226.9 222.3
HA-T2!AmHþ-T2 228.0 216.5 212.5


gauche HA-T1!ImHþ 253.6 242.6 237.1
HA-T2!ImHþ 251.3 240.5 235.3


HA-T1!AmHþ-T1 250.4 238.7 233.2
HA-T2!AmHþ-T2 228.4 217.0 212.5


a For 4-methylimidazole the following values were found: �Eprot¼ 243.2,
PA¼ 232.2 and GB¼ 227.5.


b For 5-methylimidazole the following values were found: �Eprot¼ 243.3,
PA¼ 232.4 and GB¼ 227.4.
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brium constants (KT). (Microscopic constants are defined
as follows:31 K1N,Im¼ [AmHþ-T1][Hþ]/[AmHþ-ImHþ],
K2N,Im¼ [AmHþ-T2][Hþ]/[AmHþ-ImHþ], KIm,N¼ [Im-
Hþ][Hþ]/[AmHþ-ImHþ], K1Im¼ [HA-T1][Hþ]/[ImHþ],
K2Im¼ [HA-T2][Hþ]/[ImHþ], K1N¼ [HA-T1][Hþ]/
[AmHþ-T1], K2N¼ [HA-T2][Hþ]/[AmHþ-T2], K1Am¼
[DHA][Hþ]/[HA-T1], K2Am¼ [DHA][Hþ]/[HA-T2], and
KT(AmHþ)¼ [AmHþ-T1]/[AmHþ-T2], KT


0 ¼ [AmHþ-
T1]/[ImHþ], KT


00 ¼ [AmHþ-T2]/[ImHþ] and KT(HA)¼
[HA-T1]/[HA- T2].) Unfortunately, the constants Ki and
KT are exceptionally difficult to determine in direct
experiments because (i) the tautomerization reaction in
the imidazole ring is a very fast reaction and separation of
individual tautomers is impossible31,51–53 and (ii) all
histamine forms are possibly present (in different
proportions and different conformations) under phy-
siological conditions, e.g. in aqueous solution at a pH of
7.4, the composition of histamine forms is as follows:
2.4% of the AmHþ-ImHþ, 81.3% of the AmHþ-T1,
15.1% of the AmHþ-T2, 0.2% of the ImHþ, 0.4% of
the HA-T1, and 0.6% of the HA-T2.13 One can easily
measure the so-called macroscopic dissociation constants
(Kai).


9a,c (Macroscopic constants are defined as
follows: Ka1¼ {[AmHþ-T1]þ [AmHþ-T2]þ [ImHþ]}
[Hþ]/[AmHþ-ImHþ], Ka2¼ {[HA-T1]þ [HA-T2]}[Hþ]/
{[AmHþ-T1] þ [AmHþ-T2]þ [ImHþ]} and Ka3¼
[DHA][Hþ]/{[HA-T1]þ [HA-T2]}.)


The relationships between the macro- and micro-con-
stants and between the micro- and tautomeric equilibrium
constants are described by Eqns (1)–(14). These relations
together with measured dissociation constants for each
step of the dissociation reaction and with experimental
observations for tautomeric equilibria give the possibility
of predicting all partial dissociation constants given in
Scheme 1.13


Ka1 ¼ K1N;Im þ K2N;Im þ KIm;N ð1Þ


1=Ka3 ¼ 1=K1Am þ 1=K2Am ð2Þ


Ka1Ka2 ¼ K1N;ImK1N þ K2N;ImK2N


¼ KIm; NK1Im þ KIm;NK2Im
ð3Þ


1=ðKa2Ka3Þ ¼ 1=ðK1NK1AmÞ þ 1=ðK2NK2AmÞ
þ 1=ðK1ImK1AmÞ½or þ 1=ðK2ImK2AmÞ�


ð4Þ


Ka1Ka2Ka3 ¼ K1N;ImK1NK1Am ¼ K2N;ImK2NK2Am


¼ KIm;NK1ImK1Am ¼ KIm;NK2ImK2Am ð5Þ


KTðAmHþÞ ¼ K1N;Im=K2N;Im ð6Þ


KT
0 ¼ K1N;Im=KIm;N ¼ K1Im=K1N ð7Þ


KT
00 ¼ K2N;Im=KIm;N ¼ K2Im=K2N ð8Þ


KTðHAÞ ¼ K2Am=K1Am ¼ K1Im=K2Im


¼ ðK1N;ImK1NÞ=ðK2N;ImK2NÞ ð9Þ


K1N;ImK1N ¼ KIm;NK1Im ð10Þ


K2N;ImK2N ¼ KIm;NK2Im ð11Þ


K1ImK1Am ¼ K2ImK2Am ð12Þ


KTðHAÞ ¼ KTðAmHþÞK1N=K2N ð13Þ


KTðAmHþÞ ¼ KT
0=KT


00 ð14Þ


On the basis of the Hammett equation applied by
Charton to 4(5)-substituted imidazoles47 and Noszál
and Rabenstein’s NMR experiment (in water as sol-
vent)54 re-examined according to the equilibria given in
Scheme 1,13 one predicts tautomeric preferences analo-
gous to those for the neutral and monoprotonated hista-
mine [KT(HA)¼ 0.7, KT(AmHþ)¼ 5.4, KT


0 ¼ 403.8 and
KT


00 ¼ 74.8] to those found for the solid state,22 i.e. the
HA-T2 tautomer for the neutral histamine and the AmHþ-
T1 for the monocation. Using these KT and the Ka


measured in aqueous solution at 25 �C (pKa1¼ 6.1,
pKa2¼ 9.8 and pKa3¼ 14.4, values recommended by
IUPAC)9c and the relations between the micro- and
macroconstants, the partial dissociation constants were
obtained (Table 7).13 The partial pK1Im (7.5) and pK2Im


(7.3) corresponding to the basicity of the ring N-imino in
the HA-T1 and HA-T2 are close to those found for 4- (7.8)
and 5-methylimidazole (7.6) on the basis of the measured
pKa (7.4)10 and the pKT (0.2) estimated on the basis of the
Charton equation.47


The order of the partial pKa values estimated on the
basis of experimental data and corresponding to the pro-
tonation reactions of the neutral histamine on the ring
N-imino (pK1Im¼ 7.5, pK2Im¼ 7.3) and chain N-amino
(pK1N¼ 10.1, pK2N¼ 9.2) follow the order of the ener-
gies of protonation obtained for the trans conformation
using the PCM model (Table 8). The Eprot(aq) values
calculated for the trans conformer of HA-T1


(�37.7 kcal mol�1) and HA-T2 (�37.7 kcal mol�1)
protonated at the ring N-imino are close to those
for 4- (�38.9 kcal mol�1) and 5-methylimidazoles
(�38.5 kcal mol�1) obtained under the same conditions.
The pKa value corresponding to the protonation of the
chain N-amino (10.1) in trans-HA-T1 is larger by 2.6 pKa


Table 7. Microscopic dissociation constants (pK) derived for
partial acid–base equilibria in aqueous solution (Scheme 1)a


Constant pK Constant pK Constant pK


pK1N,Im 6.2 pK1Im 7.5 pK2N 9.2
pK2N,Im 6.9 pK2Im 7.3 pK1Am 14.0
pKIm,N 8.8 pK1N 10.1 pK2Am 14.2


a As in Ref. 13.
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units (3.5 kcal mol�1 at 298.15 K) than that for the ring N-
imino protonation (7.5). The pKa value corresponding to
the protonation of the chain N-amino (9.2) in HA-T2 is
larger by 1.9 pKa units (2.6 kcal mol�1 at 298.15 K)
than that for the ring N-imino protonation (7.3). The
PCM model predicts differences in absolute energies of
protonation at the N3 and N2 atoms equal to 2 and
0.7 kcal mol�1 for the trans structures of HA-T1 and
HA-T2, respectively. These differences suggest that the
trans conformations of both the neutral and monoproto-
nated forms are favored by water solvation.


Tautomeric and basicity center preferences
in the solid state


As mentioned before, free base histamine adopts the HA-
T2 form in the solid state.22a The crystal field forces the
trans conformation of the chain residue, allowing the
formation of intermolecular hydrogen bonds of moderate
strength (N � � �N distance of 2.851 Å) between the ring
HN1 and the chain N3, and leading to an approximately
tetrahedral environment of the amino fragment. In fact, in
all salts and complexes of histamine, this tendency of the
amino fragment is preserved, either by protonation or by
metal complexation.


The monoprotonated structure may be analyzed in
histamine hydrobromide22b and in two more complex
systems [with nickel(II) and calcium],55,56 where hista-
mine plays the role of a bidentate ligand. In all cases the
protonation occurs at the chain N3, but the monocation
takes the AmHþ-T1 form in the hydrobromide and the
nickel complex, whereas the AmHþ-T2 tautomeric form
is favored in the calcium complex. The conformational
preferences are also broad: the side-chain is stabilized in
the trans conformation in the case of the hydrobromide


and the calcium complex, whereas the gauche conforma-
tion is obtained for the nickel complex. In the latter case,
the conformation is a result of an intramolecular hydro-
gen bond between the NH3


þ group and the NCS frag-
ment.56 This kind of interaction is expected to stabilize
this histamine monocation also in solution. In the case of
the hydrobromide, the histamine cations form dimers
involving the NH3


þ side-group of one cation and the
ring N-imino of another one, as shown in Fig. 2.


Structural studies reveal13 that free base histamine
forms complexes with Cu(I),57 Cu(II),58 Co(III),59


Cr(III),60 Ni(II)61 and Pd.62 Apart from monoprotonated
histamines described above, in all other systems hista-
mine plays the role of a bidentate ligand which forms a
six-membered ring involving the N-amino side-chain and
the ring N-imino, each serving as an electron pair donor
to the central metal. The formation of the six-membered
ring is possible only for the gauche-HA-T1, which is
taken by free histamine in almost all complexes with
metals. In this conformation, the �1 and �2 angles
depend strongly on the kind of the metal center, its
oxidation state, the coordination number and the type
of other ligands in the complex, resulting in different
packing forces. In most cases [except for two copper(II)
complexes],58e,k the imidazole ring is bound more
strongly than the amine site with a mean difference
between the N–metal distance �¼ 0.05 Å. It is surprising
that the amino rather than the imidazole site is weakenest
since the NH2 group is of high pKa, but not on the basis of
the gas-phase basicities. Moreover, the stronger interac-
tion with the imidazole results in a small lowering of the
extent of cyclic �-electron delocalization in the imidazole
ring as indicated by aromaticity descriptors. A suggestion
has been made58l that the histamine chelate with a low-
pKa imidazole binding site cannot provide enough �-
electron density to the central ion. Therefore, additional
electron density may be supplied from the imidazole
nucleus via �-bonds in accord with the electroneutrality
principle. However, these explanations did not take into
account the intrinsic basicity of the two basic centers,


Table 8. Microscopic energies of protonation in water
[Eprot(aq) in kcal mol�1] for trans- and gauche-histamine
calculated at the PCM//HF/6–31G* and the partial pKa in
water predicted from analysis of the equilibria given in
Scheme 1 and experimental data (see text)


Conformation Microscopic reaction �Eprot(aq) pKa(aq)a


transb HA-T1!ImHþ 37.7c 7.5
HA-T2!ImHþ 37.7c 7.3


HA-T1!AmHþ-T1 39.7 10.1
HA-T2!AmHþ-T2 38.4 9.2


gaucheb HA-T1!ImHþ 41.6
HA-T2!ImHþ 39.9


HA-T1!AmHþ-T1 43.1
HA-T2!AmHþ-T2 36.3


a Taken from Table 7.
b Noszál and co-workers predicted pKa¼ 10.12 and 10.18 for the trans and
gauche conformation, respectively, for the reaction HA!AmHþ.11d


c For 4- (T1) and 5-methylimidazoles (T2), the PCM model gave �Eprot¼
38.9 and 38.5, respectively; and from the macroscopic10 pKa¼ 7.4 and
pKT¼ 0.2 estimated on the basis of the Charton equation,47 one found the
microscopic pKa for T1 and T2 tautomers to be equal to 7.8 and 7.6,
respectively.


Figure 2. Dimer of the AmHþ-T1 form in histamine hydro-
bromide taken from Refs 22b and 55. The N � � �N distance is
equal to 2.835 Å55
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which is weaker for the amino than for the imidazole
nitrogens.


Interestingly, there is one case of a macro complex of
copper(I)57 in which histamine exists in two tautomeric
forms, HA-T1 and HA-T2, and takes two conformations,
trans and gauche. The two copper(I) atoms are chelated
by gauche-HA-T1. The coordination sphere around each
copper is completed by the carbon monoxide group and
by trans-HA-T2, which plays the role of a bridging
ligand, as shown in Fig. 3.


In the solid state, it has been found that imidazole
fragments can interact with each other58d (or possibly
with neighboring aromatic fragments)58g,h by �–� stack-
ing interactions, which emphasizes that interactions of
this kind may also be important in solution, and play an
important role in biological systems. There are also well
known crystal structures in which histamine can exist as a
dication.13,63 The conformation of the side-chain depends
mostly in this case on the presence and strength of the
intermolecular hydrogen bond network.13 Only two of
the histamine dications [the dinitrate63g and rutheniu-
m(IV) complex63h] exist in the gauche conformation.
Structures containing histamine anions have not yet
been reported.


The knowledge about tautomeric, conformational and
ionic structure preferences in small molecular complexes
and salts can be very helpful in the interpretation and
deeper analysis of the role of histamine and its interac-
tions in biologically active systems. Recently, Paessen
and co-workers published an excellent x-ray struc-
ture21c,d (at 1.25 Å resolution) of Ra-HBP2 (a high-
affinity histamine-binding protein discovered in the saliva
of Rhipicephalus appendiculatus ticks) complexed by
two histamine molecules. Figure 4 shows interactions
between protein and histamine in the site of higher
affinity (H). This site, which contains four negatively
charged residues (Asp-39, Glu-82, Asp-110 and Glu-
135), represents a very acidic microenvironment, where
histamine in the trans conformation is expected to take
the dicationic AmHþ-ImHþ form. In this form the
imidazole fragment interacts strongly with the side-
groups of Glu-82 and Asp-39 by hydrogen bonds while
the amino fragment interacts with Glu-135 and Asp-110
residues.21c,d Importantly, the binding pocket is com-


pleted by two aromatic fragments of Phe-108 and Trp-
42, which are almost parallel to each other, and interact
with the imidazole ring by �–� stacking interactions. The
significance of these interactions is very high since in a
similar protein (Ra-HBP1), modified only by replacing
Phe-108 by leucine, the affinity for histamine is appreci-
ably diminished.21d Further detailed discussion on the
tautomeric and conformational preferences of histamine
in the solid state is given in the supplementary material.


CONCLUSIONS


The comparison of ab initio calculations applied to the
isolated histamine structures and experimental results
obtained in the gas phase allowed the determination of
tautomerism and basic center preferences for histamine:
(i) the T2 tautomer for the most stable gauche conforma-
tion of HA as found from the rotational spectrum re-
corded for neutral histamine23 and (ii) the ImHþ form for
the most stable gauche conformation in its monocationic
mixture, as derived on the basis of gas-phase basicity
measurements of histamine by FT-ICR mass spectro-
metry;5a,8b its exceptionally high GB has been explained
by a chelation of the proton similar to that observed in
bidentate amidinamines.5b


Ab initio methods predicted also the same basicity
center preference in the gas phase (the ring N-aza) as
did analysis of experimental gas-phase substituent ef-
fects. 4(5)-Alkylimidazoles, which are protonated at the
N-imino atom [e.g. methyl derivative, GB(exp)¼


Figure 3. Pseudocentrosymmetric macrocomplex of
[Cu2(HA)3(CO)2]2þ taken from Ref. 57


Figure 4. Interactions between protein and histamine at
one of two binding sites (H) in Ra-HBP2.21c,d Reprinted from
Paesen GC, Adams PL, Harlos K, Nuttall PA, Stuart DI. Tick
histamine-binding proteins: isolation, cloning, and three-
dimensional structure. Molecular Cell, 1999; 3: 661–671.
Copyright 1999, with permission from Elsevier
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220.1 kcal mol�1] are stronger bases than �-arylethyla-
mines protonated at the N-amino atom [e.g. 2-pheny-
lethylamine, GB(exp)¼ 215.7 kcal mol�1].7 The same
preferences are found using the PCM method for non-
polar solvents such as hydrocarbons and CCl4 ("r< 2.4).


A change in the conformational and tautomeric pre-
ference (from gauche-ImHþ to trans-AmHþ-T1), and of
the favored site of protonation (from the ring N-aza to the
chain N-amino) takes place in polar solvents ("r> 4.5),
e.g. CHCl3, THF, DMSO, alcohols and water. This is
derived on the basis of the PCM results and those
obtained from an analysis of the partial equilibrium
constants in the acid–base equilibria given in Scheme 1.
Experimental results obtained in water confirm in part
this behavior. There are no doubts that the chain N-amino
is protonated in water, indicating the preference of the
AmHþ form. The measured pKa of histamine in the first
step of protonation (9.8)9c is close to that of 2-phenyla-
mine (9.8).10 4(5)-Methylimidazole has a basicity lower
by 2.4 pKa units.10 However, conclusions derived from
spectral studies do not agree with regard to the conforma-
tional preference. IR and Raman spectra indicated that
trans-AmHþ-T1 is better solvated than the other mono-
cations of histamine.9d However, two conformations
(trans and gauche) for the AmHþ of almost equal ratio
have been identified in 1H NMR spectra.11 This discre-
pancy between the IR, Raman and NMR conclusions on
the conformational preference may be due to the fact that
in NMR studies the tautomerism in the imidazole ring has
been omitted, and previously reported results need re-
examination.


For neutral histamine, solvation has a relatively smaller
influence on the tautomer stability than for the mono-
cation. Variations of the relative energies are <1 kcal
mol�1, and do not change the tautomeric preference. In
all phases, gas,23 solution13,47 and solid state,22a the T2


tautomer predominates in the tautomeric mixture of
neutral histamine. The only change for conformational
preferences occurs for HA-T2: from gauche in the gas
phase23 through a possible mixture of both trans and
gauche forms in solution11 to trans in the solid state.22a


The crystal field forces the trans conformation for the
neutral free base (HA-T2) and its monoprotonated form
(AmHþ-T1).13,22 However, in complexes with metal ions,
the tautomeric and conformational preferences are very
broad. Neutral histamine, playing the role of a bidentate
ligand, takes preferentially the gauche-HA-T1 form.57–62


In one Cu(I) complex structure, the trans-HA-T2 mole-
cule forms a bridge between two coppers chelated by
gauche-HA-T1.57 In the case of the protonated form,
gauche-AmHþ-T1 is found for the Ni(II) complex, but
trans-AmHþ-T2 for the Ca(II) salt.55,56 This variation
shows without any doubt how sensitive the histamine
structure is to the environment.


This detailed study of the histamine structure in dif-
ferent environments may help in understanding the me-
chanism of histamine activity, particularly its interaction


with different active regions of variable hydrophilicity
and hydrophobicity, and with more or less negatively
charged sites in the histamine-specific receptors. More-
over, the �–� stacking interactions observed in the crystal
lattice between the imidazole rings of different histamine
molecules or between the imidazole ring of histamine and
the aryl ring of other species may help in understanding
the interactions of histamine with the hydrophobic (aro-
matic) binding sites of specific receptors.


COMPUTATIONAL DETAILS


For ab initio calculations at the HF level the GAMESS
program was used64 and at the MP2 and DFT levels the
Gaussian 94 program65 was used. Additional computa-
tional details are included in the suplementary material.
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28. (a) Schüürmann G, Cossi M, Barone V, Tomasi J. J. Phys. Chem.
A 1998; 102: 6706–6712; (b) Tran NL, Colvin ME. J. Mol. Struct.
(Theochem) 2000; 532: 127–137; (c) Li H, Hains AW, Everts JE,
Robertson AD, Jensen JH. J Phys. Chem. B 2002; 106: 3486–
3494, and references cited therein; (d) Pliego JR Jr, Riveros JM. J
Phys. Chem. A 2002; 106: 7434–7439; (e) Himo F, Noodleman L,
Blomberg MRA, Siegbahn PEM. J Phys. Chem. A 2002; 106:
8757–8761.
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ABSTRACT: �-Electron delocalisation for the intramolecular resonance assisted hydrogen bonds (IRAHBs) is
analysed here. The investigation is based on MP2/6-311þþG** calculations as well as on the results derived from the
Bader theory. The Mulliken analysis of the change in natural population atomic charges for the IRAHB systems shows
that there is a transfer of the electron charge from the —R1C——CR2—CR3 region into the —O—H . . .O——
hydrogen bond. The results of calculations also show that the strength of IRAHBs depends mainly on the process of
the �-electron delocalisation. Copyright # 2003 John Wiley & Sons, Ltd.
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INTRODUCTION


The intramolecular hydrogen bond (H-bond) has been
subject of many investigations,1,2 and a great deal of
effort devoted to studies on the strength of such bonds.3,4


There are many differences in the nature of intermole-
cular and intramolecular H-bonds. It is worth mentioning
that H-bond energy may be obtained using theoretical
approaches such as ab initio or DFT calculations: it is
calculated as a difference in energy of the complex on one
hand and of the energies of monomers on the other.5Such
an approach is not possible for intramolecular H-bonds
and there is no the direct way to calculate H-bond energy
for them.4


Special attention is often given to strong intramolecu-
lar H-bonds and the so-called resonance assisted hydro-
gen bonds (RAHBs) are often studied.6 A lot of RAHBs
have been found among the crystal structures of
�-diketone enols. For such systems there is �-electron
delocalisation of the O——C—C——C—OH keto–enol
group. According to the statements of Gilli and co-
workers6 such �-electron delocalisation is responsible
for the changes of the geometry of the skeleton building
up the spacer between the H-bond donor and acceptor.


Conformations of malonaldehyde and its simple deri-
vatives containing the intramolecular H-bonds are exam-


ples of RAHBs (Scheme 1). The following geometrical
changes are observed for RAHBs:


* the equalization of the lengths of bonds: C—O and
C——O


* the equalization of the lengths of bonds: C—C and
C——C


* the elongation of the O—H bond as it is known for
typical H-bonds, and the shortening of the H . . .O
distance.


In extreme cases the H atom is moved into the middle of
the O . . .O distance and d1–d4; d3–d2 differences in
bond lengths tend to zero.


The O—H . . .O intramolecular resonance assisted
hydrogen bonds (IRAHBs) have been investigated exten-
sively. However, other types of IRAHBs have been also
studied, such as N—H . . .O, O—H . . .N, O—H . . .S,
S—H . . .O: e.g. the N—H . . .O, N . . .H—O proton
transfer process for the crystal structures of chromone
derivatives have been studied both experimentally and
theoretically;7 high-level ab initio calculations on the
intramolecular H-bond in thiomalonaldehyde have been
performed8 since it is an example of the enol-enethiol
equilibrium: O—H . . . S , O . . .H—S; the substituent
effects on the strength of the intramolecular H-bond in
thiomalonaldehyde have been also studied.9 Among
calculations on the RAHBs those concerning malonalde-
hyde10,11 and its derivatives12,13 have often been carried
out. There is a very interesting case of benzoylacetone for
which the results of very low temperature X-ray and
neutron diffraction studies are known; 14 those authors
also performed the topological analysis of the experi-
mental charge density.
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505/251.







It has been pointed out that for the hydrogen bonds that
are resonance assisted the �-electron delocalisation is
greater and hence the equalization of C—C, C——C and
C—O is greater, C——O bond lengthens and thus the
H . . .O distance is shorter. At short H . . .O distances the
effective coupling between two covalent and one ionic
valence bond (VB) structures leads to the so-called low
barrier H-bonds.15,16


The aim of the present study is to investigate the nature
of �-electron delocalisation for RAHBs. The studies are
based on results of ab initio calculations and on the Bader
theory.17


METHODS OF CALCULATION


The calculations have been performed using the Gaussian
98 program.18 The split valence 6-311þþG(d, p) basis
set was used in calculations, which includes d and p
polarisation functions on heavy and hydrogen atoms,
respectively, and diffuse shells.19,20 The inclusion of the
diffuse functions within the basis sets is very important
for investigations concerning H-bonds.5 Correlation en-
ergy has been considered by means of the second-order
Møller–Plesset perturbation theory.21 Strictly speaking,
the geometry of the malonaldehyde and its simple deri-
vatives have been optimised at the MP2/6-311þþG**
level of theory.


The wave functions being resulting from the above ab
initio calculations were further applied in terms of the
Bader theory17 and to find bond critical points (BCPs)
and ring critical points (RCPs). The characteristics of
these critical points such as the electron densities and
their Laplacians, are used to describe the intramolecular
H-bonds. Calculations to derive the topological para-
meters of the Bader theory were performed with the use
of the AIM2000 program.22


RESULTS AND DISCUSSION


�-Electron delocalisation


The sample of malonaldehyde and its simple fluoro-and
chloro-derivatives optimised at the MP2/6-311þþG**


level of theory is analysed here. The mono fluoro- and
chloro-derivatives are considered where F or Cl may be a
R1, R2 or R3 substituent. In additional, the sample
analysed here is slightly extended since the malonalde-
hyde derivative with the OH group as the R3 substituent
(Scheme 1) is also considered. The emphasis in this study
is put on the distributions of charges on atoms and the
consequences of such distributions.


The changes of the geometry of RAHB systems are the
result of �-electron delocalisation which is usually ex-
plained in terms of electron transfer (Scheme 1). It is well
known that, for the intermolecular H-bonds, there is the
transfer of the electron charge from the proton-donating
molecule to the proton acceptor.5 For example, for the
linear (trans) dimer configuration of water there is the
transfer of 18 m�ee from the proton-donating water mole-
cule to the accepting one due to the complexation; this
result was obtained from the calculations performed at
MP2/6-311þþG** level of theory.


The H-bond energy for the intramolecular system may
be estimated only roughly. The procedure often used is to
calculate the difference in energy between the closed
conformation for which the intramolecular H-bond exists
and the open conformation obtained from this after the
rotation of O—H bond 180� around C—O (single)
bond.11,23 The rotation really breaks the H-bond but other
effects come into play, such as the unfavourable approach
of the lone pairs of the two oxygen atoms.23 Scheme 2
presents the open conformation. The detailed analysis of
that way of the calculation of intramolecular H-bond
energy has been presented before24,25 and it has been
pointed out that the difference mentioned above cannot
be accepted as a reliable estimate of the H-bond strength.
A procedure of estimation of intramolecular H-bond
energy based on utilizing barriers of the donor and/or
of the acceptor groups was recently proposed and tested
successfully.25


There is the question whether the electron transfer for
the RAHB systems is of the same nature as that one
known for intermolecular H-bonds. For intermolecular
H-bonds we observe the electron transfer as an effect of
the complexation, whereas for intramolecular H-bonds


Scheme 1. Conformations of malonaldehyde and simple
derivatives containing intramolecular H-bonds Scheme 2. Open conformations of malonaldehyde and


simple derivatives
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we can detect the changes between the open conforma-
tion and the closed one. Table 1 shows such changes in
natural population atomic charges for selected atoms of
the sample considered here. We see the following
changes for all of molecules: the increase of the electron
density for both oxygen atoms, and its decrease for the
hydrogen atom within the O—H . . .O bond. This is
in line with the mechanism known for intermolecular
H-bonds; there is the transfer of the electron density from
the hydrogen atom to the oxygen acceptor. However, if
we consider the O—H donating bond as a whole, there is
also an increase of the electron density for this group.
There are only two exceptions (Table 1): for derivatives
for which R1¼ F or Cl there is a decrease of the electron
density of the OH group. This may be explained in the
following way. Fluorine and chlorine are the electron-
withdrawing substituents and hence the transfer of the
electron density from CC bonds is not to the O—H . . .O
region but to these substituents. This would be true for
both forms—open and closed. However, if we compare
the densities of the F and Cl atoms in these conforma-
tions, we see that the increase of the electron density for
the closed conformation is 22 and 33 m�ee for fluorine and
chlorine derivatives, respectively. This may be the reason
why the R1 electron-withdrawing substituents cause the
corresponding RAHBs to belong to the strongest H-
bonds. In other cases of malonaldehyde derivatives there
is the transfer of electrons from the C(R1)¼C(R2)—
C(R3) region to the O—H . . .O region. Table 1 shows
the decrease of the electron density in the region of
carbon atoms. The situation is similar to that of the
intramolecular resonance assisted dihydrogen bonds for
which26 in almost all cases considered there is the
increase of the electron density for each of atoms of
O—Hþ� . . .��H bond.


A similar interpretation may be achieved if we con-
sider the integrated atomic charges27 derived from the
Bader theory.17 For example, for the results of malonal-
dehyde, there are the following changes of these charges
after the change of the open conformation into the
closed one; �q(O—) ¼�57 m�ee, �q(H)¼ 55 m�ee,
�q(O——)¼�36 m�ee. It means that there is an increase
of the electron density for both oxygen atoms of the O—
H . . .O bond and a decrease of this density for the
hydrogen atom, also and that there is the loss of the


electron density of 38 m�ee for the remaining part of the
molecule (the R1C—CR2¼CR3 fragment).


H-bond strength


There are problems with the exact estimation of the
H-bond energy for intramolecular systems like those
investigated here. It has been pointed out that the differ-
ence between the energy of the closed conformation and
the open one (hereafter abbreviated as EC—O) does not
correspond to the H-bond energy since various additional
effects disturb the real H-bond interaction.24,25 However
there are the other descriptors of the H-bond strength.
Among them there are the topological parameters derived
from the Bader theory.17 For the X—H . . .Y H-bond,
where X—H is the proton-donating bond and Y is an
accepting centre, the electron density of the H . . .Y bond
critical point (�H...Y) seems to be a good descriptor of the
H-bond energy.28,29 It was found that �H...Y correlates
with the H-bond energy for different samples of systems;
however this correlation is better for homogeneous
cases.30


For the case of malonaldehyde derivatives considered
here, the linear correlation coefficient for the dependence
between �H...O and EC—O is 0.887; this strongly supports
the statement that EC—O is not a good descriptor of the
H-bond strength. However other parameters which may
be treated as H-bond strength measures correlate well
with �H...O. For example, the linear correlation coeffi-
cients for dependencies O—H bond length versus �H...O


and H . . .O distance versus �H...O are 0.995 and 0.993,
respectively. This is also in line with the earlier studies
since it was pointed out that �H...Y may be treated as a
good measure of the hydrogen-bonding strength not only
for intermolecular H-bonds but also for intramolecular
ones.9,11 Recent studies by Sanz and co-workers show
such a dependence for X . . .H . . .Y intramolecular sys-
tems where X¼O,S and Y¼ Se,Te.31


The changing of the open conformation into the closed
one may be considered to consist of two stages. The first
stage is the rotation of the O—H bond 180� around the
C—O single bond, hence obtaining of the closed con-
formation (Scheme 1). The second stage is connected
with changes of the geometry of the system due to the


Table 1. The changes of atomic charges (in me) for the change of the open conformation into the closed conformation


R1, R2, R3 �q[O(H)] �q[H] �q [O(¼ )] �q [OH] �q [C(R1)C(R2)C(R3)]


H, H, H �53 37 �68 �16 84
H, F, H �42 20 �82 �22 104
H, Cl, H �45 37 �78 �8 86
H, H, F �25 9 �56 �16 72
H, H, Cl �23 18 �65 �5 70
F, H, H �55 70 �80 15 65
Cl, H, H �81 89 �74 8 66
H, H, OH �40 22 �59 �18 77
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process of the �-electron delocalisation. Strictly speak-
ing, the first stage is the closing of the system without
the change of the other geometrical parameters and the
second stage is the changing of the geometry. EO corre-
sponds to the open conformation energy, the energy of the
closed conformation without the changing of the geome-
try is designated as E0 and the energy of the most stable
conformation existing after closing of the system and the
change of the geometry is designated as EC. Hence the
modulus of EC—O energy |EC—O| consists of two terms,
|E0�EO| and |EC�E0|, the first one being the result of the
closing of the system and the second one being the result
of the change of the geometry after the closing of the
system. These terms are included in Table 2. It is very
interesting that, for every system, the first term connected
only with the closing of the system is approximately three
times greater than the second term. In additional, |E0�EO|
does not correlate with �H...O —the linear correlation
coefficient is 0.641; the situation is similar for correlation
between EC—O and �H...O. However |EC�E0| correlates
with �H...O and R¼ 0.981; Fig. 1 shows this dependence.


These results show that, for the RAHBs, the H-bond
energy depends mainly on the �-electron delocalisation.


The �-parameter has been introduced6,12 to describe
the resonance for the RAHB systems such those consid-
ered here (Scheme 1);


� ¼ ð1 � jQj=Q0Þ ð1Þ


where; Q¼ðd1� d4Þþðd3þd2Þ;Q0¼ 0:320:Q0 was
obtained from the standard bond distances: d1ðC�OÞ¼
1:37A


�
, d2ðC--------CÞ¼1:33 A


�
, d3ðC-----CÞ ¼ 1:48 A


�
, d4C--------O)


¼ 1.20 A
�
: According to the statements of Buemi12 �¼ 1


and �¼ 0 correspond to the fully �-delocalised and to the
fully �-localised structures respectively.


Another parameter describing the resonance within
such systems as RAHBs is introduced here. If we con-
sider the differences between the corresponding C—O,
C——O and C—C, C¼C bonds for the open conforma-
tion thus we can write;


�do
1 ¼ do


3 � do
2


�do
2 ¼ do


4 � do
1


ð2Þ


and the d-values of Eqn. (2) correspond to those pre-
sented in Scheme 1 but for the open conformation.
Precisely similar equations may be written for the closed
conformation;


�dc
1 ¼ dc


3 � dc
2


�dc
2 ¼ dc


4 � dc
1


ð3Þ


Hence the resonance parameter describing the changes
connected with the change of the open conformation into
the closed one may be defined.


�rp ¼ 1=2
��
�do


1 ��dc
1


��
�do


1 þ
�
�do


2 ��dc
2


��
�do


2


�


ð4Þ


This resonance parameter refers to the changes between
two conformations (Schemes 1 and 2) while the �-
parameter considers the differences between the refer-
ence system with single and double C—C and C——O
bonds not perturbed by any kind of delocalisation and the
analysed system with the intramolecular H-bond. It is
worth mentioning that, for the open conformation, there
is also the �-electron delocalisation, although not so
strong as for the closed system.11 �rp is zero if there is
no difference between the closed and the open conforma-
tion; it is unity if there is the full equalisation of C——O,
C—O and C—C, C——C bonds. Hence the physical
meaning of �rp parameter is similar to the meaning of �.


Table 3 shows �rp values for the sample considered
here together with the other geometrical parameters, such
as the elongation of the O—H proton-donating bond and
the elongation of the C——O proton-accepting bond after


Table 2. The differences in energies between conforma-
tions (in kcal mol�1); %res corresponds to the percentage
contribution of |EC-E0| within |EC—O|


R1, R2, R3 |EC—O| |E0�EO| |EC�E0| %res


H, H, H 12.15 9.41 2.74 22.53
H, F, H 9.73 7.43 2.31 23.70
H, Cl, H 10.83 8.61 2.22 20.49
H, H, F 9.14 7.04 2.10 22.99
H, H, Cl 9.24 7.12 2.12 22.94
F, H, H 13.47 9.26 4.21 31.25
Cl, H, H 12.49 8.67 3.82 30.56
H, H, OH 11.12 8.76 2.35 21.17


Figure 1. The dependence between the energy responsible
for �-electron delocalisation (in kcal mol�1) abbreviated
as |EC�E0| and the electron density at H . . .O bond critical
point
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the transfer from the open conformation to the closed
one. The H . . .O distances for the intramolecular
H-bonds are also included.
�rp correlates well with �H...O, with a linear correlation


coefficient of 0.997 (Fig. 2). This means that the H-bond
strength is mainly affected by the �-electron delocalisa-
tion, as was shown for energetic parameters. This state-
ment is based on the results of calculations performed on
the case of the strongly related systems and may not be
fulfilled for other cases. For example, the dependence
between the �-electron delocalisation and the H-bond
strength was studied for the O—H . . .N bridges of the
crystal structures of the Schiff bases.32 Correlation be-
tween the energy and the delocalisation was not found.
However the authors used the O . . .N distance as an
approximate descriptor of the H-bond strength. The
authors claimed that the O . . .N distance may be rela-
tively easily deformed by crystal lattice forces and hence
the correlation is not observed. As a measure of deloca-
lisation the HOMA index33,34 was applied.32


It is worth mentioning that there are not correlations
between the charges analysed in the previous section and


other topological, energetic or geometrical parameters.
The only charge which correlates with the other para-
meters is the net atomic charge of the hydrogen atom
within the O—H . . .O bond of the closed conformation.
For example, there is correlation between this charge and
�H...O the situation is the same for dependence between
�rp and this net atomic charge. Figure 3 presents this
dependence for which the linear correlation coefficient is
0.970.


CONCLUSION


The results of MP2/6-311þþG** calculations show that,
for the intramolecular resonance assisted H-bonds of
malonaldehyde and its derivatives, there is a transfer of
the electron charge from the R1C—CR2¼CR3 fragment
of the molecule to the O—H . . .O H-bond. The part of
the energy which is roughly responsible for the �-electron
delocalisation correlates well with other parameters de-
scribing the H-bond strength, as for example the electron
density at the H . . .O bond critical point.
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1Department of Analytical Chemistry, Palacky University, CZ-771 46 Olomouc, Czech Republic
2Institute of Medical Chemistry and Biochemistry, CZ-775 15 Olomouc, Czech Republic
3Institute of Analytical Chemistry, Academy of Sciences of the Czech Republic, Veveřı́ 97, CZ-611 42 Brno, Czech Republic
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ABSTRACT: Capillary zone electrophoresis was applied to the investigation of the interaction of sanguinarine and
chelerythrine with mercapto compounds including albumins at pH 7.4. Mercaptoethanol and L-cysteine were chosen for
the identification of the type of interaction and for the identification of the interacting chemical form of these alkaloids.
It was evidenced that sanguinarine and chelerythrine do not react chemically with these mercapto compounds at pH 7.4
and that non-covalent products form in this interaction. Their interaction is a fast and reversible complexation and is
based on non-bonding intermolecular interactions. Conditional binding constants measured at pH 7.4 and 5.0 indicate
that only uncharged forms of sanguinarine and chelerythrine (pseudobases) participate in complexation. A negatively
charged group, either bound to the mercapto ligand or supplied by the solution, enters in the complexation. The simple
1 : 1 interaction scheme holds, therefore, only for mercapto compounds bearing an anionic group. Constants corrected
for the abundance of the uncharged alkaloid form are of the order of magnitude of 104 l mol�1 and depend on the
chemical composition of buffer. Interaction of sanguinarine and chelerythrine with human or bovine serum albumins is
qualitatively identical with interaction of these alkaloids with simple mercapto compounds. Constants for the binding of
uncharged form of sanguinarine with human and bovine serum albumins in sodium phosphate buffer at pH 7.4,
corrected for abundance of the interacting uncharged form, are 332 000� 38 400 and 141 000� 14 400 l mol�1,
respectively. The former agrees well with the value K¼ 385 000 (or log K¼ 5.59) reported from static experiments.
For the uncharged form of chelerythrine, the constants are 2 970 000� 360 000 and 1 380 000� 22 600 l mol�1 for
human and bovine serum albumins, respectively. Copyright # 2003 John Wiley & Sons, Ltd.
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electrophoresis


INTRODUCTION


The quaternary benzo[c]phenanthridine alkaloids (QBA)
sanguinarine and chelerythrine (Scheme 1) are usually
isolated from Fumaraceae and Papaveraceae plants and
belong to the elicitor-inducible secondary metabolites.1


Both alkaloids display a plethora of species- and tissue-
specific effects but the molecular basis of their pharma-
cological activities remains mysterious.2 One of the
prerequisites for their biological activity is the presence
of an iminium bond C(6)——Nþ(5). This bond is suscep-
tible to nucleophilic attack. For hydroxide ion as a nucleo-


phile, a pH-dependent equilibrium between the quaternary
cation and the uncharged form, the so-called pseudobase
(the 6-hydroxy-5,6-dihydro derivative, Scheme 1) is typi-
cal for sanguinarine and chelerythrine.3 Regarding water
protolysis the process may be formulated as a reversible
acid–base equilibrium QþþH2OÐQOHþHþ with an
equilibrium constant KRþ ¼ [Hþ][QOH]/[Qþ]. In analogy
to Brønsted acids, the pKRþ value denotes the pH value at
which the cation of alkaloid and pseudobase (the 6-
hydroxy derivative) are present in equal concentrations.4


The alkanolamine structure given in Scheme 1 has been
almost universally adopted in aqueous alkaline medium
because the quaternary hydroxide cannot exist.5 The
formation of a bimolecular aminoacetal structure from
two molecules of pseudobase has been reported both for
sanguinarine and chelerythrine only in less polar media
(C6H6, CHCl3). The data for the pKRþ constants that
characterize equilibria between charged and uncharged
forms of sanguinarine and chelerythrine in water range
between 7 and 9.6–8 Thus, at physiological pH 7.4, both
charged (cation) and uncharged (pseudobase) forms exist
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Brno, Czech Republic.
E-mail: vespalec@iach.cz
yDedicated to the honor of Professor Tadeusz Marek Krygowski.
Contract/grant sponsor: Grant Agency of the Academy of Sciences of
the Czech Republic; Contract/grant number: A-4031703.
Contract/grant sponsor: Grant Agency of the Czech Republic; Con-
tract/grant number: 203/02/0023.
Contract/grant sponsor: Ministry of Education, Youth and Sport;
Contract/grant number: 151 100003.







in aqueous solutions and in blood. Sanguinarine and
chelerythrine form kinetically labile complexes with SH
groups of simple organic compounds in a 1 : 1 ratio.9 An
analogous interaction was suggested with SH-enzymes.
The iminium forms of sanguinarine or chelerythrine have
been indicated as the form interacting with mercapto
nucleophiles. The pseudobase of sanguinarine was de-
noted as the form interacting with human serum albumin
in which a single free SH group is expected to be the
interaction point.10 However, the opinion that the interac-
tion mechanism is a chemical reaction of the iminium
bond of the quaternary cation of sanguinarine/chelerythr-
ine with a mercapto group dominates in the recent
literature.11,12


Disregarding their final biological effects, the transport
of both alkaloids to target cells is effected by albumin, the
main transport protein of blood. Thus, defining the nature
of binding of sanguinarine and chelerythrine with albu-
min and the determination of the respective binding
constants is of high importance. The aims of our study
were (i) the unequivocal identification of the type of
interaction between sanguinarine/chelerythrine and the
mercapto group of various compounds including human
and bovine albumins and (ii) the identification of the
chemical form of these alkaloids which enters in this
interaction. Capillary zone electrophoresis (CZE), which
proved to be a powerful experimental technique for the
analysis of complex mixtures and for the investigation of
various interactions of solution constituents, was chosen
as the experimental technique.13–15


RESULTS AND DISCUSSION


pH values of 7.4 and pH 5.0 were chosen for the
experiments. Data relating to so-called physiological
conditions, modeled by phosphate buffers of pH 7.4,
are preferred in biochemistry. The pI values of human
and bovine serum albumins vary around pH 5.0 depend-
ing on the ionic strength of liquid medium.16 The


mobility of albumin is zero at this pH value, and pro-
nounced adsorption of isoelectric albumin on the capil-
lary wall17 eliminates electroosmosis according to our
experiments. Raw experimental data for the calculation
of stability constants were measured at constant tempera-
ture and constant ionic strength.18 Interaction of alkaloids
with mercapto compounds in an 1 : 1 ratio, was assumed.9


Type of interaction


Mercaptoethanol and cysteine were chosen for the deter-
mination of the type of interaction between a mercapto
group and sanguinarine and chelerythrine. Sanguinarine/
chelerythrine (0.02 mM) were mixed with mercaptoetha-
nol or cysteine in an 1 : 2 molar ratio using 13.5 mM


phosphate buffer and I¼ 30 mM adjusted to pH 7.4 with
sodium hydroxide as the aqueous medium. Blank mix-
tures free of either alkaloid or mercapto compound were
prepared for comparison. Interaction and blank mixtures
kept at room temperature were repeatedly analyzed. The
phosphate buffer that was used for the preparation of
mixtures was the background electrolyte.


Electrophoresis separates stable solution constituents
into discrete zones according to their mobility. If a
reaction between the quaternary form of sanguinarine/
chelerythrine and a mercapto compound takes place, at
least the molecular weight of this interaction product
must differ markedly from that of the alkaloid. Conse-
quently, the mobility of this product must differ from that
of the alkaloid present in the analyzed mixture. The
alkaloid peak disappears and another peak, which be-
longs to the reaction product, is detected if the mercapto
compound is in excess and if a fast reaction between an
alkaloid and a mercapto compound is completed before
first analysis. In this case, the product peak is of constant,
time-independent height and area. The alkaloid peak
decreases with time and the peak of the reaction product
rises if the chemical reaction between the alkaloid and the
mercapto compound is slower. Mercaptoethanol and
cysteine do not absorb at 280 nm and are therefore not
detectable.


No change in the size of alkaloid peaks in the analyzed
reaction mixtures was observed within 24 h regardless
of the dissolved alkaloid and mercapto compound added
to it. Peaks of sanguinarine/chelerythrine in analyses of
reaction mixtures and in blank mixtures were identical
within the limits of the expected experimental error. No
additional peak that might be ascribed to a product of a
chemical reaction between some alkaloid and some
mercapto compound added to it was found in the ana-
lyzed reaction mixtures within 24 h. This indicates that no
reaction took place between these alkaloids and the added
mercapto compounds, mercaptoethanol and cysteine,
under these experimental conditions.


In another experiment, alkaloids and mercapto com-
pounds were mixed in a molar ratio of 1 : 100; reaction


Scheme 1. Structural formulas of sanguinarine and cheler-
ythrine chlorides and the reaction of the quaternary salt with
hydroxide ion.
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Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 803–810







mixtures were prepared using 3-[N-morpholino]propane-
sulfonic acid (MOPS) and orthophosphoric acid whose
pH was adjusted to 7.4 with sodium hydroxide; the ionic
strength of the final buffers was again 30 mM. The
reaction time was extended to 48 h. Qualitative results
of analyses of both the reaction and blank mixtures
remained identical in spite of the longer reaction time,
drastically increased molar ratio of mercapto compounds
to alkaloids and different compositions of the buffers
used. Obviously, there is no chemical reaction.


In order to verify if the investigated alkaloids create
kinetically labile complexes with mercaptoethanol or
with cysteine, the following check was made. Mercap-
toethanol or cysteine was dissolved at two different
millimolar concentrations estimated by rule of thumb in
MOPS buffer of pH 7.4 and alkaloids were injected as
complexing markers into these background electrolytes.
A shift in migration time of the injected alkaloid, which
was dependent on the identity and concentration of the
dissolved mercapto compound, was observed with both
alkaloids (Fig. 1). Therefore, it was concluded that these
experiments indicate that sanguinarine and chelerythrine
do not react chemically at least with these low molecular
weight mercapto compounds at pH 7.4 and room tem-
perature. Their interactions are based on non-bonding
intermolecular interactions, and kinetically labile com-
plexes are products of these interactions.13–15 Assuming
the generally reported 1 : 1 interaction, the reaction
scheme AþXÐAX, holds for the complexation of an
alkaloid A with a ligand X containing a mercapto group.9


To our knowledge, there is no indication in the literature
that interactions of mercaptoethanol and cysteine with
sanguinarine or chelerythrine differ qualitatively from
interactions of other investigated mercapto compounds.


Identification of the interacting form
of alkaloids


The complexation of sanguinarine and chelerythrine with
mercaptoethanol and cysteine has been investigated
photometrically in static experiments.9 These compounds
were therefore used in electrophoretic studies to establish


which chemical form of the alkaloids interacts with the
mercapto group. Reported pKRþ constants for the equili-
brium between the charged and uncharged forms of
sanguinarine and chelerythrine in aqueous solutions
range from 7.32 to 9.00 depending on the compound
and on the experimental technique used.6–8 Therefore,
electrophoretically determined pKRþ values of 8.10 and
9.14 for sanguinarine and chelerythrine, respectively,
valid for Is¼ 30 mM, were used in our study.19 It is
evident from published pKRþ constants6–8 that condi-
tional binding constants, Kc, are measured for complexes
of both alkaloids at pH 7.415,18 and that the concentration
of the uncharged forms of the alkaloids is below 0.1% at
pH 5.0. The latter follows from pKRþ values of 8.10 and
9.14 for sanguinarine and chelerythrine, respectively,
which are relevant to the conditions of our experiments.19


Phosphate buffers lose their buffering capability at pH
5.0 and acetate buffers are their commonly used sub-
stitutes in electrophoresis. Nucleophilic attack of acetate
ions upon sanguinarine/chelerythrine has been reported.3


However, our previous experiments19 evidenced that the
influence of acetate ion on the stability constants is
comparable to the influence of other common cationic
or anionic buffer constituents.


Binding constants between sanguinarine/chelerythrine
and mercaptoethanol/cysteine are lower by two orders of
magnitude at pH 5 than at pH 7.4 (Table 1). This pH-
related decrease of the constants correlates with the
decrease in concentration of the pseudobase form of san-
guinarine or chelerythrine, respectively, if the pH de-
creases from 7.4 to 5.0. Constants measured at pH 5
should, therefore, be ascribed to interactions of the re-
sdual concentrations of the pseudobase of sanguinarine/
chelerythrine with mercapto compounds dissolved in
background electrolytes of pH 5.0.19 Consequently, the
pseudobase form of sanguinarine/chelerythrine is the
form that interacts with the mercapto group of mercap-
toethanol and cysteine.


Mercaptoethanol is electrophoretically uncharged in
the pH range 5.0–7.4. Therefore, zero mobility of its
complexes with the pseudobase of sanguinarine/cheler-
ythrine has to be expected. Surprisingly, a change of
cationic migration of an alkaloid zone to anionic migra-


Table 1. Effects of buffer pH and composition on stoichiometric conditional binding constants for the complexation of
sanguinarine and chelerythrine with cysteine and mercaptoethanol, Kc, obtained from Eqn (2)


Ligand Buffera Kc


Sanguinarine Chelerythrine


Cysteine Acetate–Tris pH 5.0 8.9� 0.9 3.0� 1.2
Cysteine Acetate–Tris pH 7.4 1430� 160 550� 90
Cysteine Phosphate–Tris pH 7.4 2970� 340 385� 230
Mercaptoethanol Acetate–Tris pH 5.0 10.1� 0.8 2.1� 0.3
Mercaptoethanol Acetate–Tris pH 7.4 3570� 170 370� 22
Mercaptoethanol Phosphate–Tris pH 7.4 2080� 95 260� 24


a Identified by its cationic and anionic constituents.
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tion was observed in interaction experiments with mer-
captoethanol at high mercaptoethanol concentrations.
Such a change indicates the formation of a negatively
charged complex in the investigated interaction. The
existence of the complex becomes observable if the
complex dominates in the migration of the alkaloid
zone.19 Migration of cysteine complexes remained catio-
nic whatever the cysteine concentration in background
electrolyte.


The structure of 1 : 1 complexes of cysteine and mer-
captoethanol with uncharged monomeric forms of san-
guinarine and chelerythrine was explored and modeled by
using the software program HyperChem 2.0. The require-
ment of minimum total energy in aqueous solution was
applied. Reasonable results were obtained for cysteine
only. The twisted cysteine molecule, aligned by its
carboxylic group to the vicinity of the C(6)—N(5)
bond (Scheme 2), was the most probable result for each
of the alkaloids. This result is in agreement with the
knowledge from experiments with mercaptoethanol that
participation of a negative charge is necessary for the
complexation of uncharged sanguinarine or chelerythrine
with a mercapto group. If cysteine is the ligand, its
carboxylic group supplies the necessary negative charge
(Scheme 2) and the resulting complex remains outwardly
uncharged. If the anionic group is absent in the ligand,


e.g. in mercaptoethanol, the negative charge may be
supplied from solution only. In this case, the complex is
negative. The simple 1 : 1 interaction of an alkaloid, A,
with a ligand, X, therefore holds only for mercapto
compounds bearing negatively charged groups. Albumins
belong to such compounds.


In order to avoid the distortion of constants by the
abundance of pseudobase of sanguinarine/chelerythrine,
constants obtained from the fitting were corrected for
charged fractions of the alkaloids at pH 7.4 (Table 2)
using the method of side-reaction coefficients.20,21 In our
case, the coefficient �A(H) is


�AðHÞ ¼ 1 þ Hþ½ �
KRþ


ð1Þ


because cysteine and mercaptoethanol do not interact
with the charged form of sanguinarine/chelerythrine.
Correction coefficients �A(H) for sanguinarine and che-
lerythrine are �SA(H)¼ 6.012 and �CHE(H)¼ 55.954, re-
spectively, at pH 7.4 for pKRþ values of sanguinarine and
chelerythrine of 8.10 and 9.14, respectively. However,
constants corrected in this way remain conditional be-
cause of their dependence on the composition of back-
ground electrolyte.18


Complexation with albumins


Adsorption of albumins on the capillary wall has to be
considered in electrophoretic interaction experi-
ments.17,22–24 Fortunately, electrophoretic movement of
dissolved albumins with respect to adsorbed albumin
need not be considered at pH 7.4 and 5.0.19 Moreover,
correction for albumin adsorbed in 75mm i.d. fused-silica
capillaries is unimportant for albumin concentrations of
15mM and higher.19 This markedly simplifies interaction
experiments with human and bovine serum albumins and
their evaluation.


Scheme 2. Schematic diagram of the ‘intermolecular sa-
turation’ of the electron deficit on N(5) of sanguinarine or
chelerythrine by the cysteine carboxylic group for the more
probable conformer given by HyperChem 2.0.


Table 2. Stoichiometric constants characterizing the complexation of sanguinarine and chelerythrine with cysteine and
mercaptoethanol in buffers of pH 7.4 and I¼ 30mM


Alkaloid Ligand Buffera Kc
b Kc


Sanguinarine Cysteine Acetate–Tris 1430� 160 8600� 960
Phosphate–Tris 2970� 320 17 900� 1930
Phosphate–Na 1520� 150 9020� 890
MOPS–Tris 3000� 350 18 000� 2100
MOPS–Na 1400� 160 8420� 960


Mercaptoethanol Acetate–Tris 3570� 170 21 500� 12 800
Phosphate–Tris 2080� 95 12 500� 570


Chelerythrine Cysteine Acetate–Tris 550� 90 30 800� 5040
Phosphate–Tris 385� 230 21 500� 12 800


Mercaptoethanol Acetate–Tris 370� 22 20 700� 1230
Phosphate–Tris 260� 24 14 600� 1350


a Identified by its cationic and anionic constituents.
bKc: constant obtained from effective mobilities measured at various concentrations of the ligand using the linearization procedure29,30 based on Eqn (2).
cK¼ constant, Kc, corrected for the abundance of the interacting pseudobase form using Eqn (1).
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In order to verify whether the pseudobase of sangui-
narine and chelerythrine interacts with albumins, its
complexation with albumins was tested at pH 5.0.
Equally with cysteine and mercaptoethanol, albumins
interact much less with both alkaloids at pH 5 than pH
7.4. For example, 100mM albumins decelerate the alka-
loids by �10% at pH 5.0. At pH 7.4, the mobilities of the
alkaloids drop by 50% in 40mM albumins. This implies
stability constants two orders of magnitude lower at pH
5.0 than at pH 7.4. Therefore, millimolar or even higher
concentrations of albumins at pH 5.0 have to be used in
the measurement of the raw effective mobility of the
alkaloids that is necessary for the stability constant
calculation. Such high concentrations of albumins cause
pronounced experimental difficulties in interaction ex-
periments and in their evaluation.19 Therefore, the deter-
mination of stability constants for weak non-specific
interactions of charged sanguinarine and chelerythrine
with human and bovine serum albumins was omitted.
This aside, only the pseudobase of sanguinarine and
chelerythrine should be identified as the forms interacting
with the mercapto group of albumins.


The effect of the buffer composition on the conditional
stability constants observed with cysteine and mercap-
toethanol was also found with albumins. However, only
data relevant to 13.5 mM phosphate–Tris buffer
(I¼ 30 mM) are presented in Table 3 owing to the
preference of phosphate buffers in biological assays and
better electroosmosis stability in Tris buffers. This stabi-
lity improves the precision of the determined constants.


Linearized dependences of the effective mobilities of
sanguinarine and chelerythrine on HAS/BSA concentra-
tions in phosphate buffer of pH 7.4 (Fig. 2) were
corrected for the abundance of their uncharged forms
(Table 3). Constants obtained in this way exceed by
approximately two orders of magnitude constants for
interactions of uncharged alkaloids with simple mercapto
compounds under identical experimental conditions.
Comparable data exist only for the statically investigated
interaction of sanguinarine with human serum albumin.10


Our conditional constant for the interaction of sanguinar-
ine with human serum albumin, corrected for the equili-
brium concentration of the interacting pseudobase by the
method of side-reaction coefficients,20,21 is K¼ 332 000
(or log K¼ 5.52). This value agrees surprisingly well


with the reported stability constant for this interaction
from static experiments, K¼ 385 000 (or log K¼ 5.59).10


No meaningful difference in constants obtained with
human serum albumin containing fatty acids and after
its defatting was reported in Ref. 10.


CONCLUSIONS


The difference between constants found for interactions
of sanguinarine and chelerythrine with simple mercapto
compounds and with albumins reveals that the protein
milieu of albumins and effects linked with it are sub-
stantial for the strength of interactions of both alkaloids
with albumins. The preferential binding of the uncharged
pseudobase of these alkaloids to the mercapto group of
albumins, and the higher stability of such complexes
as compared with simple mercapto compounds, may be
explained by the following hypothesis.


The absence of interaction of the quaternary ions of
sanguinarine and chelerythrine with simple mercapto
compounds indicates that this interaction cannot be ex-
pected with albumins. Positive charges inside the albumin
globule, absence of water inside the globule and the strong


Table 3. Binding constants for interaction of uncharged pseudobase form of sanguinarine or chelerythrine with human serum
albumin and bovine serum albumin in 13.5mM phosphate–Tris buffer, pH 7.4 (I¼30mM)


Alkaloid Ligand Ka Log Kc
b,c Log Kc


Sanguinarine BSA 141 000� 14 400 4.37 5.15
HSA 332 000� 38 400 4.74 5.52


Chelerythrine BSA 1 380 000� 22 600 4.39 6.14
HSA 2 970 000� 360 000 4.72 6.47


aK¼ binding constant, Kc, corrected for the abundance of the interacting pseudobase form using Eqn (1).
bKc¼ conditional binding constant obtained by the linearization procedure29,30 based on Eqn (2) from effective mobilities measured at various concentrations
of the ligand.


c Logarithmic form of the constant K given only for their mean values for the sake of simplicity.


Figure 1. Migration times of sanguinarine in 13.5mM


phosphate buffer adjusted with Tris to pH 7.4 at 25 �C (A)
and in the same buffer containing 0.5mM mercaptoethanol
(B). SA¼ sanguinarine; EOM¼ electroosmosis marker (me-
sityl oxide). Instrument: Beckman P/ACE 5510 with un-
coated fused-silica capillary, 75 mm i.d. and 363mm o.d.,
separation length 50 cm, total capillary length 57 cm; ap-
plied voltage, 15 kV.
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interaction of solvating water molecules with the positive
charge act against the interaction of the charged alkaloid
form with a mercapto group inside the albumin globule.
The most probable mechanism of the measurable interac-
tion of quaternary ions of the alkaloids with albumins is
the coulombic attraction of these cations of sanguinarine/
chelerythrine by the electrostatic field of negative domains
on the surface of the albumin globule or close to it. The
electrostatic field of domains of positive charges of
albumin does not repulse the uncharged pseudobase alka-
loid form. The pronounced hydrophobicity of pseudobase,
which is manifested by its strong tendency to precipitate
from aqueous solutions,3,5 makes the elimination of the
water molecules solvating the pseudobase form very easy
and energetically almost undemanding. The uncharged
and desolvated pseudobase easily penetrates the protein
globule and inside it interacts with the mercapto group.
The absence of water inside the albumin globule supports
the stability of the complex formed. A mercapto group of a
simple compound dissolved in water is hydrated to some
extent because of the lone electron pairs of sulfur. The
solvating water molecules have to be eliminated at least
partially if the pseudobase form of an alkaloid complexes
with the mercapto group. This water elimination con-
sumes energy and, consequently, lowers the stability of
the resulting complex in comparison with the analogical
albumin complex.


The stability of complexes of the sanguinarine/cheler-
ythrine pseudobase with mercaptoethanol or cysteine
range from 8400 to 21 500 l mol�1 (Table 2). Such
stability is in the stability range of kinetically labile
complexes, which create, e.g., in chiral separations with
low molecular weight compounds chiral selectors such as
cyclodextrins, macrocyclic antibiotics and oligopep-
tides.22 Weak, unspecific interactions, which are deter-
mined by both the chemical composition and steric


structure of both constituents of the complex, participate
in its formation.22 The same set of interactions has to be
expected in mercaptoethanol and cysteine complexes.
However, the identification of interactions that exist in
a particular complex is impossible from electrophoretic
experiments. Analogous discussion is possible for com-
plexes with albumins whose stability is in the commonly
reported range of 105–106 l mol�1 (Table 3).


The principal facts evidenced by our electrophoretic
experiments is that the interaction of sanguinarine/che-
lerythrine with a mercapto group of a ligand is fast and
reversible complexation of the alkaloid pseudobase with
the mercapto group whatever the type of the ligand.
Molecular weight and the complexity of the ligand affect
only the stability of the complex formed. The complex is
always in equilibrium with the dissolved and free (un-
complexed) fraction of the alkaloid.18,19,22 This fraction
contains both the pseudobase and the quaternary ion of
the respective alkaloid owing to their fast and reversible
acid–base equilibrium.3 The abundance of these dis-
solved co-existing forms, which cannot be separated
from each other under any conditions, is quantitatively
given by the respective pKRþ value of the alkaloid and by
the solution pH. If the concentration of the dissolved
pseudobase alkaloid exceeds somewhere, e.g., in a cell or
at another target, its solubility limit3,5 for any reason, the
pseudobase form precipitates and, in this way, accumu-
lates at this point. Quantitative data on the solubility of
the pseudobase forms of sanguinarine and chelerythrine
have not yet been reported.


It is reasonable to expect that the chain of mutually
bound reversible equilibria of sanguinarine/chelerythrine
plays important role in biological effects of sanguinarine
and chelerythrine. Adequate recognition of each of these,
including the determination of the respective equilibrium
constant, is therefore important.


Figure 2. Linearized dependences of effective mobilities of sanguinarine (a) and chelerythrine (b) on the concentration of the
human or bovine serum albumins. Raw data were measured in 13.5mM phosphate–Tris buffer pH 7.4 (I¼ 30mM) at 25 �C and
at a Joule heat input of �0.2W in the electrophopretic capillary of 75 mm i.d. and 150mm o.d., 50 cm separation length and
60.1 cm total length. For other detailes, including the description of the electrophoretic laboratory set-up used, see
Experimental.
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EXPERIMENTAL


A Beckman (USA) P/ACE System 5510 equipped with
Beckman Gold software and a filter UV detector, which
was operated at 280 nm, served for the identification of
the type of interaction of sanguinarine and chelerythrine
with mercaptoethanol and cysteine. An uncoated thick-
walled fused-silica capillary of 75mm i.d. and 363mm
o.d. (Supelco, USA) of 50 cm separation length and
57 cm total length, thermostated to 25 �C, was used for
analyses of interaction and blank mixtures.


A laboratory set-up assembled with regard to special
requirements of interaction measurements was preferred
in another experiments. The instrument was based on a
Spellman (USA) CZE 1000R high-voltage power supply
and a JASCO (Japan) 875 UV–visible spectrophotometer
adapted for CZE experiments. This set-up allowed tem-
perature control of the capillary with circulating liquid
with a precision better than� 0.1 �C.25 An uncoated thin-
walled fused-silica capillary (Capillary Columns, Slova-
kia) of 45 cm total length (35 cm separation distance),
75mm i.d. and 150mm o.d., was kept at a constant
temperature of 24.0 �C. The temperature difference be-
tween the capillary center and its outer wall was esti-
mated to be �1 �C for a Joule heat input of 0.2 W.26,27


Constant temperature of the outer capillary wall (24.0 �C)
therefore insured a constant temperature inside the capil-
lary of �25 �C at a Joule heat input of 0.2 W. The voltage
applied on the capillary was controlled with respect to the
conductivity of the background electrolyte filling of the
capillary in order to keep this heat input constant. A
detection wavelength of 280 nm was used. Hydrody-
namic injection by the difference of hydrostatic pressure
between the capillary inlet and outlet was used. Details of
the activation of the capillary and the routine for the
electroosmosis stabilization were described previously.19


Chemicals and procedures


Stock buffers of ionic strength I¼ 30 mM and pH 5 were
prepared from 47 mM acetic acid; 30 mM acetic acid,
49 mM 3-(N-morpholino)propanesulfonic acid (MOPS)
acid and 13.5 mM orthophosphoric acid were used for
the preparation of buffers of pH 7.4. Acid was dissolved
in �900 ml of redistilled water and the buffer pH was
adjusted with �0.5 M NaOH or tris(hydroxymethyl)
aminomethane (Tris) to the desired value. Then, the
buffer volume was made up with water to 1000 ml. Stock
buffers were stored at 4 �C. Background electrolyte was
prepared daily by dissolving cysteine (Cys), mercap-
toethanol (MEt), human serum albumin (HSA) or bovine
serum albumin (BSA) in a stock buffer.


Sanguinarine (SA) and chelerythrine (CHE) were iso-
lated from Macleya cordata by one of the authors (V.Š.).
Sanguinarine of 98.1% purity, m.p. 279–282 �C, and
chelerythrine of 95% purity, m.p. 200–204 �C, were


obtained; their purity was determined by HPLC. The
alkaloids were dissolved in �1 mM HCl (stock solution).
Injected concentrations of alkaloids allowing their rea-
sonable detection at 280 nm were below 5� 10�5


M.
Cysteine and mercaptoethanol were obtained from
Fluka (Buchs, Switzerland), HSA, Cohn fraction V,
from EXBIO (Czech Republic) and BSA, Cohn fraction
V, from IMUNA (Slovakia). Mesityl oxide used as the
electroosmosis marker, and triphenyltetrazolium bro-
mide, the cation of which served as the cationic mobility
standard, were purchased from Sigma (USA). Commer-
cially available chemicals apart from HSA and BSA were
of reagent-grade purity.


Sanguinarine and chelerythrine were injected as the
complexing markers. The method of two mobility stan-
dards28 served for the conversion of their migration times
to effective mobilities, ueff, expressed in 10�9 m2 V�1 s�1


units. The mobility of the triphenyltetrazolium cation
determined from 16 measurements was 17.28� 0.04
10�9 m2 V�1 s�1 at 25 �C in 13.5 mM phosphate–Tris
buffer, pH 7.40 and I¼ 30 mM. Mesityl oxide was the
uncharged mobility standard.


The free, uncomplexed marker, A, cannot be separated
from its complex, AX, which forms by the fast and
reversible complexation of the marker A with the complex
constituent, X, dissolved in background electrolyte. The
free marker A and its complex AX migrate together in a
common mixed zone. Its effective mobility, ueff,A, depends
on the mobility of the uncomplexed marker A, uA, on the
mobility of the complex, uAX, on its stability given by the
stoichiometric stability constant, KAX, and on the concen-
treation of the other complex constituent X in the back-
ground electrolyte, c.14,15 The mobilities of sanguinarine
and chelerythrine at the absence of the investigated mer-
capto compound in the background electrolyte, uA, and
sets of data ueff;A ¼ f ðcXÞ have been measured for the
determination of the conditional stoichiometric stability
constants.18 The constants, KAX, were obtained by the
linearization procedure from the equation29,30


ueff;A ¼ 1


KAX


uA � ueff;A


c


� �
þ uAX ð2Þ


assuming the fast and reversible 1 : 1 complexation of A
with X. The mobility of the complex, uAX, which cannot
be measured experimentally,14,15 was obtained simulta-
neously with KAX.
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ABSTRACT: The overall five-parameter QSAR correlation [R2¼ 0.723, R2
cv ¼ 0.676, s¼ 0.42 in terms of


log(IGC50
�1)] based on CODESSA-PRO methodology for the aquatic toxicity of 97 substituted nitrobenzenes to


the ciliate Tetrahymena pyriformis supports previous conclusions that hydrophobicity and electrophilic reactivity
control nitrobenzene toxicity. Correcting for the ionization of acidic species (picric and nitrobenzoic acids) improves
the results: R2¼ 0.813, R2


cv ¼ 0.787, s¼ 0.346. Consideration of the total set of 97 compounds suggests two
mechanisms of toxic action. A subset containing 43 compounds favorably disposed to reversible reduction of nitro
group with respect to the single occupied molecular orbital energy, ESOMO correlated well with just four theoretically
derived descriptors: R2¼ 0.915, R2


cv ¼ 0.890, s¼ 0.276. Another set of 49 substances predisposed to aromatic
nucleophilic substitution modeled well (R2¼ 0.915, R2


cv ¼ 0.888, s¼ 0.232) with five descriptors. Copyright # 2003
John Wiley & Sons, Ltd.


KEYWORDS: aromatic nitro compounds; modes of toxic action; QSAR/QSPR theoretical descriptors; CODESSA


INTRODUCTION


Nitroaromatics are hazardous chemicals that display
several manifestations of toxicity, including skin sensiti-
zation,1 immunotoxicity,2 germ cell degeneration,3 inhi-
bition of liver enzymes4 and also a conjectured
carcinogenicity.5 Nitrobenzene toxicity to the aquatic
ciliate Tetrahymena pyriformis has been extensively
studied by several groups of workers1,6–8 with the use
of 2D and 3D QSAR methodologies. Cronin et al.1


showed that there are multiple modes of nitrobenzene
toxic action: several factors are operative, with hydro-
phobicity and electrophilic reactivity being the most
important. Hydrophobicity is considered to control trans-
port from the medium to the site of action, whereas the
electrophilicity is an intrinsic reactivity pattern.


Electrophilic reactivity of nitrobenzenes can be con-
sidered from two standpoints: (i) as due to nitro group
reduction and (ii) as the tendency to act as an electrophile
in SNAr reactions.1 In an attempt to quantify the reactivity
in SNAr reactions, Mekenyan et al.9 discriminated
between skin allergenic and non-allergenic species with
the help of two quantum chemical descriptors, the energy


of the lowest unoccupied molecular orbital (ELUMO) and
the difference in ELUMO from the parent nitro compound
to the corresponding anionic Meisenheimer complex
(�ELUMO).


The reduction of a nitro group can occur by at least two
mechanisms: the single-step reduction with the nitrore-
ductase and the so-called redox cycling, during which
multiple back-oxidation of the reduced nitro compound
occur.10 To this end, Schmitt et al.11 proposed an appro-
priate quantum chemical descriptor, the energy of the
singly occupied molecular orbital (ESOMO). According to
their conclusion, compounds of high redox cycling ability
fall into a well-defined window of ESOMO variation, from
0.55 to �0.3 eV. We will show below that for nitroben-
zenes, it is more appropriate to consider an upper limit of
ESOMO variation rather than a window.


The application of other theoretically derived descrip-
tors to the modeling of nitrobenzene toxicity was
exemplified recently by Agrawal and Khadikar,12 who
built multiple regression models based solely on topo-
logical descriptors. This limitation presumably empha-
sized bulk molecular properties related to the capability
of a molecule to approach and associate with the binding
sites while neglecting the specific reactivity of the com-
pounds. On the other hand, failure to take account of
molecular topology caused Cronin and co-workers1,6 to
postulate a separate toxicity mechanism for para-substi-
tuted nitrobenzenes, which they clarified as statistical
outliers.
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For a set of 39 monosubstituted nitrobenzenes the
best five-parameter equation produced by Agrawal and
Khadikar12 had the following statistical characteristics:
R2¼ 0.801; R2


cv ¼ 0.771, s¼ 0.252, F¼ 27. However, this
model includes (a) the Szeged index and the PI index with
mutual intercorrelation of 0.989 and (b) a pair of indi-
cator variables Ip2 and Ip3 intercorrelated to the extent of
0.622.


Warne et al.13 used a more extended set of descriptors
including electronic and thermodynamic features, and
Fukui-type atomic properties (superdelocalizabilities,
electronic densities of FMO). Principal component ana-
lysis together with multiple regression analysis suggested
general narcosis, polar narcosis and uncoupling toxicity
as the three main modes of substituted halobenzene
toxicity against Vibrio fisheri for a restricted set of 19
halonitrobenzenes (R2¼ 0.86). The effect of different
chemical narcotics on Tetrahymena pyriformis was in-
vestigated by Bearden and Schultz.14 Various aromatics
display distinct types of narcosis: the toxicity of aro-
matics with strong electron-releasing amino and hydroxy
groups was explained by polar narcosis mechanism.15,16


Estrada and Uriarte17 applied their original Topologi-
cal Sub-Structural Molecular Design (TOPS-MODE)
approach based on topological descriptors to a data set
of 43 substituted nitrobenzenes. The equation obtained
(R2¼ 0.901, R2


cv ¼ 0.900, s¼ 0.22) utilizes four spectral
moment variables composed in turn of 17 sub-structural
and two graph-theoretical fragments. Although mechan-
istic interpretation of the correlation is complex, it can be
used for the prediction of molecular toxicity through the
summation of structural group toxicity contributions.


In our CODESSA-PRO approach we can avoid sig-
nificant descriptor intercorrelations; our usual cutoff for
this value is 0.5. The descriptor pool of our new Windows
software, CODESSA-PRO, possesses hundreds of consti-
tutional, topological, geometric, electrostatic and quan-
tum chemical descriptors. We have successfully applied
our methodology to the modeling of diverse physical
properties and of chemical reactivity.18,19 Aspects of the
toxicity and genotoxicity of aromatic species were
recently investigated with the CODESSA approach.20,21


The aim of this work was to establish reliable QSAR
models of nitrobenzene toxicity and to throw light on the
mechanisms of action of the title compounds. The study
outlined below consists of three parts. First, we con-
structed a set of correlations on all 97 nitro compounds,
which produced squared correlation coefficients varying
from 0.66 for three-parameter to 0.815 for five-parameter
models.


We next treated the toxicity as a multi-dimensional
activity, as the multiple modes of nitrobenzene toxic
action have been pointed out many times.9,11 We parti-
tioned the whole database of 97 nitrobenzenes into two
overlapping clusters (total 62 compounds) based on
mechanistic considerations: (i) for 43 compounds causing
the appearance of the oxidative stress in a living cell (due


to the redox cycling while nitro group reduction) and (ii)
for 49 species that are predisposed to nucleophilic attack.
We also modeled the 35 compounds belonging to neither
cluster.


DATA AND EXPERIMENTAL


The training sets for the present investigation were
created from two data sets containing nitrobenzenes,
described by Agrawal and Khadikar,12 and Cronin and
Schultz.8 Molecules were modeled using the MMþ
method of Hyperchem. Final optimizations were per-
formed with the MOPAC computer program22 using the
AM1 semiempirical method.23 Constitutional, topologi-
cal, geometrical, charge-related, semiempirical and mo-
lecular-, atomic-, bond-type descriptors were calculated
with the CODESSA-PRO software package.24 The AM1
semiempirical method of Hyperchem was also used for
the calculation of the energy of the singly occupied
molecular orbital of radical anions generated by one-
electron reduction ESOMO of the restricted Hartree–Fock
open-shell method.


RESULTS


The data set of 97 nitrobenzenes includes recent data on
toxicity8 as summarized in Table 1. Descriptor definitions
are referenced in the Discussion section. Our overall five-
descriptor correlation [Eqn (1)] had R2¼ 0.724,
R2


cv ¼ 0.676, F¼ 48, s¼ 0.42.


log1=IGC50 ¼ �28:428ð�2:856Þ
þ 0:109ð�0:011ÞEmin


ne ðC�CÞ
þ 0:395ð�0:068Þ2�


þ 0:015ð�0:003ÞWPSAð1Þ


� 10:707ð�3:108ÞFPSAð3Þ


þ 4:598ð�1:164ÞHASAð1Þ
TMSA ð1Þ


The degree of deprotonation in aqueous solutions
depends on pKa. Hence, in the second treatment, nitro-
benzoic and picric acids with highly negative pKa were
substituted in the data set by their anions. This resulted in
a substantially improved five-parametered equation [Eqn
(2–1)]: R2¼ 0.815, R2


cv ¼ 0.789, s¼ 0.348, and also the
disappearance of picric and nitrobenzoic acids from
the outliers. However, five outliers remain in the model:
6-bromo-1,3-dinitrobenzene, 4-chloro-2-nitrophenol,
2,6-dichloro-4-nitrophenol, 3,4-dinitrophenol, 4-methyl-
3-nitrophenol (outliers, nevertheless, are included in all
our calculations of R2, etc.). The plot of predicted versus
experimental values of log1/IGC50 is exemplified in
Fig. 1. The best three-parameter equation [Eqn (2–2)]
had R2¼ 0.754, R2


cv ¼ 0.736, s¼ 0.348.
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Table 1. Experimental and predicted toxicities to Tetrahymena pyriformis and descriptor values of nitrobenzenesa


ID Name ESOMO Log1/IGC50


Exp. Eqn (2-1) Eqn (3-1) Eqn (4) Eqn (5) Eqn (6)


1 Nitrobenzene 1.13 0.14 0.31 �0.04 0.16 0.11 0.25
2 2-Nitrophenol 0.97 0.67 0.43 �0.13 0.66 0.78 0.39
3 2-Nitrotoluene 1.12 0.05 0.18 �0.13 0.68 0.15 0.11
4 2-Chloronitrobenzeneb 0.86 0.68 0.74 0.22 0.80 0.64 0.69
5 2-Bromonitrobenzeneb 0.79 0.75 0.80 0.54 0.84 0.74 0.76
6 2-Nitrobenzyl alcohol 0.84 �0.16 �0.07 �0.79 0.01 0.02 �0.13
7 2-Nitrobiphenyl 0.63 1.3 1.38 0.15 1.97 1.69 1.40
8 3-Nitroaniline 1.21 0.03 0.32 �0.98 0.04 0.35 0.27
9 3-Nitrophenol 0.96 0.51 0.62 �0.71 �0.12 0.58 0.59


10 3-Nitrotoluene 1.12 0.05 0.40 0.13 0.66 0.13 0.35
11 3-Chloronitrobenzeneb 0.81 0.73 0.70 0.48 0.75 0.59 0.67
12 3-Nitrobenzonitrileb 0.61 0.45 0.64 0.65 0.56 �0.15 0.61
13 3-Nitrobenzaldehideb 0.71 0.14 0.31 0.48 0.31 0.33 0.26
14 1,3-Dinitrobenzeneb,c 0.24 0.89 1.17 1.07 0.97 �0.47 1.17
15 3-Nitroanisoleb 0.98 0.67 0.95 0.24 0.57 0.99 0.93
16 4-Nitrotoluene 1.05 0.17 0.28 0.26 0.62 0.10 0.22
17 4-Ethylnitrobenzene 1.03 0.8 0.25 0.44 0.92 0.25 0.19
18 4-Nitroanizoleb 1.08 0.54 1.05 0.35 0.42 1.26 1.03
19 4-Chloronitrobenzeneb 0.77 0.43 0.75 0.78 0.72 0.66 0.71
20 4-Bromonitrobenzeneb 0.66 0.38 0.77 0.93 0.84 0.78 0.74
21 4-Nitrobenzyl alcohol 0.92 0.1 0.12 �0.33 0.01 0.21 0.07
22 4-Nitrobenzamideb 0.33 0.18 �0.12 �0.27 �0.16 �0.18 �0.18
23 4-Nitrobenzaldehydeb,c 0.18 0.2 0.33 0.60 0.43 0.40 0.28
24 2-Nitrobenzoic acidc 0.46 �1.64 �1.16 �1.57 0.03 0.09 �1.27
25 3-Nitrobenzoic acid 0.66 �1.09 �1.27 �0.59 �0.16 �0.75 �1.38
26 4-Nitrobenzoic acidc 0.11 �0.86 �1.17 �0.97 0.05 �0.05 �1.29
27 2-Nitrobenzamideb,c 0.41 �0.72 �0.21 �0.61 �0.31 0.02 �0.27
28 3-Nitrobenzyl alcohol 1.1 �0.22 0.07 �0.74 0.12 0.20 0.02
29 3-Nitrobenzamideb 0.76 �0.19 �0.16 �0.23 �0.37 0.23 �0.22
30 2,4,6-Trinitrophenol 3.56 �0.16 0.00 2.04 2.15 �0.27 0.02
31 4-Nitrophenylacetonitrile 0.65 0.13 0.35 0.43 0.70 �0.19 0.30
32 2-Nitrobenzaldehydeb,c 0.37 0.17 0.07 0.32 0.43 0.36 0.01
33 4-Fluoronitrobenzene 0.87 0.25 0.33 0.54 0.06 0.20 0.28
34 3,4-Dinitrophenolb,c �0.1 0.27 1.25 0.57 0.42 0.23 1.28
35 3-Nitroacetophenoneb 0.76 0.32 0.54 0.51 0.37 0.28 0.51
36 5-Hydroxy-2-nitrobenzaldehydeb,c 0.52 0.33 0.36 �0.01 0.14 0.86 0.34
37 2,3-Dinitrophenolb,c �0.2 0.46 1.06 0.57 0.86 0.24 1.08
38 2-Amino-4-nitrophenol 1.14 0.48 0.52 �1.46 �0.56 0.64 0.50
39 3,5-Dinitrobenzyl alcoholc 0.24 0.53 0.70 0.53 1.21 �0.50 0.71
40 2,6-Dinitrophenolb,c 0.12 0.54 0.86 0.73 0.87 1.04 0.88
41 4-Nitrobenzonitrileb,c 0.25 0.57 0.63 0.76 0.60 �0.07 0.59
42 4-Methyl-2-nitrophenol 0.96 0.57 0.83 �0.13 0.80 0.84 0.82
43 2,6-Dichloro-4-nitrophenolc 0.53 0.63 1.51 0.98 1.20 2.12 1.52
44 2-Chloro-6-nitrotoluene 0.79 0.68 0.55 0.54 1.43 0.64 0.50
45 Ethyl-4-nitrobenzoateb,c 0.14 0.71 0.72 0.94 1.86 0.55 0.71
46 4-Methyl-3-nitrophenol 0.93 0.74 0.83 �0.66 0.43 0.67 0.82
47 2-Chloromethyl-4-nitrophenol 0.74 0.75 0.94 �0.03 0.86 0.65 0.93
48 4-Chloro-2-nitroyoluene 0.8 0.82 0.61 0.61 1.47 0.70 0.57
49 4-Nitrophenetoleb 1.08 0.83 1.05 0.53 0.80 1.44 1.03
50 2,4,6-Trimethylnitrobenzene 1.03 0.86 0.89 0.23 1.45 0.76 0.86
51 6-Methyl-1,3-dinitrobenzenec 0.22 0.87 1.06 1.23 1.58 0.03 1.06
52 4-Amino-2-nitrophenol 1.2 0.88 0.85 �1.72 �0.45 1.10 0.85
53 2,5-Dinitrophenolb,c �0.5 0.95 0.98 0.95 1.14 0.10 1.00
54 2,4-Dichloronitrobenzeneb 0.52 0.99 1.13 1.09 1.07 1.49 1.12
55 3-Bromonitrobenzene 0.77 1.03 0.73 0.63 0.94 0.73 0.70
56 2,3-Dichloronitrobenzene 0.59 1.07 1.13 0.84 1.15 1.09 1.10
57 2-Nitrobenzonitrileb,c 0.48 1.08 0.51 0.68 0.67 0.95 0.47
58 2,4-Dinitrophenolb,c 0.17 1.08 0.92 0.96 0.75 0.69 0.93
59 3,4-Dinitrobenzyl alcohol 1.08 1.09 1.05 0.53 1.47 1.40 1.03
60 5-Fluoro-2-nitrophenolb 0.71 1.13 0.61 0.33 0.68 0.78 0.61


Continues
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log1=IGC50 ¼ 13:154ð�4:779Þ
þ 0:060ð�0:007ÞEmin


en ðC�CÞ
þ 0:605ð�0:059Þ2�


� 0:165ð�0:070ÞESOMO


� 2:731ð�0:379ÞVO


þ 4:654ð�0:798ÞFNSAð2Þ
PNSA ð2-1Þ


log1=IGC50 ¼ 605:191ð�88:849Þ
� 1:150ð�0:167ÞEmax


en ðN�OÞ
þ 0:562ð�0:079Þ1��


þ 0:313ð�0:080ÞEmin
C ðC�CÞ ð2-2Þ


As already mentioned, the reduction of the nitro group
is expected to be one manifestation of the toxicity of
substituted nitrobenzenes, as the energy of the singly


Table 1. Continued


ID Name ESOMO Log1/IGC50


Exp. Eqn (2-1) Eqn (3-1) Eqn (4) Eqn (5) Eqn (6)


63 3-Methyl-4-bromonitrobenzeneb 0.67 1.16 0.71 0.85 1.27 0.66 0.67
64 3,4-Dichloronitrobenzeneb,c 0.5 1.16 1.12 1.27 1.06 1.04 1.10
65 2-Amino-4-chloro-5-nitrophenol 0.99 1.17 0.78 �0.73 0.30 1.48 0.77
66 4-Nitrobenzyl chlorideb,c �0.22 1.18 0.89 1.01 1.15 0.00 0.87
67 2,6-Dinitro-4-cresolc 0.12 1.23 1.30 1.24 2.03 1.05 1.34
68 1,2-Dinitrobenzeneb,c �0.05 1.25 1.19 0.85 1.00 �0.34 1.20
69 1,4-Dinitrobenzeneb,c �0.38 1.3 1.37 1.22 1.16 �0.41 1.38
70 2,6-Dibromo-4-nitrophenolc 0.49 1.35 1.39 1.34 1.33 2.52 1.41
71 2,5-Dibromonitrobenzeneb,c 0.45 1.37 1.12 1.33 1.42 1.53 1.11
72 4-Nitrophenol 1.09 1.42 0.75 �0.56 �0.17 0.96 0.73
73 4-Butoxynitrobenzeneb 1.07 1.42 1.35 1.04 1.53 1.70 1.35
74 2,4,6-Trichloronitrobenzeneb,c 0.28 1.43 1.71 1.42 1.23 1.61 1.73
75 2,3,4-Trichloronitrobenzeneb,c 0.29 1.51 1.42 1.47 1.42 1.89 1.41
76 5-Methyl-1,2-dinitrobenzeneb,c �0.06 1.52 1.33 1.41 1.50 �0.03 1.35
77 2,4,5-Trichloronitrobenzeneb,c 0.26 1.53 1.60 1.75 1.47 2.17 1.60
78 3-Nitrobiphenyl 0.77 1.57 1.25 0.26 2.31 1.24 1.26
79 2-Chloro-4-nitrophenol 0.8 1.59 1.16 0.24 0.76 1.50 1.16
80 4-Chloro-6-nitromcresol 0.76 1.64 1.48 �0.05 1.08 1.81 1.49
81 2,6-Diiodo-4-nitrophenolc 0.48 1.71 1.84 1.73 1.41 2.89 1.87
82 4,6-Dinitro-2-cresolc 0.31 1.72 1.35 1.03 1.66 0.78 1.39
83 3-Methyl-4-nitrophenol 1.08 1.73 0.90 �0.59 0.15 1.06 0.88
84 2,4-Chloro-6-nitrophenolc 0.38 1.75 1.37 1.27 1.80 2.11 1.37
85 2,3,4,5-Tetrachloronitrobenzeneb,c 0.05 1.78 2.06 2.03 1.64 2.42 2.08
86 2,3,5,6-Tetrachloronitrobenzeneb,c 0.1 1.82 2.14 1.76 1.65 2.30 2.17
87 4-Nitrodiphenylamine 0.6 1.89 1.67 0.51 2.54 1.79 1.70
88 4-Chloro-2-nitrophenol 0.65 2.05 0.73 0.34 1.15 1.41 0.72
89 6-Iodo-1,3-dinitrobenzeneb,c �0.2 2.12 1.68 2.03 1.79 0.16 1.71
90 2,4,6-Trichloro-1,3-dinitrobenzeneb,c �0.23 2.19 2.45 2.42 2.40 1.33 2.52
91 1,2-Dinitro-4,5-dichlorobenzeneb,c �0.55 2.21 2.22 2.27 2.29 0.66 2.27
92 6-Bromo-1,3-dinitrobenzeneb,c �0.17 2.31 1.57 1.95 1.98 0.12 1.60
93 2,4,5-Trichloro-1,3-dinitrobenzeneb,c �0.42 2.59 2.40 2.55 2.62 1.29 2.46
94 4,6-Dichloro-1,2-dinitrobenzeneb,c �0.51 2.42 2.21 2.31 2.20 0.74 2.26
95 2,3,5,6-Tetrachloro-1,4-dinitrobenzeneb,c �1.09 2.74 2.80 2.80 3.01 1.46 2.88
96 1,3-Dimethyl-2-nitrobenzene 1.06 0.3 0.51 0.09 1.13 0.45 0.46
97 2,3-Dimethylnitrobenzene 1.09 0.56 0.49 0.13 1.11 0.30 0.45


a Predicted values of toxicity were obtained by external validation and regression analysis; those calculated by the latter procedure are given in bold.
b Nitrobenzenes included in the sub-set of compounds predisposed for nucleophilic attack.
c Nitrobenzenes included in the sub-set of redox cyclers.


Figure 1. Plot of the predicted log1/IGC50 vs experimental
log1/IGC50 for the whole data set of 97 nitrobenzenes of
Eqn (2-1)
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occupied molecular orbital ESOMO of the corresponding
radical anion generated by the one-electron reduction is a
characteristic of the radical stability. Nitroaromatic com-
pounds are a group of substances that may cause oxida-
tive stress in living cells because of redox cycling. It has
been shown11 that for a number of aromatic redox
cyclers, including two nitrofurans, four polycyclic aro-
matic quinones, p-nitrobenzoic acid and tetramethylben-
zoquinone, an ESOMO of �0.30 to 0.55 could tentatively
indicate redox cycling ability. However, we have now
found by means of ESOMO variation that better results
[Eqn (3-1)] for nitrobenzenes can be obtained if a lower
limit of �1.09 for the ESOMO value is applied: for
this subset of 43 compounds R2¼ 0.933 R2


cv ¼ 0.912,
s¼ 0.249, with 4,6-dinitro-2-cresol as a sole outlier.
The two-parameter equation [Eqn (3-3)] also provides
the reasonable statistics: R2¼ 0.828, R2


cv ¼ 0.802,
s¼ 0.383.


log1=IGC50 ¼ �1:899ð�0:197Þ
þ 0:007ð�0:001ÞHA


PSAð2Þ


� 0:447ð�0:056ÞELUMO


þ 0:005ð�0:001ÞWPSA
ð2Þ
PPSA


þ 19:431ð�8:225ÞRmax
C


� 158:175ð�21:029ÞHD
FCPSAð2Þ ð3-1Þ


log1=IGC50 ¼ �4:416ð�0:758Þ � 0:760ð�0:069Þ2�


� 0:521ð�0:050ÞELUMO


� 10:800ð�1:679ÞHD
FPSAð2Þ


þ 0:385ð�0:099ÞEC ð3-2Þ


log1=IGC50 ¼ �25:158ð�2:216Þ
þ 0:088ð�0:009ÞEmin


en ðC�CÞ
þ 0:052ð�0:007Þ� ð3-3Þ


In addition to free radical reduction, some nitroben-
zenes can undergo SNAr nucleophilic attack by low
molecular proteins containing soft nucleophiles such as
the amino group of lysine or the sulfhydryl group of
cysteine.9 To investigate the correlation between the
predisposition of nitrobenzenes towards nucleophilic
substitution and their toxicity, nucleophilic nitro-
benzenes were transformed from the whole set to a subset
comprising 49 molecules which provided the correlation
[Eqn (4)]: R2¼ 0.915, R2


cv ¼ 0.888, F¼ 93, s¼ 0.232,
with no outliers. The substances which could undergo a
nucleophilic attack were chosen according to the clas-
sical criteria outlined in25 (i) the presence of a ‘good’
leaving group (NO2, F, Cl) and (ii) the presence of


electron-withdrawing groups (NO2, CN, COH, COOH,
CONR2).


log1=IGC50 ¼ �13:633ð�4:498Þ þ 0:096ð�0:010ÞNocc


þ 8:887ð�2:003Þnmax
A


� 163:417ð�18:417ÞHD
FCPSAð2Þ


� 0:543ð�0:147Þ�ELUMO
HOMO


þ 1:971ð�0:377ÞRNCG ð4Þ


Finally, a correlation equation [Eqn (5)] (R2¼ 0.819,
R2


cv ¼ 0.757, s¼ 0.316) was derived for 35 nitrobenzenes
included in neither of the subsets and was used in cross-
validation testing. This correlation has two outliers: 3-
methyl-4-nitrophenol and 4-chloro-2-nitrophenol.


log1=IGC50 ¼ 12:174ð�4:305Þ
þ 0:013ð�0:002ÞPPSAð1Þ


� 0:083ð�0:017ÞEmin
ee ðOÞ


þ 40:008ð�6:216ÞNrings=NA


þ 2:293ð�0:902Þ�PPC ð5Þ


A cross-validation test was performed for 10 randomly
chosen compounds on the basis of the model built for the
remaining 87 compounds. The model obtained [Eqn (6)]
is characterized with slightly better squared correlation
coefficient, R2¼ 0.852, and includes the same descriptors
as the equations discussed above.


log1=IGC50 ¼ 13:841 þ 0:063Emin
en ðC�CÞ


þ 0:6422�� 0:169ESOMO


� 2:886VO þ 4:625FNSAð2Þ ð6Þ


Overall toxicity values of nitrobenzene predicted by
Eqns (2-1), (3-1), (4), (5) and (6) are listed in Table 1.


DISCUSSION


Analysis of the descriptors used in Eqns (1)–(5) shows
close agreement of the results obtained with the known
modes of nitrobenzene toxicity. In general terms, these
correlation equations contain two types of descriptors:
those describing molecular bulk properties (including
transport properties such as membrane permeability)
and those representing chemical reactivity of the sub-
stance under study. Molecular polarizability and branch-
ing are directly related to hydrophobicity,26 so the
semiempirically derived molecular dipole polarizability,
�, and topological indices such as those of Kier and Hall
(m��) and Randic (m�) make significant positive con-
tributions to the target toxicity. Increasing the molecular
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surface area, and thus revealing the sites of hydrogen
bond donation, should also increase hydrophilicity.


The patterns of chemical reactivity of the nitroben-
zenes are expressed in the present QSAR correlation in
terms of molecular, bond and atomic characteristics. The
HOMO–LUMO energy gap, �ELUMO


HOMO, and the total
molecular electrostatic interaction, EC, account for gen-
eral stability of a molecule. Quantum chemical descrip-
tors such as the number of occupied electronic levels,
Nocc, and the maximum atomic orbital electronic popula-
tion, nmax


A , reflect the distribution of electron density
within a molecule and its concentration at a particular
atom, respectively. Descriptor nmax


A effectively divides the
data set into those containing halogen and others. Halo-
gen substituents can donate electron density through the
�-system of an aromatic ring to the nitro group, which
increases the reduction potential of the latter. Such
molecular features as the partial positive charged surface
molecular area [PPSAð1Þ] and the fractional negative
charged surface molecular area [FNSAð2Þ] increase toxi-
city. The highest values for these descriptors are found for
halonitrobenzenes. These descriptors are thus indicators
of the susceptibility to aromatic nucleophilic substitution.
Similar considerations should apply to the weighted and
fractional positively charged surface molecular areas,
WPSAð1Þ and FPSAð3Þ, respectively.


Bond characteristics such as the electron–nuclear
attraction for the C—C, Emin


en (C—C) and N—O
bonds, Emax


en ðN�OÞ, the electron–electron repulsion,
Emin


ee ðC�CÞ, and the Coulombic interaction of the C—
C bond, Emin


C ðC�CÞ, reflect the strength of these bonds,
and thus their resistance towards attack. The electron–
nuclear attraction for the N—O bond correlates the
toxicities of the full 97 nitrobenzene data set and the
sub data set of 43 nitrobenzenes assumed to be redox
cyclers with the highest values of R2 (0.601 and 0.706,
respectively), thus revealing radical reduction of the nitro
group as a main toxic manifestation. In contrast to the
decrease in toxicity caused by increasing values of the
C—C bond descriptors, an increase in the N—O bond
stability increases toxicity. Combined with the correla-
tion of toxicity with the stability of the nitrobenzene
anion radicals (in terms of ESOMO), this illuminates the
mechanism of the nitroreductase reduction of the nitro
group. Stepwise enzymatic reduction of a strong N—O
bond through the unstable anion radical intermediate
could facilitate the formation of the corresponding hydro-
xylamine. By contrast, a more chemically active substrate
having weaker C—C bonds and low value of ESOMO,
could leave the enzyme active site already after the first
reduction step as a nitroxyl radical. Whereas hydroxyla-
mine is a moderately active metabolic intermediate,
nitroxyl radicals aggressively attack lipids and vigorously
react with free oxygen and metal ions (Cu2þ), causing
oxidative stress10 and DNA damage.5


Atomic characteristics, including the electron–electron
repulsion for an oxygen atom, Emin


ee ðOÞ, and the one-


electron reactivity index for a carbon atom, Rmax
C , mea-


sure intrinsic reactivity in radical reactions. Both Emin
ee ðOÞ


and ELUMO reflect the direct dependence between toxicity
and the electron attraction of an atom in a molecule,
whereas Rmax


C suggests the involvement of nitrobenzenes
into the radical coupling. An atomic property such as the
relative negative charge, RNCG, models polar interac-
tions between species.27 Finally, the average valency for
oxygen atom, VO, together with such molecular features
as the hydrogen acceptor partial surface area, HAPSAð2Þ,
and the hydrogen acceptor surface area divided by the
total molecular surface area, HASA


ð1Þ
TMSA, indirectly relate


to the number of oxygen atoms in a compound: nitro-
benzenes bearing additional nitro groups are more toxic.
HAPSAð2Þ and HASAð1Þ can also be interpreted in relation
to the polar narcosis type of action; aromatic molecules
with hydrogen acceptor groups are readily incorporated
into lipid membrane bilayers leading to biological dis-
function. By contrast, hydrogen donor abilities of nitro-
aromatics do not increase narcosis manifestation since
the fractional charge weighted partial surface area of
hydrogen donors, HDFCPSAð2Þ, has a negative contribu-
tion to the total toxicity. More likely this descriptor can
be related to the hydrophilicity of a molecule.


The average bond order for a carbon atom, PC, together
with the relative number of rings, Nrings=NA, represent
saturation and bulk properties and can be indirectly
associated with the molecular hydrophobicity.


To reveal mechanisms of toxicity by construction of
theoretically derived particular correlations, individual
QSAR analyses were performed for nucleophilic nitro-
benzenes and for potential redox cyclers. The subset of 49
nucleophilic nitrobenzenes selected according to classi-
cal criteria provided a good correlation of toxicity with
the above-discussed CODESSA descriptors. This is also
the case for another subset containing 43 nitrobenzenes,
which react predominantly as promoters of the oxidative
stress. There is considerable overlapping between these
two subsets, namely by 30 compounds. This suggests that
there are no completely separate modes of action since
the toxicants in a living cell undergo different paths of
biotransformation so that they can overlap in the models
discussed.


Correlation of the toxicity values of the 35 compounds
that do not belong either to the Redox Cycling Model or
the Nucleophilic Substitution Model gives an equation
that shows no fundamental difference to the others, except
for a lower value of R2. The types of descriptors used are
virtually the same as in the models discussed above.


The results of cross-validation are shown in the last
column of Table 1. With the exception of compounds 34
(3,4-dinitrophenol), 88 (4-chloro-2-nitrophenol) and
perhaps 57 (2-nitrobenzonitrile), all the compounds are
predicted reasonably. In general, the prediction error for
the selected compounds does not exceed that of the
general QSPR model for the whole of 97 compounds.
Based on the cross-validation results, we can conclude
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that this general QSPR model [Eqn (6)] can be used as a
reliable and efficient predictive tool for the preliminary
evaluation of the toxicity of nitrobenzenes.
para-Substituted species turned to show as outliers in


our general model as well as in the reduced correlations.
As noted by Schüürmann et al.,7 para-substituted nitro
compounds are special owing to strong conjugation
through the benzene ring. Nonetheless, in our models
the above compounds are not so strong outliers as in the
previous studies,6,7 possibly because we explicitly accou-
nted for specific features of the molecular structures with
the help of topological descriptors.


CONCLUSIONS


Our QSPR model for 97 compounds corrected for acid
ionization based on five CODESSA descriptors has
R2¼ 0.815, R2


cv ¼ 0.789, s¼ 0.348.
Two specific toxicity mechanisms, (i) the nitro group


reduction followed by the redox cycling and (ii) the
nucleophilic SNAr interaction with soft endogenic nu-
cleophiles, are clearly expressed in terms of charge and
quantum chemical descriptors. The SOMO energy varia-
tion boundaries applicable to the redox cycling properties
of the nitrobenzene series of toxic aromatic compounds
are refined with the help of the QSPR approach.
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7. Schüürmann G, Fleming B, Dearden JC, Cronin MTD, Schultz
TW. In QSAR in Environmental Sciences, Chen F, Schüürmann G
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Toxicol. 2000; 13: 441–450.


12. Agrawal VK, Khadikar PV. Bioorg. Med. Chem. 2001; 9: 3035–
3040.


13. Warne MA, Osborn D, Lindon JC, Nicholson JK. Chemosphere
1999; 38: 3357–3382.


14. Bearden AP, Schultz TW. SAR QSAR Environ. Res. 1998; 9:
127–153.


15. Schultz TW, Lin DT, Arnold LM. Sci. Total Environ. 1991;
109–110: 569–580.


16. Schultz TW, Lin DT, Wesley SK. Qual. Assur. 1992; 1: 132–143.
17. Estrada E, Uriarte E. SAR QSAR Environ. Res. 2001; 12: 309–


324.
18. Katritzky AR, Maran U, Lobanov VS, Karelson M. J. Chem. Inf.


Comput. Sci. 2000; 40: 1–18.
19. Katritzky AR, Petrukhin R, Tatham D, Basak S, Benfenati E,


Karelson M, Maran U. J. Chem. Inf. Comput. Sci. 2001; 41:
679–685.


20. Maran U, Karelson M, Katritzky AR. Quant. Struct.–Act. Relat.
1999; 18: 3–10.


21. Katritzky AR, Tatham D, Maran U. J Chem. Inf. Comput. Sci.
2001; 41: 1162–1176.


22. Stewart JJP. MOPAC Program Package, Quantum Chemistry
Program Exchange No. 455, 1989.


23. Dewar M, Zoebisch EG, Healy EF, Stewart JJP. J. Am. Chem. Soc.
1985; 107: 3902–3909.


24. www.codessa-pro.com.
25. Rauk A. Orbital Interaction Theory of Organic Chemistry.


Academic Press: New York, 2001.
26. Karelson M, Lobanov VS, Katritzky AR. Chem. Rev. 1996; 96:


1027–1043.
27. Stanton DT, Jurs PC. Anal Chem. 1990; 62: 2323–2329.


QSAR CORRELATIONS FOR NITROBENZENE TOXICITY 817


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 811–817








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2003; 16: 818–823
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.689


Synthesis and structural characterization of trans-tactic
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ABSTRACT: Divinyldimethylsilane (1), divinyldiphenylsilane (2), divinyltetramethyldisiloxane (3) and divinylte-
traethoxydisiloxane (4) in the presence of [{RuCl2(CO)3}2] (I) as a catalyst undergo effective silylative coupling (SC)
polycondensation giving stereoselectively trans-tactic polymers (5–8) (Mw¼ 3800–8500), yield 75–84%. The
products isolated and characterized by 1H and 13C NMR and GPC methods cannot be synthesized via ADMET
polymerization. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: trans-tactic vinylene–silylene(siloxylene) polymers; divinyldiorganosilanes; divinyltetraorganodisiloxanes;


stereoselectivity; ruthenium carbonyl catalyst


INTRODUCTION


Acyclic diene metathesis (ADMET) polymerization
catalyzed by highly active tungsten and molybdenum
metathesis catalysts such as Schrock’s alkylidene, e.g.
[{CF3)2MeCO)}2ArN—M——CH(tBu)], where M¼Mo
and W,1 and Grubbs’ catalysts, [RuCl2(——CHPh)
(PCy3)2] and [RuCl2(——CHPh)(IMesH2)(PCy3)],2 is a
universal route for the synthesis of linear well-defined
unsaturated polymers.3 ADMET polymerization of sili-
con-containing dienes such as dialkenylsilanes and silox-
anes (except vinyl derivatives) furnishes a variety of
unsaturated homopolymers including carbosilanes and
carbosiloxane units:4


ð1Þ


where [Si]¼—Si(CH3)2—, —(CH3)2SiOSi(CH3)2—.
ADMET polymerization of di(allyl,butenyl)silanes and


silacyclobutanes and siloxanes proceeds effectively in the
presence of a heterogeneous catalyst [Re2O7/Al2O3


þ SnR4(PbR4)], giving predominantly a mixture of
both cyclic and linear products.5 Unfortunately, vinyl
derivatives of silicon compounds which are of most
industrial importance are completely inert to productive


homometathesis, presumably owing to steric hindrance of
silyl groups stimulating non-productive cleavage of dis-
ilyl metallacyclobutane.6 This supposition is based on the
analogy with the inactivity of metallacarbenes in self-
metathesis of vinyl-substituted silicon compounds.


In contrast to the inactivity of metallacarbenes in
ADMET polymerization, in the presence of ruthenium
and rhodium complexes containing or generating M—H
and M—Si bonds (M¼Ru, Rh), divinyldiorganosilicon
compounds undergo intermolecular polycondensation
under optimized conditions (ruthenium catalysts) yield-
ing linear unsaturated polymers according to the follow-
ing reaction:


ð2Þ


where [Si]¼—Si(CH3)2—,7a —(CH3)2Si—O—Si
(CH3)2—7b or —(CH3)2Si—NH—Si(CH3)2—;7c cata-
lysts: [RuCl2(PPh3)3], 130 �C, 120 h, Mw¼ 1510, Mw/
Mn¼ 1.19, DP¼ 17;7a [RuCl2(PPh3)3], 130 �C, 72 h, Mw


¼ 1815, Mw/Mn¼ 1.16, DP¼ 10;7b [RuHCl(CO)
(PPh3)3], 130 �C, 1 week, Mw¼ 2385, Mw/Mn¼ 1.21,
DP¼ 15.7c


Previous reports have shown that less active ruthenium
complexes, i.e. [{RuCl2(CO)3}2] (I), catalyze the poly-
condensation of divinyl-substituted silazane7c as well as
bis(silyl)benzene7d {while [RuH(OAc)(CO)(PPh3)2] cat-
alyzes the reaction of silylstyrene}7e to give stereoregular
trans-tactic linear polymers.


The condensation (silylative coupling) of monovinyl-
substituted silicon compounds proceeds through cleavage
of the ——C—Si bond of the vinyl-substituted silicon
compound and the activation of the ——C—H bond of
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the second vinylsilane molecule according to the follow-
ing equation (for recent reviews on the silylative coupling
of alkenes with vinylsilanes, see Ref. 8):


ð3Þ


The evidence for the non-metallacarbene mechanism
of monovinylsilane transformation has been reported
previously,9a–c but can be generalized for dimerization
of divinyl-substituted silicon compounds [see Eqn. (4)]
leading subsequently to competitive linear oligomeriza-
tion and ring-closing silylative coupling.10,11


(4)


In the presence of [{RuCl2(CO)3}2], the 1,2-trans-
dimer is exclusively obtained,12 whereas [{RhX(cod)}2],
X¼ m-Cl or m-OSiMe3, preferably catalyze the formation
of the 1,1-product, and ruthenium–phosphine complexes
[RuCl2(PPh3)3] and [RuHCl(CO)(PPh3)3] furnish both
dimeric products.12


The aim of this work was to apply this new synthetic
route to prepare stereoselectively trans-tactic poly[viny-
lene–silylene(siloxylene)]s via polycondensation of divi-
nyldiorganosilanes and divinyltetraorganodisiloxanes in
the presence of [{RuCl2(CO)3}2] as a catalyst.


EXPERIMENTAL


General considerations. 1H NMR (300 MHz) and 13C
NMR (75 MHz) spectra were recorded on a Gemini series
NMR superconducting spectrometer system or a Varian
300 XL instrument in C6D6 as a solvent. 1H NMR and 13C
NMR spectra are reported as � (ppm) with reference to the
residual signals from C6D6. Infrared spectra (KBr plates)
were recorded using a Brucker IFS-113v FT-IR spectro-
meter. The mass spectra of all products were determined
by gas chromatographic–mass spectrometric (GC–MS)
analysis on a Varian 3300 gas chromatograph equipped
with a 30 m DB-1 capillary column and a Finnigan Mat
800 ion trap detector. GC analyses were carried out on a
Varian 3300 gas chromatograph.


Gel permeation chromatographic (GPC) data were
collected using a Gilson HPLC system with a
2� 250� 10 mm Jordi-Gel divinylbenzene (DVB) col-
umn, 500 and 100 Å, and polysiloxane standards (mobile
phase, tetrahydrofuran (THF); flow-rate, 1.2 ml min�1;
temperature, ambient; injection volume, 20ml). Average


molecular weights and polymer dispersity indices (PDI)
of the polymers were determined by polysiloxane cali-
bration.


Elemental analyses were carried out by Atlantic Mi-
crolab, Polish Academy of Sciences.


Materials. Chemicals were obtained from the following
sources: divinyldimethylsilane (1), divinyltetramethyldi-
siloxane (3), divinyltetraethoxydisiloxane (4) and di-
chlorodiphenylsilane from ABCR, THF and magnesium
from POCh, vinyl bromide from Aldrich, hexane from
Merck, benzene-d6 from Dr Glasser (Basel), [{RuCl2
(CO)3}2] (I) from Strem and [RuHCl(CO)(PPh3)3] from
Aldrich. [RuCl(SiMe3)(CO)(PPh3)2] was prepared ac-
cording to the method described earlier9a,c and
[RuCl2(PPh3)3] according to the standard procedure.
All these complexes were used without further purifica-
tion. THF prior to use was dried over sodium and
benzophenone and stored under argon and freshly dis-
tilled prior to use. Vinylmagnesium bromide was synthe-
sized via a well-known procedure.


Synthesis and characterization of divinyldiphenyl-
silane (2). A 0.1 mol amount of vinylmagnesium bro-
mide in dry THF was introduced into a flame-dried, Ar-
purged, three-necked, 500 ml round-bottomed flask
equipped with a stirrer bar, a condenser and a dropping
funnel. Dichlorodiphenylsilane in 100 ml of dry pentane
was subsequently added dropwise over 5 h. The mixture
was allowed to warm to room temperature and stirred
under reflux for 12 h, then extracted three times with
aqueous NH4Cl and the organic layers were dried over
MgSO4. The combined organic extracts were filtered off
and evaporated under reduced pressure. The product was
then placed over CaH2, stirred overnight and distilled off
under reduced pressure after filtration of CaH2. Crude
monomer 2 with b.p. 130–131 �C at 0.05 mmHg was
distilled off. The yield of the monomer was 80%. The
spectral properties observed were as follows: 1H NMR
[C6D6, � (ppm)]: 5.79–6.16 (m, 4H, —SiCH——CH2),
6.41–6.53 (m, 2H, —SiCH——CH2), 7.12–7.23 and 7.58–
7.64 (m,——CH in phenyl). Elemental analysis: calculated
for C16H16Si, C 72.72, H 6.06; found, C 72.70, H, 6.03%.


General procedure for silylative coupling (SC)
polycondensation to get trans-tactic polymers.
The following procedure was used to prepare polymers
5–8. The monomer was degassed and distilled from CaH2


prior to polycondensation, which was carried out in the
bulk placed in a 10 ml flasks equipped with a magnetic
stirrer bar and reflux. In a typical reaction, 1.5 ml of
monomer 1 (9.8 mmol), 2 (6.4 mmol), 3 (6.3 mmol) or 4
(4.8 mmol) was combined with [{RuCl2(CO)3}2] (I). The
monomer to catalyst ratio typically used was 100 : 1. The
reaction mixture was stirred in an oil-bath at 90 �C until
its viscosity increased. After 10 days, the reactions were
terminated. The polymer was filtered off on SiO2 using
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hexane as eluent. The polymer was dissolved in methy-
lene chloride, precipitated in dry CH3OH, and dried in an
evaporator to constant weight.


Characterization of 5–8
5. 1H NMR (300 MHz, C6D6), � (ppm): 0.22 (s,—SiCH3),
6.91 (s, —CH¼CH—). 13C NMR (75 MHz, C6D6), �
(ppm): 1.18 (—Si—CH3, at internal silicon atoms), 150.98
(—CH¼CH—). GPC: Mw¼ 8200; PDI¼ 1.32, n¼ 97.
Elemental analysis: calculated for (C4H8Si), C 57.14, H
9.52; found, C 57.16, H 9.56%.


6. 1H NMR (300 MHz, C6D6), � (ppm): 5.60–5.95 (m,


—SiCH——CH2,), 6.28 (s, —SiCH——CH2), 6.68 (s,


—CH¼CH—), 7.18–7.76 (m, ——CH in phenyl). 13C


NMR (75 MHz, C6D6), � (ppm): 128.89 (—SiCH——CH2),


129.29 (—SiCH——CH2), 152.86 (—CH——CH—), 133.08–


136.29 (m, —CH, in phenyl); GPC: Mw¼ 3800; PDI¼ 1.50,


n¼ 17. Elemental analysis: calculated for (C14H12Si), C


80.77, H 5.80; found, C 80.01, H 5.55%.


7. 1H NMR (300 MHz, C6D6), � (ppm): 0.18–0.98 (m,


—SiCH3), 6.80 (s, —CH——CH—). 13C NMR (75 MHz,


C6D6), � (ppm): 0.48, 1.07, 1.91 (—SiCH3), 151.35 (—


CH——CH—). GPC: Mw¼ 8500; PDI¼ 1.51, n¼ 53. Ele-


mental analysis: calculated for (C6H14Si2O), C 45.57, H


8.86; found, C 45.26, H 8.86%.


8. 1H NMR (300 MHz, C6D6), � (ppm): 0.93–0.98 (m,


—SiOCH2CH3, in terminal group), 1.15–1.21 (m,


—SiOCH2CH3, in chain), 3.32–3.40 (m, —SiOCH2CH3,


in terminal group), 3.82–3.99 (m, —SiOCH2CH3, in chain),


5.79–6.00 (m, —SiCH——CH2), 6.02–6.13 (m, —SiCH——


CH2), 6.23–6.27 (m, —CH——CH—). 13C NMR (75 MHz,


C6D6), � (ppm): 18.51 (—SiOCH2CH3, in terminal group),


18.91 (—SiOCH2 CH3, in chain), 59.34 (—SiOCH2CH3, in


terminal group), 58.78 (—SiOCH2CH3, in chain), 130.98


(—SiCH——CH2), 136.28 (—SiCH——CH2), 146.53 (—CH——


CH—). GPC: Mw¼ 4900; PDI¼ 1.58, n¼ 17. Elemental


analysis: calculated for (C10H22Si2O5), C 43.16, H 7.91;


found, C 43.54, H 7.78%.


RESULTS AND DISCUSSION


As we reported earlier, divinyldimethylsilane (1)7a and
divinylteramethyldisiloxane (3)7b in the presence of
ruthenium–phosphine complexes, e.g. [RuCl2(PPh3)3],
undergo polycondensation leading to predominantly lin-
ear silylene(siloxylene) oligomers. In order to find the
optimum conditions for effective polycondensation, in
this work catalytic screenings were perfomed using the
model processes of divinyldiphenylsilane (2) and divi-
nyltetraethoxydisiloxane (4) to measure silane (siloxane)
conversion and the yield of dimers, trimers and higher
oligomers using GC–MS and GPC methods. The results
are presented in Table 1.


Stereoselective synthesis of linear dimers performed in
the presence of [{RuCl2(CO)3}2]12 stimulated a study
aimed at the optimization of the synthesis of trans-tactic
polymers.


Results of the spectroscopic analyses of the products
(5–8) obtained in the presence of this catalyst excluded
the occurrence of quaternary carbon atoms, i.e. 1,1-
bis(silyl)ethene fragments, in the polymer chains.


An exemplary 13C NMR spectrum of the product 5 is
presented in Fig. 1.


The signal observed at 150.98 ppm corresponded to the
ternary carbon atoms ——CH of the 1,2-bis(silyl)ethene
group. No quaternary carbon atom is observed in the 13C
NMR spectrum.


Concerning the polycondensation of divinyldiphenyl-
silane, the 1H NMR, 13C NMR and DEPT analyses of the
polymeric products also excluded the presence of qua-
ternary carbon atoms in the chains of the polymer
obtained. The signal at 152.86 ppm in the 13C NMR
spectrum was assigned to the carbon atoms of the 1,2-
bis(silyl)ethene fragments.


GC–MS analysis of the post-reaction mixture of (1)
and/or (2) in the initial stage revealed a signal in the
region corresponding to dimers, which was assigned to
linear products of molecular weight 224 for 1 and 443 for
2, in the case of (1) also with a cyclic dimeric product of
molecular weight 196.


Table 1. Effect of catalyst on the conversion of divinyldiphenylsilane (2) and divinyltetraethoxydisiloxane (4) and the yields of
dimers, trimers and oligomers


Yield (%)


Dimers
Higher


Compound Catalyst Conversion (%) Linear Cyclic Trimers oligomers


2 (80 �C, 24 h) [RuCl(SiMe3)(CO)(PPh3)2] 70 18 2 28 52
[RuHCl(CO)(PPh3)3] 75 19 2 23 56
[RuCl2(PPh3)3] 92 19 3 13 65
[{RuCl2(CO)3}2] 79 28 0 20 52


4 (130 �C, 24 h) [RuCl(SiMe3)(CO)(PPh3)2] 85 16 14 20 50
[RuHCl(CO)(PPh3)3] 82 15 18 19 48
[RuCl2(PPh3)3] 94 6 9 15 70
[{RuCl2(CO)3}2] 97 8 3 11 74
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On the basis of the above data, the proposed structural
formula of polymers 5 and 6 obtained is


where for 5 R¼—CH3, n� 97 and for 6 R¼—C6H5,
n� 17.


As has been reported earlier, the silylative coupling
polycondensation of divinyltetramethyldisiloxane cata-
lyzed by [RuCl2(PPh3)3] yielded a polymer containing
1,2-bis(silyl)ethene and 1,1-bis(silyl)ethene fragments.7b


Results of the spectroscopic analyses of the products of
the polycondensation of divinyltetramethyldisiloxane (3)
and divinyltetraethoxydisiloxane (4) catalyzed by
[{RuCl2(CO)3}2] also excluded the presence of quatern-
ary carbon atoms in the chains of the polymer obtained,
which confirmed the absence of 1,1-bis(silyl)ethene frag-
ments in the polymer chains. The 13C NMR spectrum of
the products 7 and 8 revealed signals at 151.35 ppm (7)
and 146.53 (8), assigned to the ternary carbon atoms
included in the 1,2-trans isomer in the polymer chain.


The GC–MS results in the initiating period of the
reaction confirmed the structure of a linear dimer reveal-
ing only two signals in the region corresponding to
dimers. One of the signals corresponded to a linear dimer
and the other to a cyclic dimer.


The 1H and 13C NMR spectra revealed signals assigned
to the polymer terminal groups in the region correspond-
ing to alkenes.


On the basis of the above-discussed results, the struc-
tural formula of polymers 7 and 8 is


where for 7 R¼—CH3, n� 53 and for 8 R¼—OC2H5,
n � 17.


The polymer chemistry is clean, with no evident side-
products except pure ethylene and trace amounts of
cyclic products. A typical GPC trace of exemplary
product 5 is presented in Fig. 2. The low PDI values of
the polymers (see Fig. 2 and Table 2) are due to the loss of
some low molecular weight fractions on purification.


The effect of the solvent on the mass of the polymer
products formed was tested using 3 as a substrate. All the
reactions were carried out according to the general pro-
cedure described in the Experimental section, using 1 M


solutions of 3. The results of NMR analysis confirmed the
structure of poly(1,1,3,3-tetramethyldisiloxa-1-ethene)s
formed in all reactions examined. The results given in
Table 3 show that polymerization in solvents leads to
products of much lower Mw and slightly greater PDI.


Figure 1. 13C NMR and DEPT spectra of polymer 5


Figure 2. GPC of polymer 5


Table 2. Yields, molecular weights and polydispersity of
trans-tactic vinylene–silylene(siloxylene) polymers 5–8 pre-
pared via silylative coupling polycondensation of 1–4


Polymer Yield (%) Mw Mn PDI


5 79 8200 6210 1.32
6 75 3800 2530 1.50
7 82 8500 5600 1.51
8 84 4900 3100 1.58


Table 3. Effect of solvent on the Mw and the PDI of the
product of silylative coupling polycondensation of divinylte-
tramethyldisiloxane (3) in the presence of Ia


Solvent Mw PDI


None 8500 1.51
Benzene 4800 1.65
Toluene 4500 1.68
Chlorobenzene 3300 1.85


a Reaction conditions: [siloxane]: [Ru]¼ 100: 1; reflux, 90 �C, 10 days;
100% conversion of 3.


SYNTHESIS AND STRUCTURE OF VINYLENE–SILYLENE(SILOXYLENE) POLYMERS 821


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 818–823







All the spectroscopic characterization results confirm
that polycondensation of 1–4 catalyzed by I occurs stereo-
selectively to give trans-tactic vinylene–silylene(siloxy-
lene) polymers 5–8 according to the following equation:


ð5Þ


where [Si]¼—Si(CH3)2—, —Si(C6H5)—, —(CH3)2


Si—O—Si(CH3)2—, —(C2H5O)2Si—O—Si(OC2H5)2—.
The mechanistic pathways for silylative coupling of


monovinylsilanes are well established8 and exemplary
schemes for the condensation of divinyl-substituted
silicon compounds have been given earlier for divinyldi-
methylsilane,7a divinyltetramethyldisiloxane7b and divi-
nyltetramethyldisilazane7c and also for 1,4-bis
(vinyldimethylsilyl)benzene7d and 4-(dimethylvinylsi-
lyl)styrene.7e


The mechanism of catalysis involves the insertion of
vinylsilicon dienes into the Ru—H and M—Si bonds,
followed by �-Si and �-H elimination to yield ethene and
two isomeric trans- and gem-bis(vinylsilyl)ethenes, re-
spectively. If the process is catalyzed by
[{RuCl2(CO)3}2] (I) as a precursor, trans-CH2


——
CH[Si]CH——CH[Si]CH——CH2 is exclusively formed,
so under the optimum conditions the well-defined
trans-tactic vinylene–silylene(siloxylene) polymers 5–8
can be effectively formed.


There is no evidence for the real ruthenium catalyst
structure in this reaction. Our preliminary mechanistic
study on the transformation of monovinylsilicon com-
pounds has shown that in the presence of non-phosphine
ruthenium complexes such as [{RuCl2(CO)3}2] and
[Ru3(CO)12] the trans products of the general struc-
ture———SiCH——CHSi——— are stereoselectively formed.13


A previously reported scheme of the catalysis
by [Ru3(CO)12] involves hydrovinylation (activation of
——C—H bond) of the ruthenium complex in which the
generation of an Ru—H and an Ru—Si bond is followed
by elimination of the product. Spectroscopic analysis of
the catalyst [Ru3(CO)12] treated with vinyltrimethylsi-
lane indicated the presence of the Ru—Si bond.13


A comprehensive mechanistic study of the silylative
coupling of styrene with vinylsilanes catalyzed by non-
phosphine dimeric rhodium and iridium siloxide com-
plexes of the general formula [(cod)Mm-(OSiMe)3]2


(where M¼Rh, Ir) provided the evidence for the activa-
tion of ——C—H in styrene by these complexes which
occurs as follows.14


A mechanistic study confirmed that catalysis occurs
via generation of M—H and M—Si intermediates ac-
cording to a dissociative pathway, i.e. there is no migra-
tory insertion of the alkene into the M—Si bond involved.
Instead, a lower activated step of reductive elimination of
the product takes place (Scheme 1).


By analogy with the well-documented [Ru3(CO12]13


and [(cod)M(OSiMe3)2]2 (where M¼Rh, Ir)14 catalyzed


reactions of monovinylsilanes, the silylative coupling
dimerization of divinylsilane and divinylsiloxane by the
dimeric complex [{RuCl2(CO)3}2] is proposed to occur
also via hydrovinylation as the key step initiating poly-
condensation via the formation of monomeric active
ruthenium–carbonyl complexes (Scheme 2).


A detailed mechanistic examination of the silylative
coupling condensation of styrene with vinylsilanes cata-
lyzed by [{RuCl2(CO)3}2] (I) is in progress.


Scheme 1. Catalysis by transition metal siloxides of the
silylative coupling of styrene with vinylsilanes


Scheme 2. Silylative coupling condensation of divinyl-
substituted silanes and siloxanes
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CONCLUSIONS


In the presence of [{RuCl2(CO)3}2], divinyldiorganosi-
lanes of the general formula R2Si(CH——CH2)2, where
R¼CH3, C6H5, and divinyltetraorganodisiloxanes of the
formula CH2


——CHR0
2SiOSiR0


2CH——CH2 where R0 ¼
—CH3, —OC2H5, undergo silylative coupling polycon-
densation giving stereoselectively trans-tactic polymers
(5–8).


Owing to the steric hindrance of the silyl group in
vinylsilanes, the products 5–8 cannot be synthesized via
ADMET polymerization.


This catalytic process opens up a new synthetic route to
vinylene–silylene(siloxylene) trans-tactic polymers of
prospective importance as new precursors for materials
of special application.
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ABSTRACT: The reduction of SO2 on activated carbon was studied in the range of 600–700 �C in a differential
reactor under steady-state conditions and under chemically controlled kinetics. Initial rates of carbon conversion and
gas reagent were calculated from the mass balance of the gaseous products. The kinetics was first-order with respect to
carbon and first-order with respect to the partial pressure of SO2. The activation parameters were �H 6¼ ¼
21.5 kcal mol�1 and �S 6¼ ¼�211 cal mol�1 K�1. The activated carbon was ca. 105 times more reactive than graphite,
and determined by the enthalpy of activation. The main reaction products were CO2 and sulfur. CO and COS were
produced from consecutive reactions of the primary products. During the pre-steady state, the sulfur content of the
carbon increased to a plateau where the reaction reached the steady state condition. This sulfur was shown to be
chemically bound to the carbon matrix and represents the stable reactive intermediates of the reduction of SO2. The
XPS spectrum of the residual carbon C(S) showed two forms of sulfur bound to carbon: non-oxidized sulfur (sulfide
and/or disulfide) and oxidized sulfur (sulfone, sulfoxide, sulfenate, sulfinate). The sulfur intermediates C(S) reacted
with SO2 at the same rate as pure activated carbon and with CO2 to produce SO2 by the reverse reaction. The reaction
of C(S) with CO produced COS. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: sulfur dioxide; activated carbon; reactive intermediate; inserted sulfur


INTRODUCTION


Sulfur and nitrogen oxides are perceived as the worst air
pollutants, being the precursors of acid rain.1 Several
reactions are used to eliminate SO2 from flue gases, such
as oxidation to SO3 followed by formation of sulfuric
acid, or reduction to elementary sulfur.2 The reduction to
elementary sulfur is an attractive alternative because the
product is easy to handle and stock, and has a high
commercial value.3 Several reductants can be used such
as hydrogen,4 carbon monoxide,5 hydrocarbons6 and
carbons.6–12


When heating different carbons with sulfur, hydrogen
sulfide, carbon disulfide or sulfur dioxide, highly stable
superficial C—S complexes have been observed13–16 that
change the carbon’s reactivity.12 Several mechanistic


proposals have assumed the formation of superficial
complexes on the carbon that are able to act as inter-
mediates, but without any experimental evidence.9,11,12,17


Mechanistic studies of the reduction of SO2 by carbon
have been hampered by deficient experimental techni-
ques that do not allow quantitative measurements of the
reactivity and the product distribution. We have studied
the Cþ SO2 reaction with different carbons under con-
trolled conditions, showing that the reaction is first order
with respect to carbon and first order with respect to
SO2.18 The reactivity increased with decreasing crystal-
linity and the primary products were CO2 and sulfur,
while CO, COS and CS2 were end-products formed by
consecutive reactions.


The products of the Cþ SO2 reaction involve the
C—O—S system and there are 21 possible reactions
that are thermodynamically possible (Scheme 1).5a,19


The stoichiometry of these reactions has to be considered
in a mechanistic study.


In this work, the mechanism of reduction of SO2 by
activated carbon was studied in a quartz reactor under
differential conditions with an SO2 conversion of less
than 20%. Initial rates and product distribution were
measured once the reaction reached the steady state
condition and the kinetics was chemically controlled.
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The oxidized surface20 of activated carbon might be
the determinant of its reactivity, and it is important to
observe to what extent the reduction occurs by a mechan-
ism similar to that postulated for other carbons.


EXPERIMENTAL


Reagents


Sulfur dioxide, from White & Martins, was 99.9% pure.
The activated carbon was from Carbomafra S. A., and
had a particle size of 1.68 mm. The X-ray Photoelectron
spectra (XPS) were performed in a Perkin-Elmer PHI
ESCA 5600 spectrometer, using a MgK� source. The
operating pressure was maintained below 10�8 Torr using
an ion-pump and a Ti-sublimation pump to minimize
contributions from contaminants. The calibration was
carried out with respect to the main C1s peak at
284.6 eV. The concentration of the elements was calcu-
lated using the intensity of an appropriate line and XPS
cross-sections. X-ray diffraction analysis and the XPS
spectrum in the C1s region showed that the activated
carbon was highly amorphous.


The specific surface area was determinated by the
static method, using CO2 at room temperature as adsor-
bate. The Dubinin–Polanyi isotherm equation21 was used
to fit the experimental data.


The commercial activated carbon was demineralized
with HCl and HF22 and it was then used as such through-


out the experiments. The samples were pre-treated before
the kinetic runs at 700 �C for 3 h under a nitrogen atmo-
sphere. The chemical characteristics of the samples are
presented in Table 1. The analysis of a sample after a
reaction at 630 �C is given as an example of the changes of
composition due to the reaction with SO2.


The FTIR spectrum of the demineralized carbon showed
a band at 1561 cm�1 (lactone and/or quinone) and a
second band at 1107 cm�1 that can be attributed to a
C—O—C bond.23


Reaction system


The reaction was studied in the same system as that
described in previous work.18 The carbon samples were
placed in a tubular quartz reactor fitted with a temperature
controller and heated by an electric oven. The total flow
and the partial pressure of SO2 diluted in nitrogen were
controlled by two flowmeters and the gas mixture was
pre-heated in a gas mixer before entering the reactor. The
reaction products were allowed to flow through two
cooled traps to condense the sulfur, and the gaseous
products were analyzed by GLC using Porapak-Q and
5-Å molecular sieve columns.


Kinetics


The samples were dried for 12 h at 110 �C and placed in
the reactor which was heated for 3 h at 700 �C under a
flow of 80 ml min�1 of nitrogen. The temperature of the
reactor was then adjusted to the reaction conditions and
SO2 diluted in nitrogen was injected into the reactor. The
carbon conversion and product distribution were calcu-
lated from GLC analyses. The reactor operated under
differential conditions with an SO2 conversion of less
than 20%. The reaction reached steady state conditions
about 1 h after starting the flow of SO2.


When the reaction is not diffusion-controlled, but only
chemically controlled, the rate R of disappearance of
carbon with time, calculated from the mass balance of the
gaseous products, is given by Eqn. (1)


R ¼ 1


1 � xc


dxc


dt
ð1Þ


Scheme 1. Reactions of Cþ SO2 that are thermodynami-
cally possible


Table 1. Characteristics of the carbon samples


Commercial Demineralized Pre-treateda After reactionb


C (%) 98.31 97.87 96.87 86.63
H (%) 1.23 1.62 2.53 1.25
N (%) 0.45 0.51 0.60 0.55
S (%) nil nil nil 11.57
Ash (%)c 6.50 0.31 0.31 0.31
Surface area (m2 g�1) 420 384 — —
Apparent specific gravityd (g cm�3) 1.34 1.16 — —


a At 700 �C, 3 h, N2 atmosphere.
b At 630 �C, total flow 95 ml min�1, PSO2


0.20 atm.
c From proximate analysis.
d From mercury porosimetry.
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where xc ¼ 1 � wt


w0
is the carbon conversion and wt and w0


are the masses of carbon at times t and t¼ 0, respectively.
In the presence of constant excess of SO2 in the gas flow,
and at low carbon conversion, the kinetics becomes
pseudo-zero-order and Eqn. (1) becomes the initial rate
R0 as in Eqn. (2)


R0 ¼ dxc


dt


� �
xc!0


ð2Þ


that can be calculated from the linear plot of carbon
conversion xc versus time. In the absence of catalysis, at
constant temperature the rate of reaction is a function of
the concentration of reactants:


R0 ¼ kCm
c P


n
SO2


ð3Þ


where k is the rate constant, Cc is the concentration of
carbon active sites in mol m�2, PSO2


is the partial pressure
of SO2 in atm, and m and n are the orders of the reaction
with respect to carbon and SO2 respectively.


Alternatively, the initial rates were also calculated
from the mass balance of the reagent gas (RG).


RESULTS AND DISCUSSION


Kinetics and reactivity


The reaction was studied at 630 �C and it was found that
variation of the total flow in the range of 65–
110 ml min�1, maintaining the partial pressure of SO2


at 0.2 atm, did not change the initial rate, indicating that
the reaction was not diffusion-controlled under those
conditions. The GLC readings showed that the reaction
reached the steady state after 1 h, considering that the
product distribution was constant.


The order with respect to carbon was found using the
shrinking core model for spherical particles,24,25 accord-
ing to Eqn. (4),


t


�
¼ 1 � ð1 � xCÞ1=3


where � ¼ �r0


kCG


ð4Þ


and where xC is the carbon conversion, t is the time, � is
the specific weight, r0 is the initial radius of the particle,
and CG is the concentration of the gaseous reagent. The
linearity of the plot of ½1 � ð1 � xCÞ1=3� versus time
indicated that that the reaction was first-order with
respect to carbon (Fig. 1). Therefore, m¼ 1 in Eqn. (3).


The dependence of R0 on the partial pressure of SO2


was linear in the range of PSO2
0.11–0.25 atm (Table 2),


so consequently the reaction was first-order with respect
to SO2 (n¼ 1) and Eqn. (3) becomes


R0 ¼ k2CCPSO2
ð5Þ


A first-order relationship with respect to carbon and
SO2 similar to Eqn. (5) has also been found for different
carbons with a wide range of cristallinity.18


At total flow of 95 ml min�1 and PSO2
¼ 0:2 atm, the


reaction could be carried out under differential reactor
conditions in the range of temperature 600 to 630 �C. At
higher temperatures the carbon conversion during the
steady state was too high. The activation parameters
obtained are consistent with those of different carbons
(Table 3), and show that the reactivity increases with


Figure 1. Determination of the order of the reaction with
respect to carbon; temperature 630 �C; total pressure 1 atm;
total flow 95mlmin�1; PSO2


0.20 atm; sample 2 g


Table 2. Reduction of SO2 by activated carbon


t ( �C) PSO2


a (atm) R0
b (mol s�1m�2) Molar fractionc (%)


CO2 CO COS


600 0.20 1.6� 10�10 100.0 — —
625 0.20 2.0� 10�10 100.0 — —
630 0.11 1.8� 10�10 100.0 — —
630 0.20 3.6� 10�10 60.5 39.5 —
630 0.25 4.6� 10�10 58.2 41.8 —
675 0.20 5.1� 10�9 52.8 32.8 14.4
700 0.20 1.0� 10�8 55.7 25.6 18.7


a Total pressure: 1 atm; total flow: 95 ml min�1.
b Samples: 2.0 g.
c Average molar fraction without considering nitrogen and SO2.
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decreasing crystallinity: activated carbon is as reactive as
charcoal and more than 105 times more reactive than
graphite. In general, the entropy of activation is highly
negative and the difference in reactivity between graphite
and activated carbon was determined mainly by �H 6¼ .


Product distribution


For different carbons18 the stoichiometry of the reaction
was shown to be


SO2 þ C ! CO2 þ 1=2S2 ð6Þ


The main reaction product for the reduction of SO2 on
activated carbon was CO2 and, depending on the reaction
conditions, CO and COS were found as subproducts,
always at lower molar fractions than CO2 (Tables 2 and
4). The product distribution depended on whether the
reaction was diffusion-controlled or chemically con-
trolled. The CO is not an intermediate and it is formed
after CO2 because the Boudouard equilibrium (Eqn. (7))


CO2 þ CÐ
K


2 CO ð7Þ


predicts that the ratio CO:CO2 should be greater than 1,
since K¼ ca. 6 at 630 �C.26 The reaction CþCO is 2.6


times slower than the CþCO2 reaction, and therefore if
CO were formed first it should have accumulated (Table 2
and 4). Sulfur dioxide is also reduced by CO,5 but the
partial pressure of CO is very low and the formation of
CO2 from this reaction is not important, as will be
discussed below.


As shown in Table 4, at 630 �C, in the gas phase or in
the presence of carbon, COS produces CO2 and CO
besides elementary sulfur (visually observed). There is
no formation of COS from reactions Cþ SO2 or
CþCOþ SO2, and COS decomposes on sulfurized car-
bon slower than SO2 and CO, consequently, it must be an
end-product. Therefore, CO and COS were produced
from consecutive reactions of the primary products.
These results are also consistent with the assumption
that CO2 and sulfur are formed through the same
path.5,17,18


Insertion of sulfur on the carbon matrix


During the reaction of activated carbon with SO2, it was
observed that sulfur was rapidly incorporated into the
carbon matrix under all reaction conditions (Fig. 2). The
increase of sulfur with time followed a saturation curve
that reached a plateau at the same time that the system


Table 3. Activation parameters for the reaction C—SO2 for different carbons


Carbon k2
a (atm�1 s�1) �G 6¼ (kcal mol�1) �H 6¼ (kcal mol�1) �S 6¼ b (cal mol�1 K�1) Reference


Graphite 1.4� 10�8 111.1� 3 40� 1 �240� 9 18
Charcoal 7.7� 10�4 c 89� 4 20.2� 0.1 �229� 17 18
Activated carbon 4.8� 10�3 c 84� 2 22� 6 �211� 19 This work


a At 900 �C.
b At 25 �C; standard state concentration in mole m�2 atm�1.
c Calculated from activation parameters.


Table 4. Reactions of activated carbon at 630 �Ca


Reaction Pb (atm) Molar fractionb (%) 105 RG
c (mol s�1 atm�1)


CO2 CO COS SO2


COSd 0.2 COS 16 84 2.6
COþ SO2


d 0.17 CO; 0.17 SO2 100e 7.7CO; 2.7SO2


CþSO2 0.25 SO2 60e 40e 3.2
CþCO2 1.0 CO2 100 2.8
CþCO 1.0 CO 100e 1.1
CþCOS 0.2 COS 92 8 2.2
CþCOþSO2 0.12 CO; 0.18 SO2 53e 47e 8.6CO; 6.3SO2


C(S)16
fþSO2 0.25 SO2 100 3.1


C(S)18
fþCO2 1.0 CO2 100 2.0


C(S)17
fþCO 1.0 CO 68e 32e,g 5.0


a This work unless indicated. At constant residence time; carbon samples: ca. 2.0 g; total pressure: 1 atm (dilution with N2); total flow: 100 ml min�1.
b Average molar fraction without considering nitrogen, reagent gas and sulfur.
c Rate of disappearance of the reacting gas.
d Without carbon.
e Reference 18.
f Subscript, %sulfur content after reaction with SO2.
g Obtained already during the pre-steady state period.


REDUCTION OF SO2 ON ACTIVATED CARBON 827


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 824–830







reached steady-state conditions. The sulfur content of the
residual sample did not change upon intensive extraction
with CS2, indicating that the sulfur was chemically bound
to the matrix.


The carbon surface was partially oxidized. Before
heating, the FTIR spectra of the sample presented
two bands corresponding to a lactone and/or quinone
(1561 cm�1) and a C—O—C bond (1107 cm�1). After
the reaction with SO2, the FTIR spectra showed a lactone
and/or quinone band (1555 cm�1) and a new band at
1150 cm�1 that can be attributed to a C——S or/and S——O
group.23


The XPS spectra of the residual carbon after the
reaction showed in the S2p region that sulfur was bound
to the matrix by two different bondings (Fig. 3). The
constant sulfur content during the steady-state condition
of the reaction strongly suggests that the forms of inserted
sulfur in the carbon matrix are reactive intermediates in
the mechanism (Scheme 2). The band at 162.5 eV was
assigned to a sulfide (x¼ 1) and/or disulfide (x¼ 2), and
the band at 166.8 eV was related to an oxidized sulfur
S——Ox: sulfone (x¼ 2), sulfoxide (x¼ 1), or O—SOx:
sulfenate (x¼ 0), sulfinate (x¼ 1).27


In fact, the initial rate of carbon with SO2 in the steady-
state, measured as RSO2


, is the same as the rate of the


residual carbon C(S) (Table 4). The reaction of C(S) with
CO produced CO2 and COS even during the pre-steady-
state time, supporting the assumption that COS is an end
product formed through a consecutive reaction of CO
with the complexed sulfur.


The reaction of C(S) with CO2 did not produce COS
but only SO2, demonstrating that the reaction proceeds
through the sulfur intermediates as shown in Scheme 1,
according to Eqn. (6) that consequently is reversible
(Fig. 4). It also shows that CO2 is indeed the primary
product of the inverse reaction.


The rate RSO2
of disappearance of SO2 of the reaction


CþCOþ SO2 is equal to the addition of RSO2
for


Cþ SO2 and COþ SO2 (Table 4). However, since no
CO was formed for the reaction C(S)þ SO2 and only SO2


was observed for C(S)þCO2, it can be concluded again
that CO2 is the primary product, although some CO reacts
with SO2 to produce CO2. Consequently, the initial rate of
carbon conversion R0 should be slower than RSO2


, as was
experimentally observed.


From these results it is possible to postulate a mec-
hanism for the reduction of SO2 by activated carbon
(Scheme 3). Adsorption of SO2 on site CA leads to
intermediates C(S) and thereafter to the main products
CO2 and Sx (represented as S2). Consecutively, CO2 can
undergo reduction to CO on site CB(CO2) through the
Boudouard reaction. The sulfur complexed on site CA(S)


Figure 3. XPS spectrum in the S2p region of a carbon
sample after the reaction with SO2. Sample 2 g; temperature
630 �C; total flow 95.0mlmin�1; PSO2


0.2 atm
Figure 2. Increase of sulfur content of activated carbon
with time at 630 �C. Sample 2.0 g; total flow 87mlmin�1;
PSO2


0.20 atm


Scheme 2. Mechanism of the reaction on the carbon matrix
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reacts with CO to form COS, and with CO2 to retro-form
SO2.


For the C—Sx reaction with different carbons, like
graphite and charcoal, it was shown that sulfur was
chemically bound to the carbon matrix as a sulfide or/
and disulfide. These intermediates are involved in the
formation of CS2 and the total inhibition of the reaction.13


Sulfurized graphite was able to reduce SO2, but more
slowly than pure graphite although with the same product
distribution.18


The reactivity of these different forms of sulfur in-
serted in a carbon matrix deserves a more detailed study
related to the change of the chemical and physical
properties of the modified carbon.


CONCLUSIONS


The kinetics of the reduction of SO2 on activated carbon
was first-order with respect to carbon and first-order with
respect to the partial pressure of SO2. The reactivity of
activated carbon was similar to charcoal and ca. 105 times
higher than graphite, as determined by the enthalpy of
activation.


Under differential reactor conditions and chemical
control the primary steady-state products were CO2 and
sulfur. CO and COS were produced from consecutive
reactions of the primary products.


During the pre-steady-state the sulfur content of the
carbon increased to a plateau when the reaction reached
steady-state conditions. This sulfur, C(S), was shown to
be chemically bound to the carbon matrix and represent
the stable reactive intermediates of the reduction of SO2.
The C(S) sulfur was bound to carbon as non-oxidized
sulfur (sulfide and/or disulfide), and oxidized sulfur
(sulfone, sulfoxide, sulfenate, sulfinate). The sulfur inter-
mediates C(S) reacted with SO2 at the same rate as pure
activated carbon, and with CO2 to produce SO2 by the
reverse reaction. The reaction of C(S) with CO produced
COS.
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ABSTRACT: The non-dynamic or static correlation energy of �-electrons, E(ND)�, was studied in a number of cyclic
organic molecules, including various heteroatomic systems, employing CASSCF� formalism. It is shown that E(ND)�


is highly additive in linear polyenes. However, interesting non-additivities are found in anti/aromatic molecules. They
are seemingly counterintuitive since E(ND)� is smaller in aromatic compounds than in the corresponding open-chain
polyenes. The opposite takes place in antiaromatic systems. However, they are easily understood if it is taken into
account that the HF HOMO–LUMO gaps are higher in aromatic and lower in antiaromatic molecules compared with
reference zig-zag polyenes. The results of the present analysis confirm that anti/aromaticity is an excess or depletion
feature, meaning that deviations of E(ND)� from additivity are a direct consequence and clear manifestation of anti/
aromaticity. It is argued that anti/aromaticity is necessarily a multifaceted phenomenon, since each molecular
property probes different portions of the electron density distribution and/or a ladder of the molecular orbital energy
levels, thus leading to distinct scales of anti/aromaticity. Each of these scales is useful in its own right. However, the
most important scale is based on homodesmotic reactions, since they are directly related to thermodynamic in/
stability and consequently to the omnipresent chemical reactivity. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: antiaromaticity; aromaticity; non-dynamic correlation energy; �-electrons


INTRODUCTION


It is widely recognized and accepted that aromaticity is
one of the cornerstones of organic chemistry, with sig-
nificant implications in biochemistry and inorganic
chemistry. This assertion is based on the well known
fact that around 50% of all known organic compounds
possess aromatic ring(s) and that many molecules of
biological importance are aromatic like, e.g. porphyrins
and bases of nucleic acids. Notwithstanding its funda-
mental role in empirical chemistry, the notion of aroma-
ticity has been a stumbling block and a matter of
controversy since Kekulé’s hypothesis on the structure
of benzene,1 and that has continued until now.2 The
underlying reason is that aromaticity is not an observable
property and consequently it cannot be exactly defined. In
this respect it resembles another non-observable property,


which has also faithfully served chemistry for a number
of decades, namely hybridization of atomic orbitals.
Hybrid orbitals can be estimated according to several
recipes, each of them determining its own scale of the
hybridization parameters. However, once a particular
criterion is adopted, the computed s- and p-characteristics
of local hybrid orbitals provide a consistent picture and
rationale for a wide variety of physico-chemical proper-
ties of organic molecules.3 They are local in nature and
reflect one of the most fundamental tenets of atoms in
molecules—a decrease in symmetry on going from a
spherical environment in free atoms to that defined by the
local environment encompassing the nearest neighbors.
One is therefore tempted to name hybridization as
pseudo- or quasi-observable.3 Similarly, aromaticity can-
not be defined in a unique way and yet it is manifested in
a number of chemical and physical properties of mole-
cules conditionally termed ‘aromatic.’ There are, how-
ever, two essential differences between hybridization and
aromaticity. The latter is a non-local effect embracing the
whole molecule or significant fragment(s) of the mole-
cular systems, which are cyclic and planar as a rule, if
some special 3D molecules exhibiting aromaticity are put
aside. Second, aromaticity is a non-additivity feature
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describing the deviation of the property under scrutiny
from the additivity scheme for the same property, which
is based either on atoms, chemical bonds or atomic
groupings.


Characteristic properties exhibited by cyclic (and poly-
cyclic) aromatic compounds are as follows: (1) they are
more stable than acyclic olefinic analogues. The excess in
stability is termed the aromatic stabilization energy
(ASE) and is usually determined by the hypothetical
homodesmotic reactions4,5 employing, e.g., open-chain
polyenes as non-aromatic standards. Different aromati-
city scales were developed depending on the choice of
non-aromatic gauge molecules. Nevertheless, their re-
sults are comparable, thus giving rise to the energetic
criterion of aromaticity. It should be pointed out that the
energy criterion is the most essential one in chemistry,
because energy plays a decisive role in chemical reactiv-
ity. Moreover, it employs either total molecular energies
(in theoretical calculations) or heats of molecular forma-
tion, thus being based on observables. (2) The cyclic bond
lengths are intermediate between typical single and
double bond distances with a tendency to be equal as in
the archetypal benzene. Hence, alternation in bond dis-
tances indicates an aromatic defect, which is built in the
harmonic oscillator model of aromaticity (HOMA) de-
veloped and applied to a large number of carbocyclic and
heterocyclic organic compounds by Krygowski and co-
workers.6–12 It consists of two terms: (i) expansion or
contraction of the aromatic moiety and (ii) alternation of
bond distances. HOMA is a geometric index of aroma-
ticity, which in turn is closely related to the energetic
criteria. Needless to say, it is based on measurable bond
distances, thus being related in principle to an observable.
(3) The magnetic behavior of aromatic compounds has
some unusual features, which are used as magnetic
probes of aromaticity. For example, the enhancement of
magnetic susceptibility (�) relative to the combined atom
and bond additivity scheme of Pacault et al.13,14 was
considered as a signature or fingerprint of aromaticity.
Further, according to Benassi et al.15 the magnetic
susceptibility component perpendicular to the molecular
plane is an even more reliable index than those based
on magnetic anisotropy or NMR data.16 The latter
were discussed first by Gready et al.17 and the use of
o-benzylic coupling constants 4J(1H,1H) was recom-
mended as a measure of relative degree of aromaticity.17


Claramunt et al.18 studied the chemical shifts and cou-
pling constants of 1-substituted pyrazoles by 1H, 13C and
15N NMR spectroscopy in solution in order to find out
how the aromaticity is affected by substituent effects.
Recently, a new magnetic criterion has been introduced
by Schleyer and co-workers19–22 called the nucleus-
independent chemical shift (NICS). It is calculated at
the center of an aromatic ring or, preferably, 1 Å above
this center. Undoubtedly, it would be better characterized
as the magnetic shielding of a ghost nucleus, which is
appropriately placed above the plane of the aromatic ring,


but we prefer here to retain the widely adopted terminol-
ogy. It is more important to point out that a non-obser-
vable (aromaticity) is described by another non-
observable (NICS), which calls for caution. Nevertheless,
NICS is a widely used criterion of aromaticity and it
seems that it does give a qualitative insight into the
aromatic character of cyclic compounds, although a
number of exceptions are also well documented. (4)
Finally, there are a number of theoretical indices of
aromaticity, which will not be elaborated on here. In-
stead, we refer to the book by Minkin et al.23 and the
special issue of Chemical Reviews published recently.2


There are some other facets of aromatic compounds
that make them a special class of molecular systems, such
as the electrophilic substitution susceptibility, but this
cannot be used as a criterion.


The antipodes of aromatic are antiaromatic com-
pounds. A benchmark for extreme manifestation of anti-
aromaticity is cyclobutadiene (CBD). It has a much
higher energy than the corresponding open-chain poly-
ene. Good quality ab initio calculations on CBD show
that its total energetic destabilization relative to 1,3-
butadiene is 78.6 kcal mol�1 (1 kcal¼ 4.184 kJ).24,25


This is, of course, the sum of the angular strain energy
ES(CBD) and antiaromatic destabilization energy of the
4� electron moiety, Ead(CBD), where the latter is provi-
sionally ascribed to the �-electron network only. The
energy ES has recently been estimated to be
32� 2 kcal mol�1.26 Taking this value into account, we
derive Ead(CBD) to be 46.6� 2 kcal mol�1, which com-
pares with the results of the experimental work of Deniz
et al.26 (55� 11 kcal mol�1) and an earlier G2 study
which gave Ead(CBD)¼ 40.6 kcal mol�1.27


It is important to mention that our analysis indicated
that there were two types of aromaticity: endo- and exo-
aromaticity,24 and they should be clearly distinguished.
Since these concepts have both conceptual and practical
consequences, we shall make a brief comment on the
main conclusions. Endo-aromaticity of the paradigmatic
benzene is related to its deformation propensity provided
the topology of the �-electron manifold is preserved. It is
well known that the benzene moiety is easily distorted, as
shown theoretically by Lipkowitz and Peterson28 and by
Hall.29 The flexibility of the benzene structural frame-
work is confirmed by x-ray studies, which have shown
that its crystal structure at 15 K is not planar.30 Its
moderate chair conformation is caused by weak inter-
molecular interactions in the range 1–3 kcal mol�1 ac-
cording to Kitaygorodsky,31 indicating a pronounced
distortion ability. Similarly, the difference in total
energy for the optimized D6h structure of benzene
and the hypothetical reference cyclohexatriene is only
5.6 kcal mol�1.24 Concomitantly, the benzene ring is easily
deformed by a judicious choice of substituents32–38 or by
its fusion to small strained ring(s). The latter leads to
the well known Mills–Nixon39–42 or reversed Mills–
Nixon43–45 effects, which in turn have interesting
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structural and chemical consequences. In particular, a
small ring fusion leads to a substantial �,� discrimination
in electrophilic substitution reactions.46–49 Exo-aromati-
city is related to a hypothetical ring-opening reaction(s)
leading to open-chain �-electron fragment(s) as exempli-
fied by 1,3-butadiene. Aromatic stabilization relative to a
ring-scission process is completely different from the
stabilization energy acting against the ring deformation
described above. Analysis of the HF energies satisfying
the virial theorem shows that the exo-aromaticity has its
origin in a decreased 1


2
(VeeþVnn) term, where Vee and Vnn


are electron–electron and nucleus–nucleus repulsions,
respectively. In contrast, endo-aromaticity leading to
favoured D6h benzene compared with artificially de-
formed D3h cyclohexatriene is a consequence of a more
efficient nucleus–electron attraction Vne.


24 Endo- and
exo-antiaromaticity can be defined analogously.24 It ap-
pears that the transition D4h structure (TS) of CBD is a
consequence of an enormous increase in the Vnn repul-
sion. In the contrast, its exo-antiaromaticity is manifested
predominantly in a considerably smaller nucleus–elec-
tron attraction Vne term compared with 1,3-butadiene.24


A closer look at the �-electron correlation energies in
cyclic molecules revealed a seemingly counterintuitive
behavior of the non-dynamic or static correlation in anti/
aromatic compounds.24,50 It was the purpose of this work
to examine the role of the non-dynamic �-electron
correlation energies E(ND)� in planar organic molecules
in some more detail with particular emphasis on the
problem of anti/aromaticity. However, we would like to
point out that our aim is not to develop a new criterion of
aromaticity, but merely to illustrate the fact that anti/
aromaticity is reflected in typical deviations of the
E(ND)� values from the additivity rule.


METHODOLOGY


The non-dynamic correlation energy of �-electrons,
E(ND)�, is conveniently calculated by the multiconfi-
gurational SCF (MCSCF) method, taking into account
the complete active space of �-MOs (CASSCF�) accord-
ing to formalism developed by Ruedenberg et al.51 and
Roos.52 The expression is


EðNDÞ� ¼ EðHFÞ � EðCASSCFÞ� ð1Þ


where we define the correlation energy as a positive
magnitude for the sake of convenience, although it is
negative by its nature, thus stabilizing the molecular
systems. Dunning’s cc-pVDZ basis set53 was used and
geometries were optimized at the CASSCF�/cc-pVDZ
level. Hence, Eqn (1) takes the form


EðNDÞ� ¼ EðHF=cc-pVDZ==CASSCF
�=cc-pVDZÞ


� EðCASSCF�=cc-pVDZÞ ð2Þ


A more detailed description of the complete active
space calculations involves the specification of the num-
ber of active electrons and active molecular orbitals.
Concomitantly, CASSCF(n1,n2)� implies n1 active (�)
electrons and n2 (�) active MOs. In hydrocarbons we used
n1¼ n2 with one notable exception, the cyclopropenyl
cation, where n1¼ 2 and n2¼ 3. The latter implies that
one �-MO and a degenerate pair of �*-MOs are active in
the CASSCF� procedure. In fluorinated compounds
n2¼ n1–1 in singly substituted molecules, n2¼ n1–2 for
double substitution, etc. The same holds for molecules
involving O(sp3) oxygen. A special case is given by
nitrogen atoms. We shall distinguish between the two-
coordinated sp2 (planar) nitrogen atoms N(sp2)2 as in the
——NH group and three-coordinated planar nitrogens
N(sp2)3 as in the >NH fragment belonging to planar
five-membered rings. In all other compounds n1¼ n2 as in
planar hydrocarbons.


NICS values in cyclic molecules were calculated 1 Å
above the ‘center of the ring,’ using the GIAO-HF/cc-
pVDZ//CASSCF�/cc-pVDZ method. The ‘center of the
ring’ corresponds to a minimum of the electron density
within the ring obtained by Bader’s topological atoms in
molecules (AIM) analysis. MOLCAS54 and Gaussian55


codes were employed in this work.


RESULTS AND DISCUSSION


The gauge non-aromatic polyenes involving relevant
heteroatoms are depicted in Fig. 1. Two comments are
appropriate here. First, n(n1,n2) or n-X(n1,n2), (X¼ F, O,
NH, OH and NH2), denote molecules, whereas n1 and n2


within parentheses denote the number of active electrons
and active �-MOs, respectively, as usual. Second, the
NH2 group in 1-NH2, 2-NH2 and 3-NH2 is forced to be
planar for parametrization purposes, implying that these
systems are only model molecules. The calculated non-
dynamic correlation energies E(ND)� are fitted by an
atomic additivity equation:


EðNDÞ� ¼ nðCÞEðCÞ�


þ n½Nðsp2Þ2�E½Nðsp2Þ2�
�


þ n½Nðsp2Þ3�E½Nðsp2Þ3�
�


þ n½Oðsp2Þ�E½Oðsp2Þ��


þ n½Oðsp3Þ�E½Oðsp3Þ��


þ nðFÞEðFÞ� þ nðHÞEðHÞ�


ð3Þ


where we distinguish sp2 and sp3 oxygen atoms and two
types of sp2 nitrogen atoms as mentioned above. The
corresponding numbers of specific atoms in considered
polyenes are denoted by n(X), X¼C, N(sp2)2, N(sp2)3,
O(sp2), O(sp3), F and H, whereas the effective non-
dynamic �-electron correlations are given as E(X)�,
X¼C, N(sp2)2, N(sp2)3, O(sp2), O(sp3), F and H. The
contribution of H atoms arises from their polarization
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function and it is negligible as expected (Table 1).
Analogous additivity equations hold for both the HF
and CASSCF� energies, where the average atomic con-
tributions are denoted by " and �, respectively:


EðHFÞ ¼ nðCÞ"ðCÞ
þ n½Nðsp2Þ2�"½Nðsp2Þ2�
þ n½Nðsp2Þ3�"½Nðsp2Þ3�
þ n½Oðsp2Þ�"½Oðsp2Þ�
þ n½Oðsp3Þ�"½Oðsp3Þ�
þ nðFÞ"ðFÞ þ nðHÞ"ðHÞ


ð4Þ


and


EðCASSCFÞ� ¼ nðCÞ�ðCÞ þ n½Nðsp2Þ2��½Nðsp2Þ2�
þ n½Nðsp2Þ3��½Nðsp2Þ3�
þ n½Oðsp2Þ��½OðspÞ2�
þ n½OðspÞ3��½OðspÞ3�
þ nðFÞ�ðFÞ þ nðHÞ�ðHÞ


ð5Þ


Perusal of the least-squares values obtained for the three
types of energies E(ND)�, E(HF) and E(CASSCF)� pre-
sented in Table 1 reveals excellent performance of Eqns
(3)–(5). For instance, effective non-dynamic correlation
energies per atom E(X)� reproduce the calculated E(ND)�


values with an average absolute deviation (AAD) of only
0.3 kcal mol�1, whereas the maximum absolute deviation
(MAD) is 1.0 kcal mol�1. The correlation coefficient R2 is
0.9996. Effective average energies E(X)� are of some
interest, because they are small but positive for F atoms
and small and negative for sp3 O atoms and sp2 three-
coordinated N atoms. It appears that N(sp2)3 and O(sp3)
atoms do not contribute to the non-dynamic correlation of
�-electrons and in fact they diminish it slightly. Finally,
E(X)� increases along the triad X¼C, N(sp2)2 and
O(sp2).


It should be stressed that both components yielding the
non-dynamic correlation energy E(ND)�, that is, HF and
CASSCF� energies, conform to the same mutatis mutan-
dis additivity rule. Once again performance of the ad-
ditivity is excellent, as evidenced by very low AAD values
0.8 and 1.0 kcal mol�1, respectively, in spite of the great
simplicity of Eqns (4) and (5). Obviously, polyenes


Figure 1. Schematic representation of zig-zag polyenes
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provide good non-aromatic systems yielding a convenient
scale for estimating exo-anti/aromaticity. A more detailed
analysis of deviations from the additivity for all three
types of the energy can be made by inspection of Table 2.


Representative cyclic molecules studied here are pre-
sented schematically in Fig. 2. The computed E(ND)�


energies are compared with the additivity estimates in
Table 3. At first sight, counterintuitive behavior of
E(ND)� is apparent: the aromatic compounds possess
lower non-dynamic �-electron correlation energies than
the corresponding open-chain polyenes, whereas the
opposite holds for antiaromatic systems. Hence, �E
(ND)�¼E(ND)��E(ND)�add is positive for the latter
and negative for the former molecules. However, this is
easily explained by examining the HF HOMO–LUMO
gaps in benzene and CBD. They are, in comparison with
the corresponding zig-zag polyenes (1,3,5-hexatriene and
1,3-butadiene, respectively) higher for benzene by 2.2 eV


and lower for CBD by 1.9 eV. Taking into account that
1 eV¼ 23.06 kcal mol�1, it is obvious that E(ND)� will be
lower and higher in benzene and CBD, respectively,
compared with the additive values.


It is of some interest to compare our results with the
corresponding NICS values given in Table 3. At this point
some preliminaries are necessary, because it is very
important to stress that some researchers believe in
aromaticity as a one-dimensional property. This would
imply that the hierarchy of the aromatic compounds
should be the same for all criteria of aromaticity. Ob-
viously, this is not possible, because each molecular
property probes one particular region of the molecular
electron density distribution and/or arrangement of MO
energies, assuming that the independent single particle
picture applies. Consequently, aromaticity is differently
manifested in various properties, not to mention criteria
based on non-observables. It follows as a corollary that


Table 1. Atomic weighting factors (effective energy per atom in a molecule) appearing in additivity Eqns (3)–(5) for non-
dynamic correlation energy, the total energy obtained by the CASSCF�/cc-pVDZ method and the total energy at the HF/cc-
pVDZ//CASSCF�/cc-pVDZ levela


Atom E(ND)�add (kcal mol�1) E(CASSCF)�add (a.u.) E(HF)add (a.u.)


C 8.57 �37.88687 �37.87320
N(sp2)2 12.04 �54.46535 �54.44616
N(sp2)3 �1.34 �54.45633 �54.45846
O(sp2) 13.67 �74.88043 �74.85868
O(sp3) �0.35 �74.86199 �74.86253
F 0.36 �99.42703 �99.42645
H 0.01 �0.57383 �0.57381
AAD 0.3 0.8 kcal mol�1 1.0 kcal mol�1


MAD 1.0 1.9 kcal mol�1 3.1 kcal mol�1


R2 0.9996 1.0000 1.0000


a N(sp2)2 and N(sp2)3 correspond to two- and three-coordinated sp2 nitrogens respectively.


Table 2. Non-dynamic correlation energy E(ND)� of gauge linear zig-zag polyenes calculated by the CASSCF� procedure and
by the additivity Eqn (3), given in kcalmol�1a


Molecule E(ND)� �E(ND)�add �E(ND)� �E(CAS) �E(HF)


1 17.7 17.2 0.5 0.7 1.3
2 34.8 34.4 0.4 0.7 1.1
3 51.7 51.5 0.2 0.3 0.5
4 68.7 68.7 0.0 �0.2 �0.2
1-F 17.6 17.5 0.1 �0.8 �0.7
2-F 34.8 34.7 0.1 0.3 0.4
3-F 35.0 35.1 �0.1 0.2 0.2
1-O 22.3 22.3 0.0 1.8 1.9
2-O 38.4 39.4 �1.0 �2.0 �3.1
3-O 45.0 44.5 0.5 0.1 0.6
1-NH 20.8 20.6 0.2 1.1 1.2
2-NH 37.6 37.8 �0.2 �0.4 �0.7
3-NH 41.3 41.3 0.1 �0.3 �0.3
1-OH 16.4 16.8 �0.4 �1.9 �2.4
2-OH 34.0 34.0 0.0 0.5 0.4
3-OH 33.9 33.7 0.2 0.7 1.0
1-NH2 15.7 15.9 �0.2 �1.0 �1.1
2-NH2 32.4 33.0 �0.6 �0.5 �1.2
3-NH2 32.1 31.7 0.4 0.8 1.1


a Deviations from additivity are defined as follows: �E(ND)�¼E(ND)��E(ND)�add; �E(CAS)¼E(CASSCF�/cc-pVDZ)�E(CASSCF�/cc-pVDZ)add;
�E(HF)¼E(HF/cc-pVDZ//CASSCF�/cc-pVDZ)�E(HF/cc-pVDZ//CASSCF�/cc-pVDZ)add.
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non-additivity for various molecular features is some-
times different, thus leading to several distinct ladders of
aromaticity. This is exactly the outcome of a recent
statistical study by Cyrański et al.56 which confirmed
some earlier conclusions about this problem.57–61 There-
fore, a close semblance between �E(ND)� and NICS is
not expected and indeed it does not occur. Qualitative
accordance is observed in some cases, however, as the


rest of this discussion will show. Let us also emphasize
that the static correlation energy of �-electrons �E(ND)�


is also not an observable. It is a portion of the total
molecular energy being in addition dependent on the
choice of active electrons and molecular orbitals. It is
gratifying that the latter can be usually made in a natural
self-evident way. The second point to be made is that the
aromatic stabilization can be reduced essentially to the


Figure 2. Schematic representation of cyclic and bicyclic planar molecules considered in the present study
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Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 753–763







independent particle features. Consider the following
homodesmotic reaction:


þ3½H2C--------CH2� ¼ 3½H2C--------CH-----CH--------CH2� � Easð5Þ


ð6Þ


where the aromatic stabilization is defined as a positive
magnitude and denoted by Eas. Equation (6) defines the
aromatic stabilization up to the triple �-electron deloca-
lization energy in trans-1,3-butadiene. Experimentally,
Eas(5) is 21.6� 1.5 kcal mol�1,62 as obtained from the
measured enthalpies of formation �Hf


�. Theoretical
MP4(SDTQ)/6–31G* calculations63 including the basis
sets superposition error yield Eas(5)¼ 21.35 kcal mol�1,
in excellent agreement with experiment. Employing our
additivity Eqns (4) and (5), we can recast Eqn (6) into


� 6½"ðCÞ or �ðCÞ� � 6½"ðHÞ or �ðHÞ� ¼ �Easð5Þ ð7Þ


illustrating that the atomic additivity is equivalent to the
concept of homodesmotic reactions. Average atomic
energies " and � given in Table 1 yield Eas(5) of 24.9
and 18.9 kcal mol�1 for HF/cc-pVDZ//CASSCF(6,6)�/cc-
pVDZ and CASSCF(6,6)�/cc-pVDZ, respectively. It
follows that the aromatic stabilization at the HF level is
close to the exact value, being higher by only 3.5 kcal
mol�1. Counterintuitive as it is, the CASSCF(6,6)� model,
which includes the non-dynamic �-electron correlation,
yields Eas(5) lower than the exact value by 2.5 kcal mol�1.
The latter is obviously recovered by the dynamic correla-
tion of all valence electrons, since a full calculation
should in principle give the exact value. Therefore, the
contribution of the dynamic correlation of all valence
electrons to the aromatic character of benzene is 2.5 kcal
mol�1. Since the influence of the �-electrons on the
dynamic correlation is decisive for obvious reasons, this
finding underlines an important role of the �-framework,
i.e. it acts in the right direction as far as the stability of
aromatic compounds is concerned. We shall come back to


Table 3. Non-dynamic correlation energy E(ND)� obtained by the CASSCF� formalism and by the additivity rule for some cyclic
molecules, in kcalmol�1, with NICS values (in ppm) for comparative purposea


Molecules E(ND)� E(ND)�add �E(ND)� NICS �E(CAS) �E(HF)


5 45.5 51.5 �6.0 �12.4 �18.9 �24.9
6 45.1 51.5 �6.4 �11.0 �12.9 �19.3
7 63.2 68.6 �5.4 �11.8 �15.8 �21.3
8 14.8 25.7 �10.9 �15.7 215.8 204.9
9 31.8 42.9 �11.1 �13.7 29.2 18.1
10 41.0 60.1 �19.1 �10.8 153.2 134.0
11 82.2 85.8 �3.6 �7.5b;�17.7c 9.2 5.6
12 28.7 39.4 �10.7 �10.5 58.7 48.0
13 66.1 73.7 �7.6 �12.3 �21.5 �29.2
14 32.6 34.0 �1.4 �10.8 5.6 4.1
15 35.4 37.4 �2.0 �11.2 28.1 26.1
16 34.7 37.4 �2.7 �10.1 0.8 �2.0
17 37.7 40.9 �3.2 �10.2 12.1 8.9
18 29.6 37.7 �8.1 �9.9 65.8 57.6
18þ 11.5 24.4 �12.9 �13.4 187.2 174.2
19 31.0 33.0 �2.0 �11.8 �3.3 �5.3
20 33.9 36.5 �2.6 �12.7 5.3 2.6
21 33.2 36.5 �3.3 �11.8 �7.0 �10.3
22 35.4 39.9 �4.5 �12.2 0.8 �5.3
23 47.9 54.9 �7.0 �12.0 �14.1 �21.2
24 51.7 51.5 0.2 �4.3 11.2 11.3
25 51.4 51.8 �0.4 �5.1 10.4 9.9
26 50.6 52.2 �1.6 �5.8 5.6 3.9
27 48.9 51.1 �2.2 �6.5 8.7 6.5
27� 45.9 51.1 �5.2 �12.3 �1.3 �6.6
28 46.1 50.8 �4.7 �7.6 0.2 �4.5
29 57.2 56.6 0.6 2.0 9.8 10.3
30 46.3 60.1 �13.8 �12.4 24.9 11.1
31 72.0 68.6 3.4 12.6d 33.7 37.0
32 51.7 60.1 �8.4 — 52.4 44.0
33 43.6 34.3 9.3 24.2 75.3 84.6
34 74.0 34.3 39.7 — 81.8 121.4
35 45.1 37.8 7.3 18.1 74.5 81.7
36 43.9 41.2 2.7 13.2 70.5 73.1


a Deviation from additivity are defined as in the footnote to Table 2.
b NICS value calculated 1 Å above the center of the seven-membered ring in azulene.
c NICS value calculated 1 Å above the center of the five-membered ring in azulene.
d NICS value calculated 1 Å above the center of each of the rings in pentalene.
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this point later. As to the role of �-electrons, we can say
with confidence that the contribution of E(ND)� to the
exo-aromatic stabilization is small and negative. Never-
theless, it can serve for diagnostic purposes in identifying
aromaticity, albeit only in a qualitative sense, as the
present results show.


Let us commence with the aromatic six-membered
rings. In the series 5, 6, 7, 13 and 23 all compounds
should be about equally aromatic by both �E(ND)� and
NICS criteria. A small but hardly significant increase
could be expected in benzaldehyde (13). Five-membered
rings 14–17 and 19–22 should be considerably less
aromatic than benzene according to the �E(ND)� diag-
nostic, but almost as aromatic as benzene if the NICS
criterion is applied. The ultimate answer could be given
only by the homodesmotic reactions. Particularly aro-
matic should be the cyclopentadienyl anion 9, which is in
harmony with an earlier finding that cyclopentadiene and
its derivatives are a strongly acidic compounds.64–66


Substituted fulvenes are interesting, since the parent
compound 24 is non-aromatic according to �E(ND)�


and HOMA,11,12 in contrast to NICS, which predicts an
appreciable amount of aromaticity (Table 3). Single and
double substitution at position C(6) by F or OH groups
increases the aromatic character of the five-membered
ring, which is reflected by all three indices �E(ND)�,
NICS and HOMA.11,12 A particularly strong aromatiza-
tion effect is found in monosubstituted CH2


� (30) and O�


(27�) derivatives. However, the NICS prediction is that
27� and 30 are equally aromatic, whereas both �E(ND)�


and HOMA indicate that 30 is by far the most aromatic
fulvene. We are inclined to conclude that NICS results
should be treated with caution here.


Let us focus on the cationic systems 8, 10 and 18þ .
The cycloheptatrienyl cation 10 should be extremely
aromatic according to �E(ND)� calculation, whereas it
should exhibit lower aromaticity than benzene by the
NICS criterion. Our prediction is, however, corroborated
by the experimental hydride transfer energy and
CCSD(T)/6–311þG*//CCD/6–311þG* calculations
of Wiberg,67 both of which indicate that the cyclohepta-
trienyl cation 10 is stabilized by about 50 kcal mol�1. This
is in harmony with Hückel’s 4nþ 2 rule, and additionally
by its stabilization, which is substantially larger than that
in benzene. We note in passing that our calculations give
a planar geometry of D7h in agreement with IR, Raman,
1H NMR and x-ray measurements.67 It follows that
perhaps NICS values between charged and neutral spe-
cies should not be compared. Further, it appears that
cyclopropenyl cation 8 should be more aromatic than
benzene. This is corroborated by the G2 study of
Glukhovtsev et al.68 employing a homodesmotic reac-
tion, which indicated stabilization in 8 as high as
59.1 kcal mol�1. Our experience indicates that charged
species generally exhibit higher resonance effects and
aromatization stabilization than the comparable neutral
molecules. This is in line with recent calculations which


have shown conclusively that protonation of some imino
groups attached to planar molecular backbones could
trigger a very strong aromatization effect in three-, five-
and six-membered rings,69–72 and that the sequential
aromatic domino effect might lead to extremely powerful
organic superbases.69–72 By the same token, the proto-
nated cyclopropeneimine 18þ is highly aromatic by both
�E(ND)� and NICS indices. A characteristic increase in
aromaticity is observed on going from the parent base 18
to its conjugate acid 18þ , as expected. The MP2(fc)/6–
311þG**//HF/6–31G* calculations based on homodes-
motic reactions have shown that the conjugation and
cationic resonance energy in 18 and 18þ are 15.7 and
30.3 kcal mol�1, respectively70. An additional interesting
charged compound is the cycloheptatrienyl anion 32.
Recent B3LYP/6–31G* calculations have shown that 32
has a very small singlet–triplet gap between �1.0 and
�2.6 kcal mol�1.73 The triplet is more stable and planar
with D7h symmetry, whereas the singlet assumes a non-
planar deformed structure. We are interested here in the
planar singlet state of 32 as obtained by the CASSCF�


calculations, which show that the constrained planar
structure is a regular D7h heptagon, exhibiting significant
aromatic character, thus violating the Hückel 4n� rule. It
is likely that Hückel rules do not always apply in charged
species. One should mention, however, that the NICS
value (42.9 ppm)73 for a non-planar singlet indicates its
strong antiaromaticity. It should be noted in this connec-
tion that the heptaphenylcycloheptatrienyl anion was
synthesized and that it was a singlet.74 More involved
calculations employing more flexible basis sets and a
higher level of theory would be desirable. In concluding
this section, it is worth noting that cyclopropenone (12)
should be more aromatic than 18, implying strong parti-
cipation of resonance coupling between the singly
bonded oxygen anion substituent and the cyclopropenyl
cation ring in the total wavefunction. This is in line with
the aromatic stabilization of 23.5 kcal mol�1 obtained by
MP2(fc)/6–311þG**//HF/6–31G* calculation.50


Bicyclic azulene (11) and pentalene (31) are aromatic
and antiaromatic, respectively, in agreement with the
generally accepted opinion. It is noteworthy that the
NICS value for a five-membered ring is much lower
(�17.7) than that for a seven-membered ring (�7.5 ppm),
implying a substantially higher aromatic character of the
former ring. The �E(ND)� calculation indicates, on the
other hand, moderate overall aromatic stabilization. This
is in accordance with HOMA indices.6


Cyclobutadiene (CBD) is antiaromatic, as evidenced
by a positive �E(ND)� value. It is of interest to examine
the relative influence of the HF and the electron correla-
tion energies on the antiaromaticity of CBD. The corre-
sponding homodesmotic reaction is


þ 2½H2C--------CH2� ¼ 2½H2C--------CH-----CH--------CH2� þ Etdð33Þ


ð8Þ
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where the total destabilization is also defined as a positive
magnitude. Reducing eq. (8) by the atomic additivity
scheme, one obtains:


� 4½"ðCÞ or �ðCÞ� � 4½"ðHÞ or �ðHÞ� ¼ Etdð33Þ ð9Þ


The results obtained for Etd(33) by the HF/cc-pVDZ//
CASSCF(4,4)�/cc-pVDZ and CASSCF(4,4)�/cc-pVDZ
models are 84.6 and 75.3 kcal mol�1, respectively. Sur-
prisingly, the Hartree–Fock Etd(33) is in excellent agree-
ment with experiment (��Hf¼ 86 kcal mol�1).26


Substracting the experimental angular strain energy26 of
32� 2 kcal mol�1 from Etd(33), the antiaromatic destabi-
lization energy Ead(33) is found being 52.6� 2 and
43.3� 2 kcal mol�1 for the HF and CASSCF(4,4)� mod-
els, respectively. The former value compares well with
the 55 kcal mol�1 attributed to genuine antiaromaticity.26


It appears that antiaromaticity is well described within
the independent electron HF picture, whilst the influence
of non-dynamic �-electron and dynamic all-valence elec-
tron energies practically cancels out. For example,
E(ND)� for CBD decreases antiaromatic destabilization
by 9 kcal mol�1, whereas the dynamic correlation appar-
ently increases it by 12 kcal mol�1. It is interesting that the
interplay of �E(ND)� and �E(D) is again antagonistic,
just as in the case of aromatic benzene. A particularly
high deviation from additivity is found in CBD(TS). One
could argue that the HF function is inappropriate as a
reference in this case, but in our opinion it is exactly the
CASSCF function, which improves upon the HF approx-
imation in general, yielding in this way the non-dynamic
correlation (i.e. the static correlation correction) energy.
It should be pointed out that the calculation of NICS in 34
is not possible for the HF wavefunction, since it has the
wrong symmetry. Finally, inclusion of nitrogen atoms
into the CBD ring diminishes antiaromaticity, as evi-
denced by compounds 35 and 36.


To summarize, it has been conclusively shown that
anti/aromaticity is reflected in deviations of the non-
dynamic �-electron correlation energy E(ND)� from the
additivity rule. The deviations differ in sign for aromatic
and antiaromatic compounds, being close to zero in non-
aromatic cyclic systems. Hence they can be used as a
diagnostic tool. However, �E(ND)� can provide only
qualitative information about anti/aromaticity, since both
aromatic stabilization and antiaromatic destabilization
relative to the corresponding linear polyenes are predo-
minantly determined by the HF energies.


CONCLUSION


The Hartree–Fock and CASSCF� energies of linear
zig-zag polyenes exhibit remarkable additivity in terms
of average atomic energies. As a consequence, the
non-dynamic correlation energy of �-electrons E(ND)�


is also additive. In contrast, E(ND)� is non-additive


in cyclic planar �-systems as a rule. The deviations
�E(ND)�¼E(ND)��E(ND)�add are negative for aro-
matic and positive for antiaromatic compounds. Since
E(ND)�add reproduces the non-dynamic �-electron en-
ergy of open-chain polyenes, such a behavior of anti/
aromatic cyclic molecules is seemingly counterintuitive.
However, this feature is easily understood if the HF
HOMO–LUMO gaps are taken into account in, e.g.,
benzene and CBD. It appears that they are higher in
benzene and lower in CBD compared with reference
linear zig-zag polyenes. The overall contribution of the
total correlation energy of all valence electrons to the
aromatic stabilization of benzene is positive (see above).
Since the contribution of �-electrons to the dynamic
correlation is obviously larger than that of �-electrons,
it follows that the �-electron framework has important
role in determining aromaticity. This finding lends addi-
tional support to the claim of Shaik and co-workers75–79


that �-electrons are distortive in aromatic molecules,
whereas the opposite should hold for the antiaromatic
molecules. Specific �–� partitioning and calculations of
Jug and Köster80 also underpin this assertion. Non-
additivity of E(ND)� provides one more piece of evidence
that anti/aromaticity is an excess/depletion feature, which
is characteristic of many molecular properties. It should
be strongly emphasized that each of these properties
defines its own scale of anti/aromaticity. Hoffman
et al.81 rightly pointed out that ‘no single property exists,
whose measurements could be taken as a direct, unequi-
vocal measure of aromaticity,’ implying that a multitude
of ladders of anti/aromaticity is possible. This conclusion
is perfectly clear, because each molecular property
probes different parts of the electron density distribution
in molecules and/or arrangement of the MO levels. The
multifaceted nature of anti/aromaticity is evidenced by,
inter alia, an analysis of the paradigmatic cyclobutadiene
and benzene, which has shown that it is possible to define
two types of de/stabilization leading to endo- and exo-
anti/aromaticity.24 Their physical origin is completely
different (see above). The endo-aromaticity is important
in order to understand the properties of deformed aro-
matic moieties produced on fusion to small ring(s) or
substituted by various substituents, termed Mills–
Nixon39–45 or AGIBA (angular group-induced bond alter-
nation),32–38 respectively. The exo-aromaticity describes
the aromatic stabilization relative to open-chain polyenes
as exemplified by Eqns (6) and (7). Finally, it should be
mentioned that any of the anti/aromaticity scales based
on a particular molecular property is useful in its own
right, but that employing homodesmotic reactions is the
most important as far as chemistry and chemical reactiv-
ity are concerned. Alternatively, one can use the additiv-
ity rules for the HF and electron correlation energies
developed earlier24,50 and employed here. Inclusion of
the total electron correlation energy of all valence elec-
trons in a large variety of anti/aromatic molecules would
be of interest. This work is in progress.


NON-ADDITIVITY OF STATIC CORRELATION ENERGY 761


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 753–763







Acknowledgements


We thank the John von Neumann Institut für Computing
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ABSTRACT: The conformational equilibria of 2-N,N-dimethylamino- (1), 2-methoxy- (2), 2-methylthio- (3) and 2-
methylselenocyclohexanone (4) were determined in various solvents by measurement of the 3JH-2,H-3 couplings. The
observed couplings were analyzed using theoretical and solvation calculations to give both the conformer energies in
the solvents studied plus the vapor-phase energies and the coupling constants for the distinct conformers. These gave
the conformer energies and couplings of 2–4. The intrinsic couplings for the 2-N,N-dimethylamino compound were
determined by the molecular mechanics PCMODEL program. The axial conformation in 1 is the most polar and also
more stable in DMSO solution (Eeq�Eax¼ 0.05 kcal mol�1) and the pure liquid, while the equatorial conformer
predominates in the remaining solvents studied (except in CCl4, where self-association is observed). In the methoxy
ketone (2) the equatorial conformation is more stable in the vapor (Eeq�Eax¼�0.30 kcal mol�1) and in all solvents.
The opposite behavior is shown by 3 and 4, where the axial conformation is the more stable one in the vapor phase
(Eeq�Eax¼ 1.60 and 2.95 kcal mol�1 for 3 and 4, respectively) and is still the prevailing conformer in solution. The
axial predominance for 3 and 4 is attributed to hyperconjugation between the electron lone pair of the hetero-
substituent and the �*CO orbital. This interaction is stronger for 3 and 4 than in the case of 1 and 2, where the ‘gauche
effect’ in the equatorial conformation should be more effective in stabilizing this conformation. Copyright # 2003
John Wiley & Sons, Ltd.


KEYWORDS: conformational analysis; 2-substituted cyclohexanones; NMR spectroscopy; theoretical calculations;


solvation theory


INTRODUCTION


Cyclohexanones are useful models for the rationalization
of several factors in the synthetic1,2 and physical organic
chemical3–7 fields. In the latter, there is great interest
in the determination of the conformational equilibrium of
2-substituted cyclohexanones and the study of the effects
which govern their equilibrium. The main techniques
which have been applied in conformational analysis of
2-substituted cyclohexanones and of several other mole-
cules are NMR, through the measurement of chemical
shifts or coupling constants, and through the measure-
ment of the band intensities corresponding to each con-
former in the infrared spectra. In the NMR method, rigid
derivatives have been used for determination of indivi-
dual chemical shifts or couplings, but this procedure has
been criticized by Wolfe and Campbell8 because of the


presence of the bulky group, often a tert-butyl group,
which can cause distortions in the ring’s geometry. More-
over, the determination of conformer populations through
the direct measurement of the band intensities in the
infrared spectrum may not lead to reliable values, since
the conformers can present different molar absorptiv-
ities.9 With these considerations, we propose the applica-
tion of a methodology for conformational analysis based
on NMR, theoretical calculations and solvation theory,
which avoids the approaches in the classical methods.
This work complements a recent study carried out for
2-halocyclohexanones (halo ¼ F, Cl, Br and I),5,7 now
applied to systems conformationaly more flexible than
the halo ketones, owing to the possible rotation of the
substituent group [NMe2 (1), OMe (2), SMe (3) and
SeMe (4)], in addition to ring interconversion (Fig. 1).


It has been shown for the 2-halocyclohexanones7 that
the halogen volume influences the nX!�*CO hypercon-
jugation in the axial conformation, with the largest
halogen (or the one with the nX orbital of highest energy)
being preferred for such interaction. Moreover, in the
case of small and more electronegative substituents, such
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as fluorine, there is an interaction which favors the
equatorial form, namely the ‘gauche effect.’ The origin
of this effect has been much debated in the literature, and
it is properly discussed in a review by Senderowitz and
Fuchs.10 The fact is that compounds 1–4 may present
both intramolecular interactions, nX!�*CO hyperconju-
gation and the ‘gauche effect,’ in addition to the classical
steric and electrostatic repulsions, hence their conforma-
tional isomerism is governed by a balance among them.


The methodology used in this work for conformational
analysis has been fully described in detail by Abraham
and Bretschneider,11 but it can also be found in several
other reports.5,7,12–17


EXPERIMENTAL


Compounds 1, 3 and 4 were synthesized according to a
literature procedure.4 Compound 2 was purchased from
Aldrich.


The 1H NMR spectra were recorded on a Varian
Gemini-300 spectrometer operating at 300.06 MHz.
Spectra were taken with ca 20 mg cm�3 solutions with a
probe temperature of 22 �C. [2H12]Cyclohexane was used
as the deuterium lock for the CCl4 solutions. All spectra
were referenced to internal TMS. Typical conditions were


a spectral width of 2500 Hz with 32 K data points,
acquisition time 6.8 s, zero-filled to 128 K to give a digital
resolution of 0.04 Hz per point.


RESULTS AND DISCUSSION


Calculations and NMR experiments


The stable conformers of 2–4 were found after scanning
the dihedral angle H—C—X—Me (X ¼ O, S and Se)
or the H—C—N lone pair for 1, of their axial and
equatorial conformations through the AM1 semi-empiri-
cal method. Each minimum found in the potential energy
surface was then optimized using the B3LYP method
with the 6–311þ g(d,p) basis set, available in the
Gaussian 98 program.18 These minima are illustrated in
Fig. 2, and the most stable form for both axial and
equatorial conformations was used for the energy differ-
ences and coupling constant calculations, which are
mentioned below. The axial g� form is not a minimum
for 3 and 4 at the level of theory carried out.


For 1, the axial anti and equatorial g� forms were
the most stable conformations and should direct the
conformational isomerism for the N,N-dimethylamino
derivative [see Table 1 for the B3LYP/6–311þ g(d,p)
conformational stabilities]. However, their calculated di-
pole moments do not differ much from one another, the
axial form being slightly more polar (3.1 D) than the
equatorial form (2.7 D), suggesting a small dependence of
conformer populations on the solvent polarity. The axial
percentage will increase with increase in the solvent
relative permittivity, " (dielectric constant). The situation
for 2–4 is different, since the preferred conformations have
dipole moments different enough to allow a significant
dependence of the conformer molar fractions on the


Figure 1. Conformational equilibrium for 2-X-cyclohexa-
nones


Figure 2. Stable conformations for 1–4. Axial g� form is not a minimum for 3 and 4
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solvent. In contrast to 1, the main equatorial conformation
for 2–4 (equatorial gþ for 2 and 3 and g� for 4) is more
polar than the most stable axial conformer (axial gþ), and
so it is presumed that the equatorial percentage increases
with increasing solvent dielectric constant. Because the
axial form of 1 is more polar than the equatorial form,
and in 2–4 the opposite is observed, it is suggested that
3JH-2,H-3 (H-2 and H-3 trans) in 1 decreases with increas-
ing solvent polarity, whereas in 2–4 it increases with
increasing solvent polarity. This is due to the dihedral
angle between H-2 and H-3ax in the axial conformer,
which is close to 60 � (smaller J ), and in the equatorial
conformer it is close to 180 � (larger J ) (see Fig. 1 for the
hydrogen numbering). The other 3JH-2,H-3 coupling (H-2
and H-3 cis) is an average between 3JH-2ax,H-3eq and 3JH-


2eq,H-3ax, which are similar in magnitude, and thus it does
not vary so significantly with the solvent as the 3JH-2,H-3


coupling (H-2 and H-3 trans), which varies between 3JH-


2eq,H-3eq and 3JH-2ax,H-3ax. For instance, whereas 3JH-2,H-3


(trans) in 1 varies from 9.46 Hz in CDCl3 to 7.39 Hz in
DMSO-d6, 3JH-2,H-3 (cis) varies from 4.46 to 5.84 Hz in
these solvents. Hence, the 3JH-2,H-3 (trans) couplings are
more appropriate for this study.


Before using the joint NMR and solvation methodol-
ogy, reaction field parameters are required for the main
conformations. These may be obtained through applying
the calculated geometries to the MODELS program.11


The structures used for 2 and 3 were the axial gþ and
equatorial gþ, and for 4 the axial gþ and both the
equatorial gþ and g� (owing to their similar energies).
The parameters obtained are given in Table 2.


The experimental 3JH-2,H-3 (trans) couplings obtained in
different solvents (Table 3), together with the solvation
theory, may then be used to search for the best solution
for both the conformer energy difference and the values
of Jax and Jeq. The NMR data in Table 3 may be
combined with the solvation calculations to provide a
detailed account of the conformational equilibrium via
Eqn (1).


Jobs ¼ naxJax þ neqJeq


nax þ neq ¼ 1


neq=nax ¼ e��E=RT


�E ¼ Eeq � Eax


ð1Þ


where Jobs is the observed coupling, nax and neq are the
mole fractions of the axial and equatorial conformers and
Jax and Jeq are the intrinsic coupling constants.


For 1, an anomalous behavior of J in CCl4 solution and
pure liquid is observed, since its value is smaller than that
expected if a sequence of J with the solvent polarity were
followed. The fact is that a self-association in the axial
conformation is probably occurring in these media, which
causes a decrease in the Jobs value. Self-association


Table 1. Relative energies (kcal mol�1) (1 kcal¼4.184 kJ) and dipole moments (D) for compounds 1–4a


Axial Equatorial


Compound X gþ g� anti gþ g� anti


1 NMe2 Erel >5 >5 0.48 1.13 0 1.75
� 4.12 3.25 3.14 3.56 2.70 3.46


2 OMe Erel 0 1.48 >5 0.05 2.70 2.55
� 2.11 3.45 3.37 4.44 3.65


3 SMe Erel 0 —b >5 2.04 2.93 2.63
� 1.98 3.45 4.70 3.60


4 SeMe Erel 0 —b >5 2.80 2.66 3.27
� 2.10 3.35 4.57 3.50


a At the B3LYP/6–311þ g(d,p) level.
b Axial g� is not a minimum.


Table 2. MODELS reaction field parameters for compounds 1–4


Compound X ka ha l VM
b �c


1 NMe2 Axial 1.6107 2.6564 0.5518 147.298 2.56
Equatorial 1.3011 1.9708 0.5518 147.298 2.30


2 OMe Axial 0.7621 3.9903 0.5489 124.019 1.61
Equatorial 2.7808 2.0078 0.5489 124.019 3.08


3 SMe Axial 0.7058 4.4778 0.5508 117.709 1.51
Equatorial 3.5046 2.4482 0.5508 117.709 3.37


4 SeMe Axial 0.6936 3.3366 0.5475 128.909 1.57
Equatoriald 3.5868 3.0536 0.5475 128.909 3.12


a In kcal mol�1.
b In cm3 mol�1.
c In debye.
d Averaged values of gþ and g� forms.
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phenomena are commonly observed in other carbonyl
compounds19–21 and should also be present in 1. For 2,
the abnormal values of J in acetone-d6, which are smaller
than expected, may be attributed to an electrostatic
interaction between solute and solvent, which is stronger
in the equatorial than in the axial form.


The intrinsic coupling constants for 2–4 were obtained
using the program BESTFIT.11 This calculates the cou-
plings in all the solvents for any given value of �EV using
the solvation energy calculated by MODELS11 and then
compares the observed and calculated couplings. The
best agreement was obtained with the energy differences
given in Table 5. In Table 4, the intrinsic couplings
calculated through the molecular mechanics PCMODEL
program22 for the main conformers of 1–4 are also
shown. The individual couplings calculated using both
methods (BESTFIT11 and PCMODEL22) were consis-
tent, and the observed tendency, i.e. 3JH-2ax,H-3ax (equa-
torial conformer) increases as the heteroatom
electronegativity decreases (O>N> S> Se), whereas
3JH-2eq,H-3eq (axial conformer) decreases with decreasing


heteroatom electronegativity (except for the Se deriva-
tive). This tendency is in agreement with the substituent
effect on the coupling constants 3JHH, as predicted by
Abraham et al.23


The conformational analysis may be performed
through Eqn (1) and the BESTFIT11 couplings. In the
case of 1, where the solvation theory11 was not applic-
able, despite the large variation of J with change in
solvent, the differences between the dipole moments of
the two main conformations (one axial and the other
equatorial) is too small, and does not justify such
variations of J. MODELS11 predicts smaller dependence
of the conformer population of the NMe2 derivative on
the solvent than is observed. However, in the case of the
OMe, SMe and SeMe derivatives, the calculations with
MODELS11 work well, and its results are in reasonable
agreement with those from PCMODEL.22 Hence, the
individual coupling constants for 1 obtained through
PCMODEL22 and the BESTFIT11 couplings for 2–4
may be used with confidence for their conformational
analyses, the results of which are presented in Table 5.


Table 3. Observed and (calculated)a 3JH-2,H-3 (Hz) for compounds 1–4 in various solvents


Solvent " 1 2 3 4


CCl4 2.2 4.04, 7.33c 5.53, 9.30 (9.31) 4.01, 4.01 (3.97) 3.60, 3.60 (3.68)
CDCl3 4.8 4.46, 9.46 5.62, 9.95 (9.87) 4.86, 4.86 (4.70) 4.02, 4.02 (3.95)
CD2Cl2 8.9 4.27, 8.79 6.18, 10.18 (10.17) 5.22, 5.22 (5.31) 4.35, 4.35 (4.25)
Acetone-d6 20.7 4.27, 8.05 4.45, 7.50c 5.41, 5.41 (6.02) 4.71, 4.71 (4.73)
CD3CN 37.5 5.13, 7.90 5.63, 10.50 (10.58) 5.31, 6.60 (6.55) 5.10, 5.10 (5.12)
DMSO-d6 46.7 5.84, 7.39 5.71, 10.66 (10.63) 5.34, 6.90 (6.77) 5.29, 5.29 (5.32)
Pure liquid —b 5.49, 7.45c 5.61, 9.60 (9.64) 5.04, 5.04 (4.72) 3.80, 3.80 (3.82)


a The r.m.s. errors were 0.06, 0.30 and 0.06 Hz for 2, 3 and 4, respectively.
b The solute relative permittivity was obtained through interpolating the J values in an " versus 3JH-2,H-3 (trans) plot. They were 3.4 for 2, 4.9 for 3 and 3.5 for 4.
c Abnormal values due to solute–solvent electrostatic interaction.


Table 4. Intrinsic coupling constants (Hz) calculated through BESTFIT and PCMODEL for compounds 1–4


BESTFIT PCMODEL


Compound X 3JH-2eq,H-3eq
3JH-2ax,H-3ax


3JH-2eq,H-3eq
3JH-2ax,H-3ax


1 NMe2 3.31 11.81
2 OMe 3.19 11.71 3.61 11.30
3 SMe 2.82 12.02 1.97 12.31
4 SeMe 3.49 12.21 1.95 12.38


Table 5. Energy differences (Eeq�Eax, kcal mol�1) and axial mole fractions for 1–4


Eeq�Eax nax


Solvent 1 2 3 4 1 2 3 4


Vapor �0.30 1.60 2.95 0.38 0.94 0.99
CCl4 0.07 �0.55 1.14 2.23 0.53 0.28 0.88 0.98
CDCl3 �0.56 �0.75 0.80 1.70 0.28 0.22 0.80 0.95
CD2Cl2 �0.34 �0.88 0.58 1.38 0.36 0.18 0.73 0.91
Acetone-d6 �0.14 �0.02 0.37 1.06 0.44 0.49 0.65 0.86
CD3CN �0.10 �1.10 0.23 0.86 0.46 0.13 0.60 0.81
DMSO-d6 0.05 �1.13 0.17 0.78 0.52 0.13 0.57 0.79
Pure liquid 0.02 �0.67 0.79 1.90 0.51 0.24 0.79 0.96
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Table 6 presents the axial conformer molar fractions of
2-substituted cyclohexanones in the vapor and in CDCl3,
which includes data for the compounds described in this
work (1–4) and for the halogen derivatives obtained
previously7 with the same method, and also data for the
whole series obtained through Eliel’s classical method
through J, �C-1 and �C-2 values, using the tert-butyl
derivatives as model compounds. The agreement between
these series of results is remarkable.


Conformational preferences


The conformational behavior of 1–4 (data in Table 5) can
be interpreted as follows. An increase was observed, for
instance in CDCl3, of the axial population with increase
in the heteroatom size and with decrease in the heteroa-
tom electronegativity, on going from 1 to 4. These
indicate the steric and electrostatic nature of the interac-
tions governing the conformational equilibrium of the
compounds studied here. However, the non-classical
origin of some other interactions existing in these mole-
cules is known, namely �CX–�*CO and nX–�*CO hyper-
conjugation and the ‘gauche effect.’ The importance
of all these effects in the conformational analysis of
2-substituted cyclohexanones has been shown in the
literature.3,5,7,10,24,25


Dipolar repulsion between the heteroatom and the
carbonyl oxygen has been invoked to explain the pro-
gressive larger stability of the most polar conformer with
the increase in the solvent dielectric constant. syn-1,3-
Diaxial steric repulsion also has a role in driving the
equilibrium towards the equatorial conformation. These
two terms, steric and electrostatic energies, may be


obtained from the MODELS11 calculations and their
values are given in Table 7 for the calculated main
conformers of 1–4. The highest values for both the steric
and electrostatic terms in the equatorial form of 2–4 is
observed, which favors the axial conformation. However,
the equatorial form in 2 is predominant in all states,
indicating the strong importance of non-classical effects
on this conformation, namely the ‘gauche effect.’ For 1,
the steric effects on the axial conformation are larger than
in the equatorial conformation, owing to syn-1,3-diaxial
repulsion, whereas the dipole–dipole interaction is
greater in the equatorial form than in the axial one, which
suggests that, as for 2, the preference for the equatorial
form in 1 is also governed by the cited non-classical
effect.


It is clear, then, that factors other than classical inter-
actions lead the conformational isomerism of 1–4. In
the case of 1 and 2, which bear highly electronegative
substituents, there is a significant equatorial preva-
lence even in moderate or non-polar solvents. This can
be explained by the ‘gauche effect,’ whose origin has
several explanations,26–30 but it is usually formulated as
follows: ‘when electron pairs or polar bonds are placed or
generated on adjacent pyramidal atoms, syn- or anti-
periplanar orientations are disfavored energetically with
respect to that structure which contains the maximum
number of gauche interactions.’26 In the case of 3 and 4,
which bear n orbitals higher in energy than 1 and 2, and
thus are more accessible to an nX–�*CO donation, there is
a markedly greater axial preference in comparison with
the equatorial form, showing the importance of such
interactions for substituents of the third or higher periods
bearing lone pairs.


Additional and strong evidence that orbital interactions
play an important role in the determination of the con-
former populations comes from the high molar fractions
for the axial conformer (nax) for most of the 2-substituted
cyclohexanones (0.42–0.95) in contrast to the F, O and N
derivatives (0.13, 0.22 and 0.28, respectively) (Table 6).
The higher nax values are parallel to the large shielding
effect (in ppm) of Cl (�8.7), Br (�8.7) and I (�7.5) in
comparison with F (�6.3), and of S (�4.5) and Se (�4.6)
in comparison with O (�2.1), and the low value for N
(�0.4) on the carbonyl carbon chemical shifts,25 in
contrast to what might be expected from the inductive
effect of the high electronegativities of F, O and N.31 This
means that the same orbital interactions that lead to a


Table 6. Axial conformer molar fractions of 2-substituted
cyclohexanones in vapor and in CDCl3


X Vapor CDCl3 CDCl3 (lit.4)


F 0.64a 0.13a 0.17
Cl 0.86a 0.42a 0.45
Br 0.92a 0.66a 0.71
I 0.96a 0.85a 0.88
OMe 0.38 0.22 0.28
SMe 0.94 0.80 0.85
SeMe2 0.99 0.95 0.92
NMe2 — 0.28 0.44


a Ref. 7.


Table 7. Steric (�Esteric)a and electrostatic (�Eelec)b energies (kcal mol�1) for compounds 1–4


Compound X E steric
eq E steric


ax �E steric E elec
eq E elec


ax �E elec


1 NMe2 1.83 2.25 � 0.42 5.34 4.72 0.62
2 OMe 0.96 0.46 0.50 6.54 5.11 1.43
3 SMe 0.17 � 0.28 0.45 5.73 3.94 1.79
4 SeMe 0.50 0.46 0.04 3.12 1.56 1.56


a �Esteric¼Esteric
eq�Esteric


ax.
b �Eelec¼Eelec


eq�Eelec
ax.
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large shielding effect of the carbonyl carbon are respon-
sible for the large population of the axial conformer.
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ABSTRACT: The gas-phase elimination kinetics of 2-substituted ethyl methylcarbonates were determined in a static
reaction system over the temperature range of 323–435 �C and pressure range 28.5–242 Torr. The reactions are
homogeneous, unimolecular and follow a first-order rate law. The kinetic and thermodynamic parameters are
reported. The 2-substituents of the ethyl methylcarbonate (CH3OCOOCH2CH2Z, Z¼ substituent) give an approx-
imate linear correlation when using the Taft–Topsom method, log(kZ/kH)¼ �(0.57� 0.19)��þ (1.34� 0.49)��R
(r¼ 0.9256; SD¼ 0.16) at 400 �C. This result implies the elimination process to be sensitive to steric factors, while
the electronic effect is unimportant. However, the resonance factor has the greatest influence for a favorable
abstraction of the �-hydrogen of the C�—H bond by the oxygen carbonyl. Because �� is significant, a good
correlation of the alkyl substituents of carbonates with Hancock’s steric parameters was obtained: log(kR/kH) versus
Ec


s for CH3OCOOCH2CH2R at 400 �C, R¼ alkyl, �¼ �0.17 (r¼ 0.9993, SD¼ 0.01). An approximate straight line
was obtained on plotting these data with the reported Hancock’s correlation of 2-alkyl ethylacetates. This result leads
to evidence for the �-hydrogen abstraction by the oxygen carbonyl and not by the alkoxy oxygen at the opposite side
of the carbonate. The carbonate decompostion is best described in terms of a concerted six-membered cyclic
transition state type of mechanism. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: gas phase; elimination; pyrolysis; kinetics; 2-substituted ethyl methyl carbonates; Taft–Topsom correlation


INTRODUCTION


The kinetic and thermodynamic parameters for the gas-
phase elimination of 2-substituted ethyl N,N-dimethyl-
carbamates [(CH3)2NCOOCH2CH2Z, Z¼ substituent]


were recently reported1 and the mechanism was de-
scribed as in reaction (1). This process of decomposition
was believed to be similar to the concerted six-membered
cyclic transition state ascribed to the gas thermal decom-
position of 2-substituted ethyl acetates2,3 [reaction (2)].


Several correlation methods for substituent effects for
these series of 2-substituted ethylcarbamates gave ran-
dom points with no meanning for mechanistic interpreta-
tion. However, plotting log(kZ/kCH3


) against the Taft
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original �* values4 gave rise at the origin, �*(CH3)¼
0.00, three good straight lines. This result implied that
small alterations in the polarity of the transition state may
be due to changes in electronic transmission at the
reaction center. This means that a simultaneous effect
may be operating during the process of elimination,
especially with the electron-withdrawing and multiple-
bonded substituents at the 2-position of ethyl N,N-di-
methylcarbamates. The Taft correlation was found to be
as follows:


Alkyl groups: �*¼�1.94� 0.30 at
360 �C (r¼ 0.9768,
SD¼ 0.0664)


Electron-withdrawing groups: �*¼�0.12� 0.02 at
360 �C (r¼ 0.9364,
SD¼ 0.0571)


Multiple bonded substituents: �*¼ 0.49� 0.03 at
360 �C (r¼ 0.9907,
SD¼ 0.1036)


However, the correlation analysis for 2-substituted
ethylacetates [reaction (3)] was reported5 as described
below:


CH3OCOOCH2CH2Z ! CH3COOH þ CH2
------CH2Z


ð3Þ


Alkyl groups: log(k/k0)¼ �Ec
s , �¼�0.12


(r¼ 0.916 at 400 �C)
Polar groups: log(k/k0)¼ �*�*, �*¼�0.19


(r¼ 0.961 at 400 �C)
Polar groups: log(k/k0)¼ �I�I, �I¼�1.03


(r¼ 0.960 at 400 �C)
Alkyl and polar: log(k/k0)¼ � (0.45� 0.01)��


� (1.29� 0.11)�F (r¼ 0.959 at
400 �C)


Multiple bonds: log(k/k0)¼ � (1.81� 0.02)��
� (0.38� 0.03)�F


þ (7.34� 0.17)��R
(r¼ 0.984 at 400 �C)


In view of the several good correlations obtained by the
application of different structure�reactivity relationship
methods for 2-substituted carbamates and acetates, it was
considered interest to examine the elimination kinetics of
another type of organic ethyl ester. In this respect, the
kinetic parameters and comparative rates of different
substituents other than carbon at the acid side of an
organic ethyl ester6 were correlated by using the Taft–
Topsom method. An approximate straight line, as shown
in Fig. 1, was obtained.


The negative value of �� suggested a modest participa-
tion of the polarizability or steric effect of the substituent
Z. According to the greatest absolute value of �F, the field
or electronic effect has the most important influence in
the process of elimination. The use of the value ��


R


confirms the interaction between the substituent Z and
the incipient negative reaction center. The negative coef-
ficient ��R implies a favorable effect for the abstraction of
the �-hydrogen of the ethyl ester by the oxygen carbonyl
in the transition state.


According to the linear correlation for ZCOOCH2CH3


(Fig. 1), and to the various correlations applied to alipha-
tic acetates and carbamates, it seemed of interest to
examine esters of a more polar nature such as chlorofor-
mates or carbonates (Fig. 1). However, chloroformates
are difficult to handle and unstable even at room tem-
perature. For this reason, little research on the gas-phase
elimination of these types of compounds has been re-
ported. Consequently, the present work was aimed at
examining the homogeneous molecular elimination of
unsymmetrical 2-substituted ethyl methylcarbonates,
CH3OCOOCH2CH2Z, Z¼ substituent.


It has been reported that esters of carbonic acids
containing at least one �-hydrogen atom at the alkyl
side, when heated at high temperature, decompose to an
alkene, alcohol (phenol) and CO2.7 O’Connor and Nace8


suggested that symmetrical carbonates undergo a first-
order rate law, give a negative entropy of activation and
proceed through a unimolecular cyclic cis-elimination. In
these sense, two mechanisms were proposed.


Mechanism A:


Mechanism B:


Figure 1. Taft-Topsom correlation for the pyrolysis of
ZCOOCH2CH3: log(k/k0)¼�(0.68�0.12)��þ (2.57�0.12)�F
F �(1.18�0.27)��


R (r¼0.984, SD¼0.119) at 400 �C
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A symmetrical carbonate without a �-hydrogen atom,
such as dimethyl carbonate, was reported to give di-
methyl ether and CO2 gas when pyrolyzed between 209
and 232 �C,9 and also up to 250 �C10 [reaction (4)].
However, further investigation on dimethyl carbonate11


showed it to be extremely stable even up to 350 �C. The
stability of this compound was later confirmed at tem-
peratures as high as 390 �C.12


H3C-----O-----Cð------OÞ-----O-----CH3! H3C-----O-----CH3 þ CO2 ð4Þ


In spite of the few studies on aliphatic carbonates in the
gas phase, there is no evidennce for Mechanism B.
Taylor13 presented several arguments in favor of Mechan-
ism A when describing the correlation of aryl ethylcar-
bonate pyrolysis,14 ArOCOOCH2CH3, with � � ¼ 0.19
(Scheme 1). This result suggested that the electron-with-
drawing substituents in the benzene ring increased the
rate, aiding the C�—O polarization, exactly the opposite
of what part would be obtained if Mechanism B was
involved, since electron withdrawal would make the
ethereal part less nucleophilic, thereby lowering the
reaction rate. This suggested that Mechanism A applies.


Taylor and Thorne additionally pointed out that tert-
butyl N,N-arylcarbamates15 gave a good Hammett corre-
lation of � � ¼ 0.63. This value indicated a similar transi-
tion state of aryl ethylcarbonates, and that the abstraction
of the �-hydrogen to the carbonyl group is very impor-
tant. Hence both elimination reactions must undergo
pyrolysis via Mechanism A. Moreover, methyl alkylcar-
bonates were believed to be less reactive than phenyl
alkylcarbonates. In this sense, 1-phenylethyl phenylcar-
bonate16 was found to react faster than 1-phenylethyl
methylcarbonate,17 with k values of 22.2� 10�3 and
6.98� 10�3 at 600 K, respectively (Scheme 1). Finally,
the relative rates of Et : i-Pr : t-Bu are 1 : 29.6 : 2934,
which was higher than expected when compared with
other esters for which consideration of steric acceleration
was not ruled out.


Even though these previous studies give to some extent
reasonable arguments for Mechanism A, additional work
may well be needed for a definite mechanistic elucidation
of carbonate decomposition in the gas phase. For this


reason and in association with the pyrolytic elimination
of 2-substituted ethyl N,N-dimethylcarbamates1 and acet-
ates,2,3 in this work the kinetics of the homogeneous,
unimolecular elimination of 2-substituted ethyl methyl-
carbonates were examined.


RESULTS AND DISCUSSION


The products of elimination of 2-substituted ethyl
methylcarbonates in the gas phase are the corresponding
alkene, metanol and carbon dioxide [reaction (5)].


CH3OCOOCH2CH2Z ! ½CH3OCOOH� þ CH2
------CH2Z


#
CH3OH þ CO2


ð5Þ
The theoretical stoichiometry for the gas-phase pyro-


lysis of the substrates, as described in reaction (5),
requires Pf/P0¼ 3.0, where Pf and P0 are the final and
initial pressures, respectively. The average Pf/P0 values at
four different temperatures and 10 half-lives were, within
experimental error, nearly 3.0 (Table 1). The departure of
Pf/P0 to<3.0 for 2-bromoethyl methylcarbonate, 2-
chloroethyl methylcarbonate and 2-phenylethyl methyl
carbonate was due to polymerization of the correspond-
ing olefinic product. The pure unsaturated products of
these substrates when introduced into the static reaction
vessel show a decrease in pressure and formation of a
solid polymer. The stoichiometry of reaction (5), up to
45–80% reaction, was satisfactorily verified by compar-
ing the percentage decomposition of the substrate from
pressure measurements with that obtained from the gas
chromatographic (GC) analyses of the corresponding
alkene formation (Table 2).


These elimination reactions can be said to be homo-
geneous since no significant effects on the rates were
obtained when using both clean Pyrex and seasoned
Pyrex vessels with a surface-to-volume ratio of 6.0
relative to the normal vessel, which is equal to 1.0. The
effect of the addition of different proportions of the free
radical inhibitor toluene or cyclohexene is described in
Table 3. Nevertheless, the pyrolyses of these carbonates
were carried out in the presence of at least twice the
amount of the inhibitor in order to prevent any possible
free radical chain reactions (Table 3). The k values are
reproducible with a standard deviation not greater than
5% at a given temperature.


The rate coefficients for elimination, calculated from
k1¼ (2.303/t)log[2P0/(3P0 –Pt)], are invariable to initial
pressures (Table 4), and the first-order plots of log
(3P0 –Pt) against time t gave a good straight lines up to
40–80% decomposition, suggesting that the elimination
process is unimolecular in nature. The temperature depen-
dence of the rate coefficients and the corresponding
Arrhenius equation is shown in Table 5, where 90% confi-
dence limits from a least-squares procedure are given.Scheme 1
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The kinetic and thermodynamic parameters for the gas-
phase elimination of 2-substituted ethyl methylcarbonate,
CH3OCOOCH2CH2Z, Z¼ substituent, examined in this
work are listed in Table 6. The negative entropy of
activation, �S 6¼ , of these eliminations implies a symme-
trical arrangement and possible planarity of the transition
state. However, the substituents (CH3)3C and CH2Cl with
a very small positive �S 6¼ may be attributed to steric
factors, which may hinder some approximation to a
symmterical concerted transition state. The enthalpy of
activation �H 6¼ , suggests endothermic processes. The
values of the free energy of activation �G 6¼ , indicate that


the elimination of these carbonates is not spontaneous,
unstable and endergonic. The application of several
correlations of substituent effects, polar �*, inductive
�I, steric ES, EC


S and � values,4 gave random points with
no reasonable mechanistic interpretation for the carbo-
nates. However, the data in Table 7 gave a relative good
correlation by means of the Taft–Topsom equation (Fig. 2).


The size of the substituent described by �� is sensitive
to polarizability or steric effects. Since the standard
error for the coefficient �F is extremely high, the field/
electronic effect appears to be unimportant and may be
deleted from the above equation. However, the size and


Table 1. Ratio of final (Pf) to initial (P0) pressures


Substrate Temperature ( �C) P0 (Torr) Pf (Torr) Pf/P0 Average


Ethyl 370.6 90 252 2.88 2.91� 0.03
methylcarbonate 380.2 105 298 2.83


389.8 107 318 2.96
399.8 80 238 2.98


Propyl 360.0 118 350 2.97 2.89� 0.04
methylcarbonate 370.0 135 380 2.81


380.0 172 490 2.85
390.0 150 440 2.93


1-Butyl 350.0 96 278 2.90 2.92� 0.01
methylcarbonate 360.0 118 344 2.92


370.0 88 258 2.93
380.0 92 270 2.93


3-Methyl-1-butyl 350.0 126 300 2.94 2.94� 0.01
methylcarbonate 360.0 102 276 2.94


370.0 94 306 2.94
380.0 126 368 2.92


3,3-Dimethyl-1-butyl 350.8 78 214.5 2.75 2.81� 0.03
methylcarbonate 360.4 28.5 78.5 2.75


370.9 50 143 2.86
379.5 50 144 2.88


2-Bromoethyl 349.8 95 250 2.63 2.71� 0.06
methylcarbonate 359.3 35.5 92 2.59


370.2 122 351 2.87
380.4 120 332 2.77


2-Chloroethyl 370.7 96 258 2.69 2.72� 0.02
methylcarbonate 380.0 108 288 2.67


389.3 90 248 2.76
398.8 105 290 2.76


3-Chloropropyl 360.0 46 141 3.07 3.06� 0.07
methylcarbonate 370.0 49.5 154 3.11


380.0 69 212 3.07
390.0 106.5 320 3.00


2-Methoxyethyl 400.0 84 239.5 2.85 2.95� 0.05
methylcarbonate 410.0 83 246 2.96


420.0 66.5 215 3.07
430.2 73 213 2.92


2-Phenoxyethyl 405.7 136 372 2.73 2.91� 0.04
methylcarbonate 415.3 84 256 3.04


425.8 77 236 3.06
435.7 110 311 2.83


2-Phenylethyl 344.5 88 231 2.68 2.56� 0.03
methylcarbonate 353.0 73 187 2.56


362.9 99.5 249.5 2.51
372.5 90 223.5 2.48


3-Phenylpropyl 358.3 89 258 2.90 3.01� 0.09
methylcarbonate 370.2 30 94 3.10


380.3 41 122 2.98
390.4 25.5 78 3.07
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the positive sign of ��R has the greatest influence in the
elimination reaction, which implies that the C�—O bond
polarization in the transition state is the limiting factor.
This result also suggests a favorable effect for the
abstraction of the �-hydrogen of the C�—H bond by
the oxygen carbonyl in the elimination of these carbo-
nates. This indicates that Mechanism A as the most
probable process of decomposition.


Since ��¼ �0.63 is significant in the elimination
reaction of these carbonates, the 2-substituted alkylethyl
methylcarbonates may well give a good correlation with a
steric parameter such as Hancock’s EC


S values. This is
supported by the results shown in Table 8 and Fig. 3
(�¼ �0.17, r¼ 0.9993, SD¼ 0.0102 at 400 �C).


As described before, the 2-substituted alkylethyl acet-
ates was reported to give an approximate straight line
with Hancock steric parameter EC


S values (�¼�0.12,
r¼ 0.916 at 400 �C). Any similarity of the transition state
between carbonates and acetates is demonstrated by a
linear correlation between logkrel. of 2-substituted
alkylethyl methylcarbonates and logkrel. of 2-substituted
alkylethyl acetates (Table 9).


Figure 4 shows a good straight line with a correlation
coefficient r¼ 0.9857 and a standard deviation SD¼
0.0457 at 400 �C.


The results obtained in this work appear to give addi-
tional support to Taylor’s idea13–17 that Mechanism A is
the most reasonable transition-state type of mechanism


Table 2. Stoichiometry of the reaction


Substrate Temperature ( �C) Parameter Value


Ethyl 371.0 Time (min) 5 8 13 15 21
methylcarbonate Reaction (%) (pressure) 20 30.6 44.8 50 62


Ethylene (%) (GC) 19.8 29.5 45.5 51.7 60.7
Propyl 370.0 Time (min) 5 7 10 13 18
methylcarbonate Reaction (%) (pressure) 24 30 40.7 49.3 61


Propene (%) (GC) 23 29.8 39.4 51 62
1-Butyl 375.0 Time (min) 5 7 9 12 15
methylcarbonate Reaction (%) (pressure) 26 34.4 42 52 60


Butene (%) (GC) 26.1 33.1 42.7 51.8 60.3
3-Methyl-1-butyl 350.0 Time (min) 10 15 20 25 30
methylcarbonate Reaction (%) (pressure) 20.8 29.5 37.3 44.2 50.4


3-Methyl-1-butene 21.3 30.0 38.2 44.1 52
(%) (GC)


3,3-Dimethyl-1-butyl 350.8 Time (min) 10 16 21 26
methylcarbonate Reaction (%) (pressure) 34.3 50 58.9 68.5


3,3-Dimethyl-1-butene 22.9 33.5 37.8 50.1
3,3-Dimethyl-1-butyl 7.6 2.1 3.0 2.0
methyl ether (%) (GC)


2-Bromoethyl 360.3 Time (min) 2 4 5
methylcarbonate Reaction (%) (pressure) 28.0 49.0 52.0


Vinyl bromide 21.0 43.0 45.0
(%) (GC)


2-Chloroethyl 388.8 Time (min) 3 6 10 15
methylcarbonate Reaction (%) (pressure) 18 32 56 80


Vinyl chloride 20 30 51 77
(%) (GC)


3-Chloropropyl 370.0 Time (min) 6 11 16 23 31
methylcarbonate Reaction (%) (pressure) 31.1 49 59.2 70.5 78.1


3-Chloropropene 34.2 52.9 58.8 68.6 76.8
(%) (GC)


2-Methoxyethyl 410.0 Time (min) 2 3 4 5 6
methylcarbonate Reaction (%) (pressure) 15 22.4 25.6 35.8 43.5


Methyl vinyl ether 16.8 21 27.8 33.6 45.1
(%) (GC)


2-Phenoxyethyl 405.3 Time (min) 1.5 3 6 9 12
methylcarbonate Reaction (%) (pressure) 11.6 20.1 33.6 41.8 56.4


Phenyl vinyl ether 10.8 20.4 34.8 40.8 56.3
(%) (GC)


2-Phenylethyl 353.4 Time (min) 1.5 3 4.5 6 7
methylcarbonate Reaction (%) (pressure) 11.1 20.8 31.4 36.6 47.1


Styrene 13.2 22.7 34.7 40.7 51.7
(%) (GC)


3-Phenylpropyl 358.5 Time (min) 15.2 23.1 44.0 75.6
methylcarbonate Reaction (%) (pressure) 31.6 43.1 53.9 64.7


Allylbenzene 28.9 29.9 49.6 61.0
(%) (GC)
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Table 3. Effect of the free radical inhibitor on rates


Substrate Temperature ( �C) Ps
a (Torr) Pi


b (Torr) Pi=Ps 104 k1 (s�1)


Ethyl 370.3 130 — — 7.88
methylcarbonate 76 75 1.0 7.78


80 120 1.5 7.80
85 165 1.9 7.88
60 180 3.0 7.79


Propyl 372.0 126 — — 9.20
methylcarbonate 136 138 1.0 9.19


81 160 2.0 9.18
60 124 2.1 9.20
88 260 3.0 9.17


1-Butyl 370.4 134 — — 9.94
methylcarbonate 102 108 1.1 9.91


80 120 1.5 9.96
80 162 2.1 9.98
90 200 2.2 9.98


3-Methyl-1-butyl 350.0 66 — — 4.03
methylcarbonate 74 120 1.6 4.00


80 160 2.0 4.02
60 150 2.5 4.05
48 136 2.8 3.96


3,3-Dimethyl-1-butyl 370.9 50 — — 22.8
methylcarbonate 61 44 0.7 22.53


72.5 71.5 1.0 22.34
63 115 1.8 22.71
36 106.5 3.0 22.69


2-Bromoethyl 359.1 101 — — 25.36
methylcarbonate 242 91 0.3 7.77


136 89 0.7 6.88
63 77 1.2 7.76
35.5 155 4.3 7.54


2-Chloroethyl 389.1 84 — — 11.2
methylcarbonate 151 32 0.2 10.28


91 55 0.6 10.50
78 96 1.2 10.80
61 129 2.1 10.15


3-Chloropropyl 360.0 60.5 — — 6.34
methylcarbonate 52 47 0.9 5.37


60 65 1.1 5.10
52 176 3.4 5.10


2-Methoxyethyl 388.9 95.5 — — 4.74
methylcarbonate 90 75.5 0.8 4.41


86 155.5 1.8 4.50
77 167.5 2.2 4.78
64 183.5 2.9 4.52


2-Phenoxyethyl 405.7 122 — — 11.31
methylcarbonate 125 77 0.6 11.72


96 117 1.2 11.29
73 153 2.1 11.11
47 183 3.9 11.68


2-Phenylethyl 372.5 101.1 — — 45.25
methylcarbonate 155 64 0.4 32.23


84 110 1.3 33.12
99.5 298.0 3.0 33.32
42.5 277 6.6 33.08


3-Phenylpropyl 380.3 46.5 — — 13.98
methylcarbonate 48.9 79 1.6 13.89


45 110 2.4 13.98
46.5 175 3.8 13.65
45 234 5.2 14.24


a Ps¼ pressure of substrate.
b Pi¼ pressure of free radical inhibitor.
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Table 4. Invariability of the rate coefficients from initial pressure


Substrate Temperature ( �C) Parameter Value


Ethyl 370.3 P0 (Torr) 80 95 115 125 170
methylcarbonate 104 k1 (s�1) 7.98 7.80 7.80 7.88 7.84
Propyl 372.0 P0 (Torr) 60 80 100 120 140
methylcarbonate 104 k1 (s�1) 9.20 9.20 9.20 9.14 9.25
1-Butyl 370.4 P0 (Torr) 80 90 100 122 140
methylcarbonate 104 k1 (s�1) 9.92 9.92 9.91 9.90 9.90
3-Methyl-1-butyl 350.0 P0 (Torr) 60 92 104 124 140
methylcarbonate 104 k1 (s�1) 3.96 3.94 3.94 3.96 4.00
3,3-Dimethyl-1-butyl 360.4 P0 (Torr) 28.5 46 78 117.5
methylcarbonate 104 k1 (s�1) 12.09 12.08 12.12 12.22
2-Bromoethyl 359.6 P0 (Torr) 35 63 74 242
methylcarbonate 104 k1 (s�1) 7.54 7.76 7.93 7.77
2-Chloroethyl 389.3 P0 (Torr) 30 55 90 129 219
methylcarbonate 104 k1 (s�1) 9.99 10.38 10.86 10.15 10.37
3-Chloropropyl 360.0 P0 (Torr) 46 54 68 77 90.5
methylcarbonate 104 k1 (s�1) 5.42 5.45 5.60 5.30 5.32
2-Methoxyethyl 400.0 P0 (Torr) 47.5 56 84 92.5 141
methylcarbonate 104 k1 (s�1) 8.91 9.00 8.95 8.92 8.67
2-Phenoxyethyl 405.7 P0 (Torr) 47 91 118 136 149
methylcarbonate 104 k1 (s�1) 11.68 11.11 11.00 11.58 11.88
2-Phenylethyl 372.5 P0 (Torr) 42.5 84 95 155
methylcarbonate 104 k1 (s�1) 33.08 33.12 32.67 32.93
3-Phenylpropyl 358.3 P0 (Torr) 27 39 50 78 89
methylcarbonate 104 k1 (s�1) 4.47 4.57 4.67 4.52 4.44


Table 5. Temperature dependence of rate coefficients


Substrate Parameter Value


Ethyl Temperature ( �C) 342.0 351.2 360.9 370.3 380.1 389.7 399.8
methylcarbonate 104 k1 (s�1) 1.55 2.65 4.44 7.83 13.00 21.90 36.80


Rate equation log k1 (s�1)¼ (12.21� 0.12)� (188.7� 1.5) kJ mol�1 (2.303 RT)�1, r¼ 0.9998
Propyl Temperature ( �C) 340.0 351.0 360.7 372.0 382.0 390.0 400.0
methylcarbonate 104 k1 (s�1) 1.77 3.02 5.20 8.70 14.90 25.11 42.74


Rate equation log k1 (s�1)¼ (11.72� 0.44)� (182.0� 2.3) kJ mol�1 (2.303 RT)�1, r¼ 0.9987
1-Butyl Temperature ( �C) 340.3 350.0 360.0 370.0 380.0 390.5 400.5
methylcarbonate 104 k1 (s�1) 1.98 3.42 5.82 9.91 16.86 28.60 48.67


Rate equation log k1 (s�1)¼ (11.77� 0.10)� (181.9� 0.5) kJ mol�1 (2.303 RT)�1, r¼ 0.9998
3-Methyl-1-butyl Temperature ( �C) 331.0 340.0 350.0 360.0 370.0 380.0 390.0
methylcarbonate 104 k1 (s�1) 1.35 2.29 3.91 6.66 11.30 19.13 32.55


Rate equation log k1 (s�1)¼ (11.60� 0.12)� (178.3� 1.2) kJ mol�1 (2.303 RT)�1, r¼ 0.9990
3,3 Dimethyl-1-butyl Temperature ( �C) 331.2 341.4 350.8 360.4 370.9 379.5
methylcarbonate 104 k1 (s�1) 1.80 3.42 6.26 11.74 20.93 34.10


Rate equation log k1 (s�1)¼ (13.60� 0.15)� (200.7� 1.8) kJ mol�1 (2.303 RT)�1, r¼ 0.9998
2-Bromoethyl Temperature ( �C) 329.0 338.6 348.7 359.6 370.5 380.4
methylcarbonate 104 k1 (s�1) 1.31 2.54 4.36 7.76 13.20 22.30


Rate equation log k1 (s�1)¼ (11.53� 0.28)� (177.3� 3.4) kJ mol�1 (2.303 RT)�1, r¼ 0.9993
2-Chloroethyl Temperature ( �C) 360.4 370.7 380.0 389.3 398.8
methylcarbonate 104 k1 (s�1) 1.97 3.69 6.02 10.33 17.20


Rate equation log k1 (s�1)¼ (12.71� 0.44)� (199.1� 5.5) kJ mol�1 (2.303 RT)�1, r¼ 0.9999
3-Chloropropyl Temperature ( �C) 340.6 350.6 360.4 370.1 380.5 390.3
methylcarbonate 104 k1 (s�1) 1.57 3.35 5.43 10.39 18.31 3.36


Rate equation log k1 (s�1)¼ (13.59� 0.07)� (204.3� 0.8) kJ mol�1 (2.303 RT)�1, r¼ 0.9999
2-Methoxyethyl Temperature ( �C) 380.0 388.9 396.3 400.0 410.0 420.0 430.2
methylcarbonate 104 k1 (s�1) 2.87 4.60 7.03 8.84 14.30 23.74 38.36


Rate equation log k1 (s�1)¼ (12.30� 0.14)� (198.0� 1.8) kJ mol�1 (2.303 RT)�1, r¼ 0.9998
2-Phenoxyethyl Temperature ( �C) 385.0 395.3 405.3 415.3 425.6 435.7
methylcarbonate 104 k1 (s�1) 3.73 6.25 10.40 16.74 30.40 45.47


Rate equation log k1 (s�1)¼ (11.92� 0.28)� (193.5� 3.6) kJ mol�1 (2.303 RT)�1, r¼ 0.9993
2-Phenylethyl Temperature ( �C) 323.9 332.5 344.5 353.5 363.5 372.5
methylcarbonate 104 k1 (s�1) 2.37 4.07 7.72 12.29 19.54 33.32


Rate equation log k1 (s�1)¼ (10.82� 0.23)� (164.9� 2.7) kJ mol�1 (2.303 RT)�1, r¼ 0.9995
3-Phenylpropyl Temperature ( �C) 340.3 358.3 370.2 380.3 390.4
methylcarbonate 104 k1 (s�1) 1.45 4.57 8.74 13.94 21.31


Rate equation log k1 (s�1)¼ (12.04� 0.10)� (186.5� 1.3) kJ mol�1 (2.303 RT)�1, r¼ 0.9999
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for the gas-phase elimination of carbonates with a C�—H
bond at the alkyl side of the ester.


EXPERIMENTAL


General procedure. The 2-substituted ethyl methyl-
carbonates listed below were prepared by mixing
0.2 mol of methyl chloroformate (Aldrich) with 0.2 mol
corresponding substituted alcohol in 40 ml of chloroform.


Table 6. Kinetic and thermodynamic parameters for pyrolisis of CH3OCOOCH2CH2Z at 400 �C


k1� 10�4 kH� 10�4 Ea Log A �S 6¼ �H 6¼ �G 6¼


Z (s�1) (s�1) (kJ mol�1) (s�1) (J mol�1 K�1) (kJ mol�1) (kJ mol�1)


H 36.65 12.22 188.7� 1.5 12.21� 0.12 �26.23 183.1 200.8
CH3 39.27 19.63 182.0� 2.3 11.72� 0.44 �35.61 176.4 200.4
CH2CH3 44.86 22.43 181.9� 1.4 11.77� 0.10 �34.66 176.3 199.6
CH(CH3)2 57.71 28.85 178.3� 1.2 11.60� 0.22 �37.91 172.7 198.2
C(CH3)3 105.35 52.68 200.7� 1.8 13.60� 0.15 0.37 195.1 194.9
Br 58.73 29.36 177.3� 3.4 11.53� 0.28 �39.25 171.7 198.1
Cl 18.04 9.03 199.1� 5.5 12.71� 0.44 �16.66 193.5 204.7
CH2Cl 54.10 27.05 204.3� 0.8 13.59� 0.07 0.18 198.7 198.6
OCH3 8.55 4.28 198.0� 1.8 12.30� 0.14 �24.51 192.4 208.9
OC6H5 7.15 3.58 193.5� 3.6 11.92� 0.28 �31.78 187.9 209.3
C6H5 105.02 52.51 164.9� 2.7 10.82� 0.23 �52.84 159.3 194.9
CH2C6H5 36.31 18.15 186.5� 1.3 12.04� 0.10 �29.49 180.9 200.8


Table 7. Parameters of substituents Z in CH3OCOOCH2-
CH2Z at 400


�C


Z Log (kZ/kH) �� �F ��
R


H 0.0000 0.00 0.00 0.00
CH3 0.20 �0.35 0.00 0.03
CH2CH3 0.26 �0.49 0.00 0.02
CH(CH3)2 0.37 �0.62 0.00 0.01
C(CH3)3 0.63 �0.75 0.00 0.00
Br 0.38 �0.59 0.45 �0.10
Cl �0.13 �0.43 0.45 �0.12
CH2Cl 0.34 �0.54 0.23 0.02
OCH3 �0.46 �0.17 0.25 �0.27
OC6H5 �0.54 �0.38 0.38 �0.26
C6H5 0.63 �0.81 0.10 0.22
CH2C6H5 0.17 �0.70 0.05 0.02


Table 8. Log krel. versus Es
c at 400 �C


Z Carbonates log (kZ/kH) Ec
s


H 0.00 0.00
CH3 0.20 �1.24
CH2CH3 0.26 �1.62
CH(CH3)2 0.37 �2.32
C(CH3)3 0.63 �3.70


Figure 3. Log(kZ/kH) versus Es
c for CH3OCOOCH2CH2Z at


400 �C. �¼�0.17, r¼ 0.9993, SD¼0.0102


Figure 2. Taft–Tompson correlation for the pyrolysis of
CH3OCOOCH2CH2Z: log(kZ/kH)¼�(0.63�0.18)��þ (1.29
� 0.45)��


R (r¼0.9447; SD¼ 0.14) at 400 �C


Table 9. Logarithm of relative rates of carbonates and
acetates [log(kZ/kH)] at 400


�C


Z Carbonates Acetates


H 0.00 0.00
CH3 0.20 0.11
CH2CH3 0.26 0.20
CH(CH3)2 0.37 0.19
C(CH3)3 0.63 0.46
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The reaction mixture was refluxed until no more HCl
was evolved. The product of the reaction was distilled
several times to better than 98.8% purity as determined
by GC–MS (Saturn 2000, Varian) with a DB-5MS
capillary column, 30� 0.53 mm i.d., 0.53mm film
thickness.


Ethyl methylcarbonate. B.p. 108 �C at 630 Torr (1 Torr¼
133.3 Pa), yield 46% (lit.,13 105–107 �C at 760 Torr). 1H
NMR, � 1.3 (t, 3H), 3.8 (s, 3H), 4.2 (m, 2H). MS, m/z 105
(Mþ), 59 (CH3OCOþ), 45 (OCH2CHþ


3 ), 29 (CH2CHþ
3 ).


Propyl methylcarbonate. B.p. 125 �C at 630 Torr, yield
90%. 1H NMR, � 0.9 (t, 3H), 1.6 (m, 2H), 3.9 (s, 3H), 4.0
(t, 2H). MS, m/z 119 (Mþ), 75 (CH3OCOOþ), 59
(CH3OCOþ), 43 (CH3CH2CHþ


2 ).


1-Butyl methylcarbonate. B.p. 85–87 �C at 61 Torr, yield
82%. 1H NMR, � 0.9 (t, 3H), 1.4 (m, 2H), 3.7 (s, 3H), 4.1
(t, 2H). MS, m/z 133 (Mþ), 117 (OCOOCH2CH2CH2


CHþ
3 ) 73 (OCH2CH2CH2CHþ


3 ), 59 (CH3OCOþ), 43
(CH3CH2CHþ


2 ).


3-Methyl-1-butyl methylcarbonate. B.p. 149 �C at
630 Torr, yield 49%. 1H NMR, � 0.9 (d-d, 6H), 1.57 (m,
2H), 1.6 (m, 1H), 3.8 (s, 3H), 4.2 (t, 2H). MS, m/z 147
(Mþ), 103 (CH3OCOOCH2CHþ


2 ), 87 [OCH2CH2CH
ðCH3Þþ2 ], 71 [CH2CH2CHðCH3Þþ2 ], 59 (CH3OCOþ), 43
[CHðCH3Þþ2 ].


3,3-Dimethyl-1-butyl methylcarbonate. B.p. 46 �C at
2 Torr, yield 99%. 1H NMR, � 0.9 (s, 9H), 1.6 (t, 2H),
3.8 (s, 3H), 4.2 (t, 2H). MS, m/z 160 (Mþ), 103
(CH3OCOOCH2CHþ


2 ), 85 [CH2CH2CðCH3Þþ3 ], 57
[CðCH3Þþ3 ].


2-Bromoethyl methylcarbonate. B.p. 55 �C at 2 Torr,
yield 81%. 1H NMR, � 3.8 (m, 2H), 4.0 (m, 2H). MS,
m/z 183 (Mþ), 103 (CH3OCOOCH2CHþ


2 ), 44 (CO2).


2-Chloroethyl methylcarbonate. B.p. 95 �C at 82 Torr,
yield 38%. 1H NMR, � 3.5 (m, 2H), 4.0 (m, 2H). MS,
m/z 138 (Mþ), 103 (CH3OCOOCH2CHþ


2 ), 59 (CH3O
COþ), 44 (CO2).


3-Chloro-1-propyl methylcarbonate. B.p. 152 �C at
65 Torr, yield 54%. 1H NMR, � 2.1 (q, 2H), 3.6 (t, 2H),
3.8 (s, 3H), 4.3 (t, 2H). MS, m/z 153 (Mþ), 117 (CH3


OCOOCH2CH2CHþ
2 ), 103 (CH3OCOOCH2CHþ


2 ), 73
(COOCH2CHþ


2 ), 59 (CH3OCOþ), 44 (CO2).


2-Methoxyethyl methylcarbonate. B.p. 95 �C at 82 Torr,
yield 37%. 1H NMR, � 3.0 (s, 3H), 4.2 (t, 2H), 3.6 (s, 3H),
4.5 (t, 2H). MS, m/z 134 (Mþ), 103 (CH3


OCOOCH2CHþ
2 ), 59 (CH3OCOþ), 45 (CH3OCHþ


2 ).


2-Phenoxyethyl methylcarbonate. B.p. 131 �C at 5 Torr,
yield 49%. 1H NMR, � 3.8 (s, 3H), 4.2 (t, 2H), 4.5 (t, 2H),
6.9–7.3 (m, 5H). MS, m/z 196 (Mþ), 121 (C6H5


OCH2CHþ
2 ), 103 (CH3OCOOCH2CHþ


2 ), 77 (C6Hþ
5 ), 31


(CH3Oþ).


2-Phenylethyl methylcarbonate. B.p. 145 �C at 23 Torr,
yield 45%. 1H NMR, � 2.8 (t, 2H), 3.7 (s, 3H), 4.5 (t, 2H),
7.1–7.2 (m, 5H). MS, m/z 180 (Mþ), 104 (C6H5


CH2CHþ
2 ), 59 (CH3OCOþ).


3-Phenylpropyl methylcarbonate. B.p. 180 �C at 25 Torr,
yield 58%. 1H NMR, � 2.0 (m, 2H), 2.7 (t, 2H), 3.8 (s,
3H), 4.2 (t, 2H), 7.2 (m, 5H). MS, m/z 195 (Mþ), 117
(CH3OCOOCH2CH2CHþ


2 ), 103 (CH3OCOOCH2CHþ
2 ),


91 (C6H5CHþ
2 ), 77 (C6Hþ


5 ).


Analyses. Quantitative analyses of the olefinic hydro-
carbon products were carried out by GC with a Porapak
Q column, 80–100 mesh. Quantitative analyses of
the carbonate substrates, together with the identifications
of products, were performed by GC–MS (Saturn 2000,
Varian) with a DB-5MS capillary column, 30� 0.53 mm.
i.d., 0.53 mm film thickness.


Kinetics. The kinetic determinations were carried out in a
static system as reported18,19 with an Omega DP41-TC/
DP41-RTD high-performance digital temperature indica-
tor. The rate coefficients were determined manometri-
cally or by the quantitative analyses of the starting
material and/or by the corresponding olefinic product.
The temperature was controlled by a Shinko DC-PS
resistance thermometer controller and an Omega
SSR280A45 solid-state relay, maintained at �0.2 �C
and measured with a calibrated platinum–platinum–
13% rhodium thermocouple. No temperature gradient
was observed along the reaction vessel with a syringe
through a silicone-rubber septum. The amount of sub-
strate used for each reaction was �0.05–0.2 ml.


Figure 4. Log(kZ/kH) (carbonates) versus log(kZ/kH) (acet-
ates) at 400 �C. r¼ 0.9857, SD¼0.045697
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ABSTRACT: Pyrolysis of the crystalline 1 : 1 molecular complex DA�dnba, which was prepared from cocrystalliza-
tion of dopamine (DA) and 3,5-dinitrobenzoic acid (dnba), was studied. This cocrystal decomposed violently at the
melting-point, leading to the formation of a black solid along with a tiny amount of 3-amino-5-nitrobenzoic acid (1).
The pyrolysis reaction was followed by differential scanning calorimetry (DSC) and one large exothermic peak was
observed at the decomposition temperature. In view of the DSC patterns for cocrystal DA�dnba and other
compounds, it seems that both a catechol moiety and an amino group of DA in addition to a strong electron acceptor
such as dnba are required for the appearance of the exothermic peak. On the basis of (a) elemental analysis of the
black solid and (b) other pyrolysis experiments for cocrystals PA�dnba (PA: �-phenylethylamine), BA�dnba (BA:
benzylamine), DMDA�dnba (DMDA: O,O0-dimethyldopamine) and DHBA�dnba (DHBA: 3,4-dihydroxybenzyla-
mine), it is assumed that the black solid was formed mainly through elimination of more than one molecule of water
from one molecule of DA�dnba. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: dopamine; 3,5-dinitrobenzoic acid; pyrolysis; differential scanning calorimetry; cocrystal


INTRODUCTION


Because dopamine (DA) is an important neurotransmitter
in the brain,1,2 its chemical reactivity has an inherent
interest. For example, it reacts with an aldehyde to form a
tetrahydroisoquinoline (Pictet–Spengler condensation).3


This reaction and also N-acylation of a �-phenylethyla-
mine followed by cyclization into a 3,4-dihydroisoquino-
line (Bischler–Napieralski cyclization)4 are important
reactions in the syntheses of isoquinoline alkaloids.5


The best known reactivity of dopamine is its vulnerability
to oxidation. DA is easily autoxidized in neutral or alka-
line solution to furnish a black polymer called melanin via
a series of intermediates such as semiquinone and qui-
none.6 On the other hand, DA is stable to oxidation under
acidic conditions. In fact, since dopamine is difficult to
isolate as the free amine under air, it is distributed com-
mercially as a salt with hydrochloric acid (DA�HCl)
or hydrobromic acid (DA�HBr). Enzymatic or non-enzy-
matic oxidation of catechols giving rise to melanin or
tanned materials is ubiquitous in the animal, plant and
fungi kingdoms.7 Also, oxidative polymerization of phe-
nolic compounds leading to dark-colored humic sub-
stances is an important reaction in soil.8


In the course of our study on the photochemistry of two-
component crystals,9 we were interested in the oxidation
of catecholamines. We have found that dopamine (DA)
and its analogs, homoveratrylamine (O,O0-dimethyldopa-
mine, DMDA) and tyramine (TA), are able to form a 1 : 1
crystalline molecular complex with suitable electron ac-
ceptors such as 3,5-dinitrobenzoic acid (dnba), 3-nitro-
benzoic acid and picric acid (pic). Thermal analysis of the
crystalline complexes DA�dnba and DA�pic by differen-
tial scanning calorimetry (DSC) has revealed a lerge
exothermic peak near the melting-points and black mate-
rials have resulted. As will be described in this paper, we
investigated these thermal reactions in some detail, be-
cause the chemical structures of all the black–brown
materials (melanin, humus, etc.) that were formed from
oxidation of catechols6–8 are as yet unknown.


RESULTS AND DISCUSSION


All the crystalline molecular complexes listed in Table 1
were obtained by cocrystallization of the amine and the
acceptor from suitable solvents (all the cocrystals shown
in Table 1 were photoinert in the solid state under similar
irradiation conditions to those described previously.9)
Their melting-points are summarized in Table 2. X-ray
crystallographic analyses of cocrystals DA�dnba,10


DMDA�dnba,11 DMDA�pic (S. Ohba and Y. Ito, unpub-
lished result), and TA�pic12 have already been carried out
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and their amine component was found to exist as the
ammonium salt like that in dopamine hydrochloride,
DA�HCl.13 The DA molecule in the DA�dnba cocrystal
was stable to autoxidation for an indefinite time, as in
DA�HCl.


Heating cocrystals of DA�dnba or DA�pic on a hot-
plate resulted in the sudden decomposition of the crystal
when the plate temperature reached near the melting-point
of the sample, giving a black pigment along with a small
amount of 3-amino-5-nitrobenzoic acid (1) or picramic
acid (2) [reactions (1) and (2) in Scheme 1]. These thermal


reactions were followed by DSC. As can be seen from
Figs 1(a) and 2(a), both DA�dnba and DA�pic, upon
heating, first showed an endothermic peak due to melting.
This was suddenly replaced by a large exothermic peak,
indicating the occurrence of certain violent chemical
reactions. In contrast, cocrystals of DMDA�dnba or
DMDA�pic showed only an endotherm due to melting
[Figs 1(b) and 2(b), respectively]. It should be noted that
DA�HCl [lit.14 m.p., 241 �C (decomp.)] also showed only
an endothermic peak at the melting-point [Fig. 1(c)],
suggesting no accompanying drastic reactions.


A typical experiment for the thermal reaction of
DA�dnba is as follows. Cocrystals of DA�dnba were
crushed in an agate mortar and 222 mg were heated on a
hot-plate (250 �C). The sample turned brown–black with
melting and concomitant bubbling, and after 10 min the
whole mass changed into a black solid. Heating was
continued for additional 4.8 h. The reaction mixture was
washed with hot MeOH several times (10 ml� 9) to give


Table 1. Formation of crystalline molecular complexes of
catecholamines (B) with electron acceptors (A)


A


B


Scheme 1. Pyrolysis of DA�dnba, DA�pic, and a 1:1:1 mixture of DA�HCl, NaOH and dnba


Table 2. Solvents for cocrystallization and melting-points of
cocrystals


Cocrystallization
Cocrystal solvent M.p. ( �C)


DA�dnba EtOH–H2O 221–229 (decomp.)
DA�pic MeOH–H2O 209–216 (decomp.)a


DMDA�dnba EtOH–MeOH 195–199
DMDA�pic EtOH 172–175b


TA�dnba EtOH–H2O 226–234
TA�pic MeOH–H2O 205–207
PA�dnbac MeOH 166–172
BA�dnbac EtOH–MeOH 186–190
DHBA�dnbac MeOH–H2O 191–193 (decomp.)


a Lit. 17m.p. 189–190 �C (decomp.).
b Lit. 18m.p. 164–166 �C.
c PA, �-phenylethylamine; BA, benzylamine; DHBA, 3,4-dihydroxyben-
zylamine.


850 Y. ITO AND S. ARIMOTO


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 849–857







a black residue (180 mg, 81 wt%). From the MeOH wash-
ing, 3-amino-5-nitrobenzoic acid (1) was obtained in a
small quantity (1 mg, �1%). In a separate pyrolysis ex-
periment employing an equimolar mixture of DA�HCl,
NaOH, and dnba [reaction (3) in Scheme 1], 1 was
produced in a much higher yield (21%) and was isolated
by PTLC, followed by HPLC (see below).


In order to obtain some structural information, the
black residue was subjected to measurements by powder
x-ray diffraction (PXD), IR (in KBr), 1H NMR (in D2O
containing 5% NaOD), UV/Vis (in 1 M NaOH), FAB-MS
(in 1 M NaOH or DMF) and elemental analysis. The PXD
pattern [Fig. 3(A)] and the IR spectrum [Fig. 3(B)] are
broad, but the IR absorption attributable to the nitro group


Figure 1. DSC traces for (a) DA�dnba, (b) DMDA�dnba, (c) DA�HCl and (d) a 1 : 1: 1 mixture of DA�HCl, NaOH and dnba


Figure 2. DSC traces for (a) DA�pic, (b) DMDA�pic, (c) PA�dnba and (d) dnba
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is clearly visible at 1530 and 1345 cm�1. The 1H NMR
(not shown) and UV/Vis (not shown) spectra are also very
broad. However, because of the low solubility in the


solvent used, the 1H NMR, UV/Vis and FAB-MS (not
shown) spectra do not reflect the property of the entire
sample. The broad nature of the PXD, IR and 1H NMR
spectra and the low solubility in all kinds of solvents
suggest that the black material is polymeric.


The analytical data for the black solid [H, 2.74; C,
57.88; N, 13.23; (O, 26.15)%] is in fair agreement with
the empirical formula C15H9N3O5: H, 2.92; C, 57.88; N,
13.50; O, 25.70%. The black solid that was obtained
from a different pyrolysis experiment afforded nearly the
same analytical data, confirming its reproducibility. The
empirical formula C15H9N3O5 suggests that three mole-
cules of H2O are eliminated from the thermal decom-
position of one molecule of DA�dnba. The black pigment
obtained from DA�pic [reaction (2) in Scheme 1] was
analyzed as C 53.09, H 2.16, N 15.59%. These analytical
data can be approximated by the elemental composition
C14H6.5N3.5 O6, which requires C 52.59, H 2.05, N
15.33%, i.e. by (dopamine)1(picric acid)1-3 H2O-0.5 NH3.


For comparison with the pyrolysis of cocrystal
DA�dnba, pyrolysis of an equimolar mixture of
DA�HCl, NaOH and dnba was carried out (reaction 3
in Scheme 1). A black solid (m.p.>300 �C), whose IR
spectrum was very similar to that shown in Fig. 3(B), was
obtained. However, the yield of the black solid was much
lower (29 vs 81 wt%) and the elemental analysis was
considerably different (H, 3.37; C, 56.71; N, 10.96% vs
H, 2.74; C, 57.88; N, 13.23%). Furthermore, the yield of
1 was much higher (21% vs 1%), and the peak width of
the DSC exotherm was much broader [Fig. 1(d) vs Fig.
1(a)]. Considering this difference in the DSC patterns, the
crystal structure of the cocrystal DA�dnba may possibly


Figure 3. (A) Powder x-ray diffraction pattern and (B) IR
spectrum (in a KBr disc) for the black pigment


Figure 4. DSC traces for (a) a 1 : 1 mixture of DA�HCl and NaOH, (b) a 1 : 1 : 1 mixture of DA�HCl, NaOH and dnbn, (c)
catechol and (d) a 1 : 1 mixture of catechol and dnba
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be more or less favorable for the exothermic thermal
reaction to occur (see below).


Thermal analyses of a 1 : 1 mixture of DA�HCl and
NaOH, a 1 : 1 : 1 mixture of DA�HCl, NaOH and 3,5-
dinitrobenzonitrile (dnbn), catechol, and a 1 : 1 mixture
of catechol and dnba (Fig. 4) were also performed. Only
a 1 : 1 : 1 mixture of DA�HCl, NaOH and dnbn exhibited
an exotherm [Fig. 4(b)]. Therefore, it seems in view of the
above thermal analyses (Figs 1, 2 and 4) that both a
catechol moiety and an amino group of DA in addition to
a strong electron acceptor such as dnba, pic and dnbn are
required for the appearance of an exothermic peak.
Compounds 3a, DHBA�dnba and 6 showed an exother-
mic DSC peak, whereas 5, BA�dnba, and 7 displayed
only an endothermic peak. We are planning further
thermochemical studies, including thermogravimetry.


As mentioned earlier, the elemental analysis of the
black solid suggests that three molecules of H2O are
eliminated from the thermal decomposition of one mo-
lecule of DA�dnba. Although it may be too early to do so,
Scheme 2 is presented as a tentative mechanism for the
formation of the black solid. The mechanism involves the
competing occurrence of three dehydration steps: amide
formation (e.g. DA�dnba! 3a), a Bishler–Napieralski-


like cyclization (e.g. 3a! 4a) and dehydrative polymer-
ization of the catechol moiety.


In order to support Scheme 2, the experiments sum-
marized in Schemes 3 and 4 were carried out. Thus,
short-time pyrolyses of cocrystals PA�dnba (PA:


Scheme 2. A tentative scheme showing the formation of
one possible structure for the balck pigment that was
produced from pyrolysis of cocrystal DA�dnba


Scheme 3. Short-time pyrolysis of DA�dnba and other
related cocrystals PA�dnba, DHBA�dnba, BA�dnba and
DMDA�dnba
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�-phenylethylamine), BA�dnba (BA: benzylamine), and
DMDA�dnba furnished the amides 5, 7 and 3b in reason-
able yields (7, 11 and 14%, respectively), while similar
short-time pyrolyses of cocrystals DA�dnba and
DHBA�dnba (DHBA: 3,4-dihydroxybenzylamine) did
not afford detectable amounts of the corresponding amides
3a and 6 (Scheme 3). In the latter cases, only black solids
were obtained. The unsuccessful detection of 3a and 6 is
probably due to their rapid thermal decomposition, beca-
use they contain a reactive catechol system in the molecule.
In fact, the amides 3a and 6were prepared by an alternative
method using 3,5-dinitrobenzoyl chloride and the amine,
and these amides were found to be easily converted to
black materials by short-time pyrolysis (Scheme 4). As a
result, the amide formation upon pyrolysis of DA�dnba
appears to be a true event. In addition, these pyrolysis
data indicate that a catechol moiety is necessary for the
production of a black pigment, since all the compounds
having this moiety (DA�dnba, DHBA�dnba, 3a and 6)
produced one (see Schemes 3 and 4).


We have no very strong evidence for the formation of
the dihydroisoquinoline ring. However, pyrolysis of
DMDA�dnba formed a 3,4-dihydroisoquinoline (4b),
albeit in a trace quantity (0.5%, Scheme 3). Furthermore,
the FAB mass spectra of the black solid, which were
measured under several different conditions, always dis-
played a peak at m/z 329. These findings are consistent
with the formation of the ring structure for 1-(3,5-dini-
trophenyl)-6,7-dihydroxy-3,4-dihydroisoquinoline (4a)
(m/z 329) upon pyrolysis of DA�dnba. It is known that
the Bishler–Napieralski cyclization is promoted by
substituting electron-releasing groups (e.g. OMe) on the
�-phenethyl aryl ring.4


As stated above, production of 3-amino-5-nitrobenzoic
acid (1) is a very minor reaction in the pyrolysis of
DA�dnba (Scheme 1). Indeed, regardless of the pyrolysis
time (�0.1–5 h at a hot-plate temperature of 250 �C), the
yield of 1 was constantly low (�1%). Interestingly,
reduction of nitro-aromatics into amino-aromatics by
the reaction with phenols or humic monomers and poly-
merization of catechols leading to humic substances are
important reactions in the environment or in soil.8,15 Two
possible modes for the catechol polymerization were
considered to occur [see structures (a) and (b)]. Both
modes are oxidative polymerization and are different
from the dehydrative polymerization mode assumed in
Scheme 2. It is likely that in the case of the pyrolysis of an
equimolar mixture of DA�HCl, NaOH and dnba, the
oxidative polymerization had substantially taken place,
since the yield of 1 was much higher (21%). In the
production of 1, the nitro group of dnba was presumably
reduced by the catechol and amino groups of DA.


X-ray crystallographic analyses of cocrystals
DA�dnba,10 DMDA�dnba,11 PA�dnba (S. Arimoto and
Y. Ito, unpublished result), and DA�HCl13 have already
been carried out. [Incidentally, we would like to mention
that the solid-state conformation of the �-phenylethyla-
mine component is gauche perpendicular for DA�dnba,
DMDA�dnba, DMDA�pic (S. Ohba and Y. Ito, unpub-
lished result), and TA�pic,12 whereas it is anti perpendi-
cular for DA�HCl13 and PA�dnba. At the binding site of
dopamine receptors D1 and D2, DA is assumed to take a
trans coplanar conformation,16 which is different from
that observed in the crystal]. The shortest intermolecular
distance between the ammonium nitrogen and the neigh-
boring carboxylate carbon is 3.38 Å for DA�dnba, 3.50 Å
for DMDA�dnba, and 3.51 Å for PA�dnba. The shortest
intermolecular distance between the catechol oxygen is


Scheme 4. Preparation and short-time pyrolysis of the
relevant amides 3a, 5, 6 and 7
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4.65 Å for DA�dnba and 4.83 Å for DA�HCl. The fact
that both intermolecular atomic distances are shortest for
DA�dnba is compatible with the present result that
DA�dnba has the highest thermal reactivity among these
four cocrystals, since only DA�dnba displayed an
exothermic DSC peak (Figs 1 and 2). Because of melting
or disruption of the crystal structure, however, it is not
clear to what extent the crystal structure controls the
thermal reactivity of these crystals.


CONCLUSIONS


The cocrystal between dopamine and 3,5-dinitrobenzoic
acid DA�dnba underwent a violent thermal reaction,
giving a black solid. From inspection of the DSC patterns
for DA�dnba and other compounds (Figs 1, 2 and 4), it
was indicated that both a catechol moiety and an amino
group of DA in addition to a strong electron acceptor such
as dnba, picric acid (pic) and 3,5-dinitrobenzonitrile
(dnbn) are required for appearance of an exothermic
peak. Probably, the black solid was formed mainly from
multiple dehydration reactions. Evidently, further studies
such as thermogravimetric analysis and more structural
elucidation of the black solid are needed to establish the
mechanisms of the present thermal reactions of dopamine
with electron acceptors.


EXPERIMENTAL


General procedures


DSC traces were recorded on a Shimadzu DSC-60
calorimeter at a scanning rate of 10 �C min�1. DSC exp-
eriments were performed under a nitrogen atmosphere.
IR, 1H NMR, MS and UV/Vis spectra were measured
with Shimadzu FTIR-8100A, JEOL EX-270J, JEOL
JMS-HX 110A and Shimadzu UV-2400PC spectro-
meters, respectively. Powder x-ray diffraction (PXD)
patterns were obtained with a MAC Science MX Labo


diffractometer using Cu K� radiation (1.5406 Å). For
pyrolysis, the sample was placed in a 100 ml Erlenmeyer
flask equipped with a water-cooled condenser and heated
on a Barnstead hot-plate (Thermolyne Type 1900).


Materials


All the compounds used for preparation of cocrystals
were purchased commercially. 3-Amino-5-nitrobenzoic
acid (1) and picramic acid (2) were also commercially
available.


Cocrystallization9


The solvents for cocrystallization, the melting-points of
cocrystals and their analytical data are summarized in
Tables 2 and 3. 1H NMR spectra (in DMSO-d6) of all the
cocrystals were essentially a simple sum of the spectra of
their components, confirming that the molar ratio of the
corresponding amine and the nitro compound was 1 : 1 in
the cocrystal. The IR spectra (in KBr) of the cocrystals
were definitely different from the superposition of the
spectra of the components. For example, the IR frequency
for the CO2H group of dnba at 1703 cm�1 is missing in
all the dnba cocrystals.


DA�dnba. A hot solution containing 1.188 g (5.03 mmol)
of dopamine hydrobromide (DA�HBr) in EtOH (10 ml)
was mixed with a hot solution containing 1.087 g
(5.02 mmol) of 3,5-dinitrobenzoic acid (dnba) in EtOH
(6 ml), then 5.0 ml of 1 M NaOH solution were added. The
mixture was filtered and the filtrate was left for 2 days at
room temperature. Orange prisms appeared and these
were collected by filtration and in vacuo at room
temperature. Yield, 1.36 g (60%); m.p. 221–229 �C (de-
comp.).


DA�pic. A hot solution containing 964 mg (4.98 mmol)
of dopamine hydrochloride (DA�HCl) in water (10 ml)


Table 3. Analytical data for cocrystalsa


Calc (%) Found (%)


C H N C H N


DA�dnba 49.32 4.14 11.50 49.23 4.06 11.47
DA�picb 40.20 4.34 13.39 40.46 4.15 13.69
DMDA�dnba 51.91 4.87 10.68 51.67 4.81 10.69
DMDA�pic 46.83 4.42 13.65 47.07 4.47 13.35
TA�dnba 51.58 4.33 12.03 51.54 4.26 12.08
TA�pic 45.91 3.85 15.30 45.85 3.78 15.33
PA�dnba 54.05 4.54 12.61 54.09 4.67 12.61
BA�dnba 52.67 4.10 13.16 52.77 4.26 13.14
DHBA�dnbab 46.79 3.90 11.69 47.09 3.94 11.31


a All the cocrystals, except DA�pic and DHBA�dnba, gave satisfactory C, H and N analyses (within� 0.3%) as (amine)1(nitro compound)1.
b Cocrystals DA�pic and DHBA�dnba contained water in the crystal: (DA)1(pic)1(H2O)2 and (DHBA)1(dnba)1(H2O)0.45.
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was mixed with a hot solution containing 1.342 g
(4.98 mmol) of picric acid (pic) in MeOH (27 ml). The
mixture was filtered and the filtrate was left overnight at
room temperature. Tiny yellow crystals appeared and
these were collected by filtration and dried in vacuo at
room temperature. Yield, 1.82 g (79%); m.p. 209–216 �C
(decomp.) [lit.17 m.p. 189–190 �C (decomp.)].


DMDA�dnba. A hot solution containing 881 mg
(4.15 mmol) of dnba in EtOH (20 ml) was mixed with
a hot solution containing 752 mg (4.15 mmol) of homo-
veratrylamine (O,O0-dimethyldopamine, DMDA) in
MeOH (25 ml). The mixture was filtered and the filtrate
was left overnight at room temperature. Yellow plates
appeared and these were collected by filtration and dried
in vacuo at room temperature. Yield, 1.42 g (87%); m.p.
195–199 �C.


Other cocrystals were similarly prepared.


Pyrolysis


Pyrolysis of DA�dnba. A typical procedure is described
in the text. When necessary, the yield of 1 was estimated
from 1H NMR analysis (in DMSO-d6) of the pyrolysis
mixture by adding nitromethane as the integration standard.


Pyrolysis of DA�pic. Cocrystals of DA�pic (218 mg)
were heated on a hot-plate (250 �C) for 5 h. During this
pyrolysis, the sample turned into a black solid and a
substanial amount of an orange–yellow solid (ca 10 mg)
was sublimed. The black reaction mixture was washed
with hot MeOH several times to give a black residue
(145 mg, 72 wt%, m.p.> 300 �C), with elemental analy-
sis H, 2.13; C, 53.13; N, 15.62; (O, 29.12)%. From the 1H
NMR analysis (in DMSO-d6), the orange–yellow sub-
limate was found to consist mainly of picramic acid (2)
(8% yield), which was identified by direct comparison
with a commercial sample.


Pyrolysis of an equimolar mixture of DA�HCl,
NaOH and dnba. DA�HCl (103 mg, 0.53 mmol),
NaOH (21 mg, 0.53 mmol) and dnba (115 mg, 0.53 mmol)
were mixed in an agate mortar with a pestle for 10 min.
The thermochemical behavior of this mixture was exam-
ined by DSC [Fig. 1(d)]. Then, pyrolysis was carried out
on a hot-plate (230 �C) for 1 h. This pyrolysis mixture was
washed with MeOH several times to give a black residue
[58 mg (29%), m.p.> 300 �C], which was subjected to
measurements of IR, 1H NMR and UV/Vis spectra and to
elemental analysis. The IR, 1H NMR, and UV/Vis spectra
were similar to those of the black sample obtained from
pyrolysis of DA�dnba. The MeOH washing was subjected
to preparative TLC on silica gel (1 : 1 MeOH–benzene),
followed by preparative HPLC on Asahipak GS-320


(MeOH), to afford 21 mg (21%) of 3-amino-5-nitroben-
zoic acid (1), whose 1H NMR, IR and mass spectra were
the same as those of a commercial sample.


Short-time pyrolyses of cocrystals DA�dnba,
PA�dnba, DHBA�dnba, BA�dnba and DMDA�dn-
dnba. These pyrolyses were performed at 230–300 �C
(hot-plate temperature) for 0.5–2 h. The results are sum-
marized in Scheme 3. The reaction products were ana-
lyzed by 1H NMR and HPLC. Amides 5, 7 and 3b and
dihydroisoquinoline 4b were detected from the pyrolysis
mixture of the corresponding cocrystals, while the reduc-
tion product 1 was detected in all cases. Insoluble black
pigments were formed from DA�dnba and DHBA�dnba
and partly from DMDA�dnba. The conversions were
high for DA�dnba and DHBA�dnba. For PA�dnba,
BA�dnba andDMDA�dnba, the conversions were<50%.


Short-time pyrolyses of amides. The pyrolyses of
the amides 3a, 5, 6 and 7 were carried out under
conditions similar to those for the short-time pyrolyses
of cocrystals described above. The results are summar-
ized in Scheme 4. Amides containing a catechol moiety,
3a and 6, decomposed to give insoluble black pigments,
whereas amides bearing no catechol moiety, 5 and 7, gave
with negligible reactions.


Preparation of amides and dihydroisoquinolines


Preparation of 3b, 5 and 7. All the amides produced
upon pyrolysis above were prepared by alternative meth-
ods under solvent-free conditions.19 Thus, in order to
obtain 3b, 5 and 7, the corresponding amine (5 mmol) and
3,5-dinitrobenzoyl chloride (2.5 mmol) were mixed in a
porcelain mill with a pestle for 30 min. The reaction
mixture was separated by column chromatography and/or
by recrystallization with a suitable solvent, affording the
amide of interest.
3b:20 isolated by column chromatography (silica gel,


9 : 1 CHCl3–acetone) followed by recrystallization with
CHCl3, yield 92%, m.p. 195–196 �C; 1H NMR (DMSO-
d6), � 9.23 (1 H, t, J¼ 7 Hz, NH), 9.02 (2 H, s, aromatic
for the dnba moiety), 8.93 (1 H, s, aromatic for the dnba
moiety), 6.85 (1 H, d, J¼ 8.5 Hz, aromatic), 6,84 (1 H, s,
aromatic), 6.75 (1 H, d, J¼ 8.5 Hz, aromatic), 3.73 (3 H,
s, CH3O), 3.70 (3 H, s, CH3O), 3.54 (2 H, q, J¼ 7 Hz,
CH2NH), 2.82 (2 H, t, J¼ 7 Hz, CH2); IR (KBr), 1669
(C——O), 1542 (NO2) cm�1; MS (FAB, NBA) m/z (re-
lative intensity, %) 376 [100, (Mþ H)þ], 375 (72, Mþ);
HRMS, calculated for C17H17N3O7 375.1067, found
375.1064. 5: recrystallized with CHCl3–acetone, yield
47%, m.p. 139–140 �C (lit.21 m.p. 150 �C). 7: recrystal-
lized with benzene, yield 57%, m.p. 202–203 �C (lit.21


m.p. 201 �C).


856 Y. ITO AND S. ARIMOTO


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 849–857







Preparation of 3a. Immediately after quick mixing of
DA�HCl, 504 mg (2.61 mmol), with NaOH, 103 mg
(2.61 mmol), in a porcelain mill, 301 mg (1.31 mmol) of
3,5-dinitrobenzoyl chloride were added. This mixture
was further ground with a pestle for 30 min. The resultant
mixture was dissolved in acetone (40 ml) and the inso-
luble residue was removed by filtration. To the filtrate was
added benzene on a water-bath, until a milky precipitate
appeared. After standing for 4 days at room temperature,
N-[2-(3,4-dihydroxyphenyl)ethyl]-3,5-dinitrobenzamide
(3a) was obtained as yellow crystals: yield 197 mg (43%),
m.p. 256–260 �C (decomp.); 1H NMR (DMSO-d6), � 9.23
(1 H, t, J¼ 7 Hz, NH), 9.11 (2 H, s, aromatic for the dnba
moiety), 8.93 (1 H, s, aromatic for the dnba moiety), 8.75
(1 H, s, OH), 8.63 (1 H, s, OH), 6.63 (1 H, d, J¼ 8.5 Hz,
aromatic), 6.59 (1 H, s, aromatic), 6.47 (1 H, d,
J¼ 8.5 Hz, aromatic), 3.47 (2 H, q, J¼ 7 Hz, CH2NH),
2.70 (2 H, t, J¼ 7 Hz, CH2); IR (KBr), 3277, 3191, 1648
(C——O), 1540 (NO2) cm�1; MS (FAB, NBA), m/z (re-
lative intensity, %) 348 [100, (MþH)þ], 347 (43, Mþ);
HRMS, calculated for C15H13N3O7 347.0753, found
347.0754.


Preparation of 6. Likewise, N-(3,4-dihydroxybenzyl)-
3,5-dinitrobenzamide (6) was prepared from 3,4-dihy-
droxybenzylamine hydrobromide, NaOH and 3,5-dinitro-
benzoyl chloride by mixing in a porcelain mill: yield 16%,
m.p. 235–248 �C (decomp.) (crystallized from MeOH–
H2O); 1H NMR (DMSO-d6), � 9.60 (1 H, t, J¼ 7 Hz, NH),
9.09 (2 H, s, aromatic for the dnba moiety), 8.95 (1 H, s,
aromatic for the dnba moiety), 8.87 (1 H, s, OH), 8.77
(1 H, s, OH), 6.73 (1 H, d, J¼ 8 Hz, aromatic), 6,67 (1 H, s,
aromatic), 6.59 (1 H, d, J¼ 8 Hz, aromatic), 4.37 (2 H, d,
J¼ 7 Hz, CH2); IR (KBr), 3389, 3087, 1648 (C——O), 1546
(NO2) cm�1; HRMS, calculated for C14H11N3O7


333.0597, found 333.0598.


Preparation of 4b. 6,7-Dimethoxy-1-(3,5-dinitrophe-
nyl)-3,4-dihydroisoquinoline (4b) was prepared from
dehydrative cyclization of amide 3b in refluxing benzene
in the presence of POCl3 (Bischler–Napieralski reac-
tion):20 m.p. 154.5–155 �C (crystallized from MeOH);
1H NMR (CDCl3), � 9.11 (1 H, s, aromatic for the dnba
moiety), 8.86 (2 H, s, aromatic for the dnba moiety), 6.85


(1 H, s, aromatic), 6,63 (1 H, s, aromatic), 3.98 (3 H, s,
CH3O), 3.90 (2 H, t, J¼ 7.5 Hz, CH2N), 3.75 (3 H, s,
CH3O), 2.77 (2 H, t, J¼ 7.5 Hz, CH2). Preparation of 6,7-
dihydroxy-1-(3,5-dinitrophenyl)-3,4-dihydroisoquinoline
(4a) was unsuccessful.
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epoc ABSTRACT: A thermally generated reactive intermediate is generally presumed to consist of a population with a
distribution of lifetimes characterized by a single, well-defined parameter, � . The decay of an instantaneously
generated population, whose conversion to products occurred by parallel unimolecular steps, would be expected to be
defined by a simple, single-exponential expression: A(t)¼A0 exp(�t/�), where A(t) is the population at time t, and A0


is the population at t¼ 0. In this model, the lifetime is also related to the first-order rate constants, ki, for the
unimolecular product-forming steps; specifically � ¼ ð�ikiÞ�1


. The ratio of the products is equal to the ratio of the
rate constants for their formation. Given an accurate potential energy surface (PES) for the reaction, one would expect
to be able to compute the values of the ki under the specified reaction conditions, and hence both the lifetime of the
intermediate and the ratio of products. This simple picture, which has formed the basis for most mechanistic
investigation of reactive intermediates, and most kinetic modeling of reactions in which they are involved, has been
challenged in recent years by molecular dynamics (MD) simulations, which have predicted that a variety of thermally
generated intermediates should exhibit bimodal or even multimodal lifetime distributions. In several cases the shortest
lifetime populations have been found to lead to products in a ratio quite different from that for the longer-lived
populations, and also quite unlike that expected from RRKM or transition state theory calculations based on the same
PES used for the MD simulations. This commentary reviews the origins of this behavior and discusses the challenges
of designing experiments to test the predictions. Copyright # 2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc
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INTRODUCTION


Between the late 1920s and early 1950s two opposing
models of unimolecular chemical reaction kinetics were
being developed. One was due to Rice and Ramsperger,1


and to Kassel,2 and was later extended by Marcus3—the
RRKM model.4–7 The other was due to Slater.8 At heart,
the principal point of disagreement between the models
had to do with the rate of intramolecular vibrational
energy redistribution (IVR). On one hand, the RRKM
model explicitly invoked the statistical approximation,
treating excess vibrational energy in a microcanonical
(i.e. identical total energy) ensemble of molecules as
being always statistically distributed among the available
modes. This approximation is equivalent to assuming that
IVR is always much faster than any conceivable reaction.


The Slater model, on the other hand, treated molecules as
if they were a collection of harmonic oscillators. Since
harmonic oscillators are unable to exchange kinetic
energy, the Slater model effectively implied that the
IVR rate was zero. Both models had a sufficiently large
number of adjustable parameters that they could be made
to fit experimental kinetic data equally well, and so both
remained in play for several years.


That situation changed in 1960 when Butler and
Kistiakowsky reported the results of a clever test to
distinguish between the RRKM and Slater models.9


They prepared chemically activated methylcyclopropane
from singlet methylene by two different routes: cycload-
dition to propene and C—H insertion into cyclopropane.
The vibrationally hot methylcyclopropane underwent
isomerization to a number of products whose ratios could
be determined. Butler and Kistiakowsky argued that, if
the Slater model were correct, the vibrational modes
excited by the two methods of preparation of the methyl-
cyclopropane ought to be quite different, and therefore
the product ratios should also be different. However, if
IVR were as fast as the RRKM model posited, the means
of preparation of the methylcyclopropane ought not to
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matter, and so the same product ratio should be observed
from both reactions.


Most books on unimolecular reaction rate theory cite
this experiment as playing a pivotal role in acceptance of
the RRKM model and rejection of the Slater model4–7


since, it is frequently claimed, the result was that the two
reactions gave identical product ratios. A reexamination
of the original paper might lead the reader to a less
dogmatic conclusion, since the experimental uncertainty
in the product ratios was quite large. The original authors
were more cautious in their interpretation than many of
the subsequent reporters of their work. Nevertheless, it is
fair to say that the results looked more like those expected
for fast IVR than for slow or nonexistent IVR, and to that
extent the RRKM model was favored.


In 1970, Rynbrandt and Rabinovitch reported the
results of an experiment that was similar in spirit to
that of Butler and Kistiakowsky, but designed to afford a
more sensitive measure of the extent of IVR.10,11 They
also relied on the generation of a chemically activated
cyclopropane from singlet methylene, but they selected a
system that created an effective symmetry element in
the vibrationally hot intermediate, so that the product
ratio would be 1 : 1 (except for a possible secondary
isotope effect, whose magnitude could be determined)
in the case of complete IVR. The reaction is shown in
Scheme 1. The question that these researchers asked was
whether one would see preferential extrusion of CF2 from
the newly formed cyclopropane ring, or whether it would
occur with equal probability (after isotope correction)
from either ring. The former result would indicate in-
complete IVR prior to product formation, whereas the
latter would support the complete IVR expected from the
RRKM model. The result turned out to be dependent on
the pressure of the bath gas used in the reaction. At 1 torr,
there was a preferential loss of CF2 from the nascent


cyclopropane ring, but only to the extent of 3.5%.
However at 3300 torr, the asymmetry was substantial:
27% excess fragmentation of the newly formed ring. The
authors explained the pressure dependence by relating the
lifetime of the chemically activated intermediate to its
branching ratio. They argued that there should be a
distribution of lifetimes for the chemically activated
bicyclopropyl, and that those molecules with the shortest
lifetimes ought to be the ones that would show the
greatest asymmetry in branching ratio, since they would
be the most likely to have reacted before IVR was
complete. The high pressure of bath gas collisionally
deactivated all but the fastest-reacting component of the
distribution, and hence revealed the intrinsically asym-
metric fragmentation of the noninterceptible intermedi-
ates. From their data the authors could estimate a
magnitude for the IVR ‘rate constant,’ which they put
at about 1012 s�1.


Several secondary sources cite this experimental result
as an anomaly in the generally uniform adherence of
reactions to RRKM-like behavior, although none de-
scribes what feature of this particular reaction explains
its claimed pathology.4–6 I will take an alternative view.
Given the results of recent computational and experi-
mental studies, I will argue that phenomena like that
observed by Rynbrandt and Rabinovitch may be quite
common, and that the RRKM extreme of complete IVR
prior to reaction is not necessarily the norm for reactive
intermediates.


PLATEAUS ON THE POTENTIAL ENERGY
SURFACE


While a principal claim of this article will be that
the behavior of reactive intermediates cannot generally
be determined only by inspection of the PES in their
vicinity, it is nevertheless certain that the shape of the
PES is one important controlling factor. In recent years,
as ab initio electronic-structure calculations have become
more feasible and more reliable, there has been increas-
ing recognition that certain classes of reaction involve
‘intermediates’ that sit on energetic plateaus on the PES.
The implication is that these species can undergo fairly
large changes in geometry, at least in certain coordinates,
without significant change in potential energy. Among
the classes of intermediates that seem routinely to exhibit
this property are singlet biradicals12–15 and hydrocarbon
radical cations.16


If the plateau region had several truly barrierless exits
leading to stable molecules (reactants and products), one
would be in a situation where kinetic models such as
RRKM or transition state theory (TST) had nothing to say
about what the product ratio should be. It’s not that these
models would make incorrect predictions—they simply
could not be applied. In reality one often finds that ab
initio electronic-structure calculations predict very small


Scheme 1. The reaction designed by Rynbrandt and
Rabinovitch to look for incomplete IVR prior to reaction


NONEXPONENTIAL DECAY OF REACTIVE INTERMEDIATES 859


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 858–868







barriers, �kBT, for entrance to and exit from the plateau.
These barriers do formally allow TST or RRKM calcula-
tions to be carried out, but their validity remains open to
question. Greater insight has come from applying quasi-
classical trajectory simulation methods.


I will summarize here the results from trajectory
simulations of two reactions for which the best ab initio
theory does indicate the involvement of biradical pla-
teaus: cyclopropane stereomutation and the vinylcyclo-
propane rearrangement.


For cyclopropane stereomutation, the key question has
been whether the scission and reformation of a carbon–
carbon bond occurs preferentially with correlated double
rotation of the terminal methylenes, as originally pro-
posed by Hoffmann,17 or in a stereorandom fashion, as
implied by thermochemical calculations of Benson18 (see
Scheme 2). The stereochemistry and thermochemistry are
related because one can reformulate the question to ask
whether the ‘trimethylene’ biradical, formed by C—C
scission, has a barrier to reclosure that is larger than the
barrier to internal rotation of its terminal methylenes. If it
does, as suggested by Benson, then one might expect (at
least from traditional kinetic analysis) stereorandom
reclosure. If it does not, the situation is potentially
complicated. Already in 1970, Hoffmann’s extended
Hückel calculations had suggested that singlet biradicals
might sit on PES plateaus, giving them properties some-
where between those expected for an intermediate and a
transition state (hence his proposed name of ‘twixtyl’ for
such entities).19 His prediction of correlated double
rotation for trimethylene came from a symmetry analysis
of the interaction between the 2p-like orbitals of the


terminal methylenes and the C—H � and �* orbitals of
the central methylene.


The experimental test of these predictions proved to
be very difficult and controversial. At one extreme there
seemed to be evidence for as much as a 50:1 preference
for correlated double rotation,20,21 while at the other
there was apparent experimental support for essentially
stereorandom behavior.22


The highest levels of electronic-structure calcula-
tion23,24 did give credence to Hoffmann’s ‘twixtyl’ sug-
gestion, and they did also show that the lowest energy
pathway for breaking a C—C bond should be by corre-
lated conrotation, as he had predicted. However, the
transition states for C—C scission accompanied by dis-
rotation or monorotation were found to be much closer in
energy to that for conrotation than Hoffmann’s calcula-
tions had suggested.17 They were close enough that it was
not at all certain that the overall stereochemical situation
could be reliably deduced from a TST analysis. For that
reason, two different sets of collaborative research groups
undertook quasiclassical trajectory simulations of the
reaction, using somewhat different technical approaches.
Despite the different details, the two simulations gave
gratifyingly similar results. They showed that there
should indeed be a preference for correlated double
rotation, by about 2.9–3.5 : 1 according to one simula-
tion25 and 4.7 : 1 according to the other.26 However, this
preference had a strong component of nonstatistical
dynamics, meaning phenomena that could not be cap-
tured by models such as RRKM or TST, which use the
fast-IVR approximation. Specifically, both studies found
that the behavior of a particular trimethylene was depen-
dent on the mode of its formation. If it had been formed
from a conrotation TS, it selected the exits to reclosure of
the ring with different probabilities than if it had been
formed from a disrotation or monorotation TS. There was
a notable tendency for the internal rotational motions
initiated by the bond cleavage to persist in the biradical
long enough to play an important role in determining
which TS to reclosure was encountered first. This kind of
stereochemical memory is clearly at odds with the
‘amnesia’ that should have resulted if IVR had been
complete before product formation occurred. Of particu-
lar relevance to this article is the fact that one of the
groups examined the decay of the trimethylene biradical
in their simulation and found that it was nonexponential.


About 3/4 of the trajectories took the first exit to
product that they encountered, and spent an average of
about 130 fs on the biradical plateau. The remaining 1/4
spent over 400 fs there and executed multiple internal
rotations of the terminal methylenes before finally clos-
ing the ring.27 Prediction of a bimodal, or in some cases
multimodal, lifetime distribution will be a recurring
theme in this article, as will the linkage between lifetime
and stereoselectivity.


Let us now turn to the vinylcyclopropane rearrange-
ment,28 depicted (somewhat unrealistically, as described


Scheme 2. Competing mechanism for the stereomutation
of cyclopropane. A: concerted conrotation; B: formation of
a trimethylene biradical minimum with loss of stereochemi-
cal information
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below) in Scheme 3. The overall transformation is clear:
one must break the bond between C1 and C2 of the
reactant, and then reconnect C2 to C30. However, con-
troversy resides in the details of the stereochemistry and
timing of these two events.29–40 First the stereochemistry:
the bond formation at C2 can occur with retention or
inversion of its original configuration. In addition, the
bond formation at C30 can occur to the same face—
suprafacial—of the allylic unit (C1—C20—C30) to which
C2 was originally attached, or to the opposite face—
antarafacial. These two stereochemical variables com-
bine to create four possible stereoisomeric products, for
which the two-letter designations shown in Scheme 3
indicate suprafacial (s) or antarafacial (a), and retention
(r) or inversion (i). Experimental study of the stereo-
chemistry would appear to allow one to differentiate
between two extremes of the timing question. If the
breaking of the C1—C2 bond and the formation of the
C2—C30 bond occurred concertedly, the reaction would
be pericyclic—a [1,3] sigmatropic rearrangement—and
hence subject to the Woodward–Hoffmann rules of orbi-
tal symmetry conservation.41 These rules indicate that,
for a thermal reaction, the products designated si and ar
would be ‘allowed’ whereas the other pair, sr and ai,
would be ‘forbidden.’ The alternative, stepwise mechan-
ism would presumably involve the singlet-state biradical
depicted in Scheme 3. If able to explore all of its
energetically accessible conformations, this biradical
would be expected to be achiral. In addition, it might
be expected to undergo facile internal rotations about the
remaining C—C bond to C2. Since the intermediate is
achiral, and since achiral intermediates are supposed to
give only achiral or racemic products, this mechanism
would seem to predict that the product isomers related to
each other as enantiomers should be formed in equal
amounts, namely [sr]¼ [ai] and [si]¼ [ar].


Of course, the reaction could not really be persuaded to
go exactly as shown in Scheme 3, because the C1—C3
bond would certainly break at very nearly the same rate
as C1—C2. In the experiments actually conducted by


Baldwin and coworkers,31 this problem was resolved by
deuterium labeling both C2 and C3, creating diastereo-
merically pure but achiral molecules. Even then, there
remained a large number of technical difficulties which,
in the end, the researchers were able to overcome. Their
results indicated that the four stereochemical courses for
the reaction run at 300 �C were: sr 23%, si 40%, ar 13%
and ai 24%. These numbers do not fit the expectations
from either mechanism. Clearly the Woodward–
Hoffmann ‘forbidden’ and ‘allowed’ products are formed
in nearly equal amounts ([sr]þ [ai]¼ 47%; [si]þ [ar]¼
53%)—hardly what one would expect for a pericyclic
reaction. In contrast, the stereochemical paths do not
show the pairwise equalities expected from the stepwise
mechanism.


The current explanation of these results comes from a
combination of high-level ab initio electronic-structure
calculations and molecular-dynamics simulations.42–46


The picture that emerges from the electronic-structure
calculations is that breaking the C1—C2 bond of the
reactant creates a biradical that, once again, sits on a
plateau on the PES. There are exits to all four possible
products from the plateau region, with little or no barrier
to the formation of any of them.


Doubleday, Hase and coworkers have carried out ex-
tensive quasiclassical trajectory studies on this reaction.42


Their simulations matched the experimental outcome
very well: the computed product ratios were 42 : 30 :
10 : 18 (si : sr : ar : ai) whereas the experimental ratios31


were 40 : 23 : 13 : 24. It was clear that the simulations
again revealed that the reaction was dominated by non-
statistical dynamics. Just as seen in cyclopropane stereo-
mutation, the decay of the biradical was nonexponential,
and the stereoselectivity highly correlated with the
amount of time spent on the plateau. Thus, trajectories
that completed the passage to products in <200 fs gave a
ratio of 53 : 43 : 0 : 4 whereas those taking >600 fs gave
20 : 22 : 30 : 28. Clearly, the reaction becomes more
stereorandom the longer the trajectories last. This is
just the picture one would expect if IVR were occurring


Scheme 3. A schematic representation of the stereochemical pathways for the vinylcyclopropane rearrangement
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on a timescale comparable to that for product formation.
The simulations also revealed that the product ratio could
be strongly influenced by the distribution of kinetic
energy among the vibrational modes of the TS from
which the trajectories were initiated. This too is unam-
biguous nonstatistical behavior.


There is every reason to believe that the results
found for the vinylcyclopropane rearrangement are typi-
cal of those to be expected for reactions involving
biradicals (and presumably other reactive intermediates)
on energetic plateaus. Other examples for which there is
experimental and/or computational support for this
picture include the rearrangements of bicyclo[2.1.1]hex-
ene derivatives,47 bicyclo[3.1.0]hex-2-ene,48 bicy-
clo[3.2.0]hept-2-ene12 and 9,9-dicyanobicyclo[6.1.0]
nona-2,4,6-triene.49 These reactions cannot be comple-
tely understood within the context of any statistical
kinetic model.


GENERATION OF CHEMICALLY ACTIVATED
INTERMEDIATES


In the preceding examples, the best evidence suggests
that the biradicals involved sit on energetic plateaus.
Neither the conversions of the biradicals to products
nor their return to the reactants apparently face any
significant barrier. The behavior of the biradicals seems
to be dictated by a potentially complex interaction
between the dynamics of entry to the plateau region,
which dictates the initial direction of motion, and the
influence of small (often �1 kcal mol�1) conformational
barriers on the plateau itself. However, when the return of
an intermediate to the reactant constitutes a reaction
for which there is a substantial barrier, the dominant
contributor to its dynamics (in the forward direction) may
be the kinetic energy acquired in the descent to the
intermediate from the preceding transition state. This is
very similar to the scenario investigated by Butler
and Kistiakowsky9 in 1960 and by Rynbrandt and
Rabinovitch10,11 in 1970. However, I will be concerned
in this commentary with situations in which the chemi-
cally activated species is an unisolable reactive inter-
mediate rather than a stable molecule, as it was in these
earlier experiments. That difference has one important
practical consequence. In the Rynbrandt and Rabinovitch
experiment, increased collisional interception of the
chemically activated intermediate caused all but the
fastest reacting molecules to be trapped permanently in
the bicyclopropyl well. At high pressures there was little
of the final products formed, but what there was showed
substantial asymmetry in the CF2 extrusion, indicative of
incomplete IVR. When the chemically activated inter-
mediate is not stable, collisional interception can only
temporarily trap species in the intermediate well; even-
tually the progress on to the final products will occur,
presumably with a ratio that could be deduced from


statistical rate theory. Hence, in this case, collisional
interception should have no effect on the total yield of
final products but should change their ratio in a way that
now reduces the dynamical asymmetry.


Again I have chosen two examples to discuss in some
detail: nitrogen extrusion from 2,3-diazabicyclo[2.2.1]-
hept-2-ene (DBH) and methyl radical loss from the
acetone radical cation.


The principal mechanistic issue in the thermal nitrogen
loss from DBH is the reason for the preferred inversion of
configuration, revealed by deuterium labeling of the
reactant (Fig. 1).50–56 Several mechanisms have been ad-
vanced to explain this result, but those ascribing a key
role to a diazenyl biradical (generated by homolyzing just
one C—N bond of DBH) were called into question when
it was discovered that CASPT2//CASSCF(6,6)/6–31G(d)
calculations showed the preferred mechanism to involve
synchronous C—N scission.57 The diazenyl biradical was
found to be 7 kcal mol�1 higher in enthalpy than the
synchronous transition state. A plausible mechanism
was revealed when a single CASSCF direct-dynamics
trajectory was run forward from this transition state. Even
without any ZPE in the real-frequency normal modes,
this trajectory picked up enough kinetic energy (the
experimental value58–62 is 14.3� 2.4 kcal mol�1) in its
descent to cyclopentane-1,3-diylþN2 to surmount the
small barrier to ring closure of the biradical (experimen-
tally 3.1� 2.8 kcal mol�1) on the first attempt. It is
significant that this event occurred with the inversion of
configuration observed experimentally. The conforma-
tional change can be traced to simple Newtonian con-
servation of momentum: as the N2 departs in one
direction, the carbons to which it was attached move in
the opposite direction and thereby induce the flap inver-
sion in the five-membered ring.51 This is equivalent to


Figure 1. Experimental enthalpy profile, and experimentally
preferred stereochemistry for the deazetization of DBH
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saying that the vibrational kinetic energy acquired by the
descent from the TS is deposited selectively into a few
vibrational modes, and does not completely redistribute
itself to the other modes before reaction of the inter-
mediate occurs. Instead, this vibrational excitation plays
a key role in determining which exit channel is encoun-
tered first.


Experimental support for this mechanism could be
found when the reaction was studied in supercritical
fluids. In supercritical propane, the ratio of rate constants
for formation of the inversion and retention products
dropped from near 5 at the lowest pressure to about 2 at
the highest (where the fluid had a density of roughly 1/3
that for liquid propane). The functional dependence of the
ratio on pressure could be fitted to a model in which there
was a bimodal distribution of lifetimes for the cyclopen-
tane-1,3-diyl. The shorter-lifetime (nonstatistical) popu-
lation was assumed to give only the inversion product,
whereas the longer-lifetime (statistical) population was
assumed to give the two products in a 1 : 1 ratio. An
analytical mathematical model that leads to such a
picture is described below. From the fit to the data, a
lifetime for the nonstatistical population of 100–130 fs
could be deduced.57 This is very much in line with what
MD simulation suggests.


Interest in the acetone radical cation dissociation has
almost as long a history as the DBH controversy. In 1970
McLafferty and coworkers63 reported that enol radical
cations generated in a mass spectrometer would undergo
unimolecular rearrangement to the keto tautomer, fol-
lowed by alkyl radical loss. Shortly thereafter,64 they
reported the results of isotopic labeling studies indicating
that when the enol radical cation of acetone rearranged to
its keto form, the newly formed methyl was lost more
readily than the existing one, despite the fact that the


intermediate from which the dissociation occurred should
have C2v symmetry. They postulated that this phenom-
enon was a sign of incomplete IVR prior to reaction.64


Subsequent studies65–68 showed unambiguously that the
asymmetry in methyl dissociation was indeed the result
of some sort of nonstatistical dynamical phenomenon. In
particular, Brauman and coworkers deduced an important
role for the in-plane bending vibration of the carbonyl
group.68


The experimental enthalpy profile69,70 for the forma-
tion and dissociation of the acetone radical cation could
be quite well reproduced by calculations at the UB3LYP/
cc-pVTZ level (Fig. 2). When a single direct-dynamics
trajectory run at this level of theory was launched from
the H-migration TS, without ZPE, it accessed the deep
minimum for the acetone radical cation, but did not
proceed on to the products as had been observed with
DBH. Nevertheless, the trajectory was informative. If
behavior implied by use of the statistical approximation
were observed, the trajectory should have moved chao-
tically around the minimum on the PES. However, it
exhibited quite periodic behavior for several hundred
femtoseconds. Specifically, when the distance of the
radical cation from the C2v minimum-energy geometry
(computed as the RMS difference in mass-weighted
distance-matrix elements) was plotted as a function of
time, it revealed a more-or-less sinusoidal form that
coincided in frequency and phase with an in-plane bend-
ing motion of the carbonyl group (Fig. 2). That such a
motion should receive a disproportionate share of the
released kinetic energy is certainly reasonable, given
the geometry difference between the TS and the acetone
radical cation minimum, but it is also of significance for
the subsequent dissociation. The reason is that loss of a
methyl radical generates the acylium ion, for which the


Figure 2. Left-hand panel: experimental enthalpy and calculated potential energy profile for the formation and dissociation of
the acetone radical cation. Right-hand panel: observation and identification of periodic motion about the PE minimum due to
kinetic energy picked up during formation of the acetone radical cation
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CCO angle has an optimum value of 180 �. The methyl
dissociation therefore tends to occur from a geometry
with one large and one small CCO angle. Consequently,
the excited in-plane bend of the carbonyl brings the
trajectory close to one and then the other exit channel
to dissociation. This oscillatory behavior has real con-
sequences for the chemistry, as revealed when a full-scale
simulation was undertaken.71 1800 trajectories were run
from the vicinity of the H-migration TS, using the AM1-
SRP direct-dynamics method,72 parameterized to fit the
UB3LYP/cc-pVTZ results. When the loss of each methyl
was analyzed as a function of time, three important
results were found. First, the methyl loss showed a
periodicity with a frequency matching that of the in-plane
carbonyl bending motion. Second, the overall rate of loss
of methyl groups was significantly higher than observed
when trajectories corresponding to the same total energy
were initiated in the region of the acetone radical cation
minimum. Third, when the cumulative branching ratio
was calculated, it was found that more newly formed than
pre-existing methyls had been lost, as observed experi-
mentally. All of these observations point to the failure of
the statistical approximation, despite the fact that the
acetone radical cation sits in a PE minimum some
20 kcalmol�1 deep.


A PLACE FOR FEMTOSECOND
SPECTROSCOPY?


Increasing evidence suggests that the bimodal or multi-
modal lifetime distributions predicted for the intermedi-
ates in the DBH and acetone radical cation dissociations
are examples of a more general phenomenon that was first
brought to the community’s attention in the Rynbrandt
and Rabinovitch experiment.10,11 It now appears that an
IVR rate of roughly 1012 s�1 is simply not sufficient for
the statistical approximation to be universally valid.
There is also no experimental evidence that IVR gets
much faster than this as the vibrational state density in-
creases, and, in fact, there are theoretical reasons to think
that it may not.73


A direct experimental test of this claimed failure of the
statistical approximation would obviously be desirable.
In particular, one may wonder whether the relatively
recent advances in femtosecond spectroscopy74 could
be brought to bear on the problem. Could one, for
example, directly detect the periodic alternation in
methyl-group loss predicted for the acetone radical cation
dissociation? The answer, I fear, is ‘no,’ or at best ‘not
easily.’ The problem is that the reactions of interest are
necessarily thermal; the acquisition of kinetic energy in
specific vibrational modes as an intermediate is formed
from its preceding transition state is a key component of
the problem. Generating the intermediate in some other
way will not lead to the same behavior. Of course, the
direct detection of a reactive intermediate in a thermal


reaction is extremely challenging because its instanta-
neous concentration is so low and the background signal
due to structurally similar reactants and products is so
high. In a simulation one can synchronize the timing
clocks for each reacting molecule so that the inherent
periodicity comes out when one ‘signal averages’—i.e.
looks at the collective behavior of a large set of trajec-
tories. However, in a thermal reaction, reactive inter-
mediates will be formed in an incoherent fashion as
molecules pass over the preceding transition state at
infrequent and random times. Signal averaging under
these circumstances would wash out any intrinsic peri-
odicity because of the random offset in time of birth of
the intermediate. Unless some clever chemical physicist
can either devise a way to cause a ‘pulse’ of molecules to
pass coherently over the same transition state on the way
to forming a reactive intermediate, or can do single-
molecule femtosecond spectroscopy, there is no obvious
way in which direct spectroscopic detection of the
claimed nonstatistical behavior can be accomplished.


A SIMPLE ANALYTICAL MODEL


If there is no obvious way to detect the nonstatistical
dynamics of thermally generated reactive intermediates
by direct spectroscopy, one might ask whether any
indirect test can be devised. One possibility is revealed
by constructing a simple analytical model for the beha-
vior suggested by the simulation experiments. Suppose a
‘pulse’ of molecules could be caused to pass coherently
over a transition state on the way to an intermediate, and
suppose that the kinetic energy picked up in the descent
from the transition state were localized in a single
vibrational mode, of frequency o, driving trajectories
first to one exit channel (A) and then another (B), as
was the case for both the DBH and acetone radical cation
reactions. Let the probability of taking an exit to products
be p on each encounter, meaning that, if nothing else
occurred, the mole fraction of product formed in channel
A would be p on the first cycle, p(1� p)2 on the second,
p(1� p)4 on the third, and so on. While the first encounter
with the B channel would generate a mole fraction of
p(1� p) product, the second p(1� p)3, etc. Now suppose
that, in competition with this oscillatory behavior, there is
a simple first-order relaxation of the localized kinetic
energy into an equilibrium, statistical, distribution among
the available vibration modes. Let us assign a rate
constant kIVR to that process. Finally, let us assume that
the statistical population selects the A or B channel with
equal probability, and decays with an exponential dis-
tribution of lifetimes, having an exponent kRRKM. This
description implies that the ensemble of reactive inter-
mediates is microcanonical, which is probably reason-
able, even for a thermal reaction, provided that the kinetic
energy acquired in the formation of the intermediate
is �kBT. The mathematical development of this model
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is given in the supporting information. Two functions,
y(t) and c (t), define respectively relative yields of pro-
duct per unit time derived from the nonstatistical and
statistical populations of the intermediate. When these
functions have positive values, product is being formed
predominantly in the A channel, and when they have
negative values, product is being formed mostly in the B
channel. Graphical depictions of y(t) and c (t) with
various values of !, kIVR, kRRKM, and p are interesting.
For the DBH reaction, the key vibrational mode of the
cyclopentane-1,3-diyl intermediate is the out-of-plane
flapping of carbon 2. From GVB/6-31G(d) calculations
on the intermediate, this motion has a harmonic fre-
quency of 180 cm�1. Using that value, and with
kIVR¼ 1012 s�1, one finds that the observed gas-phase
ratio of products (4.7 : 1) can be fitted if p¼ 0.93. (The
product ratio is not influenced by the value of kRRKM.)
This very high probability of taking an exit to products on
first encounter is consistent with the result of the ab initio
direct-dynamics trajectory calculation described above.
The functional form of y(t) with these values for the
parameters is shown in the left-hand panel of Fig. 3. The
right-hand panel of Fig. 3 shows the time-dependent yield
for the product derived from the statistical pool. It is
based on an RRKM calculation, which gave kRRKM¼
5.53� 1011 s�1. Together, these components define a
more-or-less bimodal distribution of lifetimes for product


formation, as had been posited in the analysis of the
experimental data from the supercritical fluid studies.


For the acetone radical cation, the key mode driving
trajectories between the methyl-dissociation exit chan-
nels is the in-plane carbonyl bend, for which the simula-
tion suggested a frequency of 362 cm�1. Keeping the IVR
rate constant fixed at 1012 s�1, one finds that the experi-
mental branching ratio of 1.1–1.7 can be fitted if
p¼ 0.15–0.40. With these values of the parameters, y(t)
takes on the early time oscillatory behavior observed in
the MD simulation (Fig. 4, left-hand panel).


The potential value of this exercise is revealed when
one starts to enquire about the effect of changing kIVR on
the overall branching ratios (Fig. 5). For the DBH
reaction, the model predicts the intuitively reasonable
result that the product ratio should asymptotically ap-
proach 1 as kIVR increases. However, for the acetone
radical cation dissociation, the model predicts an initial
increase in the branching ratio, followed by the asymp-
totic approach to 1. This is a potentially interesting
outcome, although obviously only if it is not due to
some artifact of an overly simplistic model.


That there could be real physical significance to the
prediction becomes apparent when one investigates its
origin. The key observation is that, when there is oscilla-
tory behavior in the early stages of product formation,
measurement of the total yields in the A and B channels


Figure 3. Lifetime distributions from the analytical model, using parameter values to simulate the DBH reaction. The left-hand
panel depicts the nonstatistical component and the right-hand panel the statistical component. Positive values of y(t) and c (t)
indicate formation of the exo-labeled product, whereas negative values indicate formation of the endo-labeled product


Figure 4. Lifetime distributions from the analytical model, using parameter values to simulate the acetone radical cation
reaction with a final product ratio of 1.5. Positive values of y(t) and c (t) indicate dissociation of the newly formed methyl group,
whereas negative values indicate loss of the existing methyl group
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will afford an underestimate of the extent of nonstatistical
behavior, because the product formed in the B channel at
short time reduces the overall A/B ratio. For example,
with parameters that lead to a product ratio of 1.50 for the
representation of the acetone radical cation dissociation,
the model suggests that the branching ratio would have
been 2.25 if all of the nonstatistical population had
dissociated in the A channel. Consequently, suppression
of the oscillations leading to early product formation in
the B channel can increase the product ratio. This is what
happens when the IVR rate constant has the right value. If
the first spike of oscillation in the A direction can still
occur, but the return to the B channel is significantly
diminished by population loss due to IVR, then the result
can be an increase in the total product ratio.


The question, of course, is whether this prediction can
be turned into a real experimental test. How does one go
about changing kIVR for a molecule? In a very rough way,
this is what the supercritical fluid experiments described
earlier were designed to do. The collision frequency of a
reactive intermediate with the surrounding molecules can
be about 1013 s�1 in a high-pressure supercritical fluid.
Under such circumstances, collisions can be occurring on
timescales similar to those for IVR and for reaction. It is
likely that collisions promote IVR, and to that extent,
change of collision frequency provides some control on
the IVR rate. Where this approach obviously deviates
from the assumptions of the analytical model is that
collisions will also promote intermolecular energy ex-
change, implying that the intermediates will settle into a
more-or-less thermal distribution of energies, rather than
being isoenergetic as assumed in the model. Neverthe-
less, the qualitative effect of increasing the collision
frequency ought to be similar to the effect of increasing
kIVR. In particular, for reactions that have the kind of
intrinsic oscillatory behavior predicted for the acetone
radical cation dissociation, one would expect to see an


initial increase and then a decrease in branching ratio as
the pressure of supercritical fluid is raised. Observation of
such a phenomenon would provide indirect evidence for
the existence of the nonstatistical oscillations, since there
is no obvious alternative mechanism that would lead to
such a result. The acetone radical cation dissociation
itself clearly would not be a very promising candidate for
trying this experiment, but there are other reactions,
including the formation and subsequent Wolff rearrange-
ment of singlet diformylcarbene, for which similar beha-
vior is predicted.


CONSEQUENCES OF THE PREDICTED
BEHAVIOR


The claimed failure of the statistical approximation, if
true, has consequences that are disturbing to mechanistic
chemists and kinetic modelers alike. For mechanistic
chemists it would mean that examining the structure of
the equilibrium geometry of an intermediate may not be
sufficient to predict how it will react. For example, an
achiral intermediate might give optically active products
(provided it was formed from a chiral, nonracemic
reactant, of course). If the behavior of an intermediate
is strongly influenced by the kinetic energy acquired
during its formation, then the chemistry that it exhibits
may depend on how it is made, whereas many of us have
thought and taught that the opposite is true. For the
kinetic modeler, the problem is no less severe. In complex
schemes, such as those describing hydrocarbon combus-
tion, the involvement of chemically activated species
is generally handled by a master-equation approach.75


Solution of master equations can be a daunting task,76


even if one assumes the validity of an RRKM-like model,
but the problem would become a good deal more com-
plex if the chemically activated intermediates were


Figure 5. Dependence of total product ratios on kIVR from the analytical model. The left-hand panel uses parameter values to
simulate the DBH reaction. The right-hand panel uses parameter values to simulate the acetone radical cation dissociation with
a branching ratio of 1.5 at kIVR¼ 1012 s�1
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susceptible to the kinds of phenomena described in this
article. For a kinetic scheme in which several intermedi-
ates are linked sequentially, and where some or all of
them may branch to several products, an error in predic-
tion of the branching ratio at even one place can have an
effect that becomes amplified as it spreads through the
scheme. It would thus seem prudent to examine in detail
some of the key exothermic reactions in combustion
chemistry (and probably atmospheric chemistry as well)
to find out whether they really are adequately described
by standard, statistical kinetic models.


Since the ramification of a widespread failure of the
statistical approximation for reactive intermediates could
be substantial, it would be desirable to conduct the most
direct experimental tests of its validity that can be
devised. For the reasons described in this commentary,
that looks like a difficult task, but perhaps the reader
might to rise to the challenge.
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ABSTRACT: The elimination kinetics of the title compounds were determined over the temperature range 290.4–
420.3 �C and pressure range 14.5–44.0 Torr. The reactions, carried out in seasoned vessels and in the presence of the
free radical inhibitor toluene, are homogeneous, unimolecular and follow a first-order rate law. The rate coefficient is
expressed by the following Arrhenius equation: for N-phenylglycine ethyl ester, log [k1 (s�1)]¼ (12.13� 0.38)�
(193.6� 4.9) kJ mol�1 (2.303 RT )�1; and for N-phenylglycine, log [k1 (s�1)]¼ (12.95� 0.52)�(177.4� 5.8) kJ
mol�1 (2.303 RT )�1. Both substrates yield mainly N-methylaniline and a small amount of aniline. N-Phenylglycine as
a neutral amino acid decomposes 130 times faster than its ethyl ester at 380 �C. The mechanisms of these elimination
reactions are presented and discussed. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: pyrolysis; elimination; kinetics; gas phase; phenylglycines


INTRODUCTION


Low molecular weight amino acids are solids and on
heating sinter or decompose into amorphous materials. In
addition, their insolubility in most organic solvents and
high solubility as zwitterions in water are difficult to
examine in gas-phase elimination reactions. However,
two recent papers reported the homogeneous, unimole-
cular elimination of N,N-dimethylglycine1 and picolinic
acid.2 These substrates as 2-substituted amino carboxylic
acids undergo decarboxylation as shown in reaction (1).


ð1Þ


This process of decomposition differs from the gas-
phase elimination of several types of 2-substituted car-
boxylic acids which are found to decarbonylate3–9 as
described in reaction (2).


ð2Þ


To further our understanding of the mechanistic path-
ways of neutral amino acid elimination in the gas phase, in


the present work we studied the homogeneous, molecular
pyrolysis kinetics of N-phenylglycine and its ethyl ester.


RESULTS AND DISCUSSION


N-Phenylglycine ethyl ester


The elimination products of this substrate described by
reaction (3) requires that for long reaction times Pf/
P0¼ 3, where Pf and P0 are the final and initial pressures,
respectively.


ð3Þ


The average experimental Pf/P0 values at four tem-
peratures and 10 half-lives is 2.9 (Table 1). Additional
verification of the above stoichiometry (3), up to 92%
reaction, was possible by comparing the ethylene forma-
tion with the pressure increase of the substrate decom-
position (Table 2).


The homogeneity of reaction (3) was examined by
carrying out several runs in a vessel with a surface-to-
volume ratio of 6.0 relative to that of the normal vessel,
which is equal to 1.0 (Table 3). The elimination may be
said to be homogeneous since no significant effects on the
rates were obtained in clean and seasoned Pyrex vessels.


Toluene, a free radical inhibitor, used in different
proportions had no effect on the rates (Table 4). No
induction period was observed on plotting pressure


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 869–874


*Correspondence to: G. Chuchani, Centro de Quı́mica, Instituto
Venezolano de Investigaciones Cientı́ficas (IVIC), Apartado 21827,
Caracas 1020-A, Venezuela.
E-mail: chuchani@quimica.ivic.ve







Table 1. Ratio of final pressure (Pf) to initial pressure (P0)


Substrate Temperature ( �C) P0 (Torr)a Pf (Torr)a Pf/P0 Average


N-Phenylglycine ethyl ester 390.6 26.6 71.6 2.7 2.9
402.3 24.8 73.8 3.0
411.6 21.3 67.3 3.1
420.3 28.1 80.1 2.9


N-Phenylglycine 319.6 32 62 1.9 1.9
330.2 21.5 41.5 1.9
340.5 21 40 1.9


a Torr¼ 133.3 Pa.


Table 2. Stoichiometry of the reactiona


Substrate Temperature ( �C) Parameterb Value


N-Phenylglycine ethyl ester 411.5 Time (min) 2.5 6.5 10.5 14.5
Reaction (%) (pressure) 28.2 67.6 77.3 92.0
Ethylene (%) (GC) 31.2 64.2 74.4 92.6


N-Phenylglycine 309.0 Time (min) 3 5 6 8
Reaction (%) (pressure) 21.4 32.1 37.5 46.4
N-Methylaniline(%) (GC) 17.2 26.9 30.3 39.2
Aniline (%) (GC) 2.2 4.0 4.7 5.7
Sum (%) (GC) 19.4 30.9 35.0 44.9


a Maximum error� 0.5.
b GC, gaschromatography.


Table 3. Homogeneity of pyrolysis reactions


Substrate S/V (cm�1)a 104 k1 (s�1)b 104 k1 (s�1)c


N-Phenylglycine 1 15.26 14.27
ethyl ester at 402.3 �C 6 14.89 15.07


N-Phenylglycine 1 23.95 22.27
at 320.9 �C 6 23.80 22.76


a S¼ surface area; V¼ volume.
b Clean Pyrex vessel.
c Vessel seasoned with allyl bromide.


Table 4. Effect of free radical inhibitor toluene on rates


Substrate Temperature ( �C) Ps
a (Torr) Pi


b (Torr) Pi/Ps 104 k1 (s�1)


N-Phenylglycine ethyl ester 402.3 34.6 — — 15.26
25.2 58 2.3 14.68
24.5 112 4.6 15.04
24.1 146 6.1 14.87


N-Phenylglycine 319.6 38 — — —c


44 64 1.4 21.49
22.5 83 3.7 20.48
32 130 4.1 20.32
21 102 4.9 20.58


a Ps, pressure of the substrate.
b Pi, pressure of the inhibitor.
c The k-value decreases rapidly.


Figure 1. Pressure against time for N-phenylglycine ethyl
ester at 420.4 �C
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against time t (Fig. 1). The rate coefficients are reprodu-
cible with a relative standard deviation of <10% at a
given temperature, and the precision of manometric
measurements is � 0.5 mm.


The first-order rate coefficients of the substrate, calcu-
lated from k1¼ (2.303/t)log [2P0/(3P0�Pt)] were found
to be independent of the initial pressure (Table 5). A plot
of log(3P0–Pt) against time t gave a good straight line up
to 92% decomposition (Fig. 2). The temperature depen-
dence of the rate coefficients is shown in Table 6. The
results in Table 6 lead, by using the least-squares proce-
dure and 90% confidence coefficients, to the Arrhenius
graphs (Fig. 3) and equations shown.


N-Phenylglycine


The elimination process of N-phenylglycine described in
reaction (4) gives an average experimental value of Pf/


P0¼ 1.93 (Table 1). Determination of the stoichiometry
of reaction (4), up to 45% decomposition, was possible
by comparing the percentage decomposition of the sub-
strate from pressure measurements with the sum of the
quantitative gas chromatographic (GC) analyses of the
products N-methylaniline and aniline (Table 2).


ð4Þ


To examine the influence of the surface area on the rate
of elimination, several runs were carried out in a vessel
with a surface-to-volume ratio six times greater than that of
the normal vessel (Table 3). The packed and unpacked
clean Pyrex vessels gave slightly different kinetic results,
indicating a small amount of heterogeneous reaction, while
the seasoned vessels gave identical results, indicating no
heterogeneous reaction within the experimental precision.


Table 5. Variation of rate coefficients with initial pressure


Substrate Temperature ( �C) Parameter Value


N-Phenylglycine ethyl ester 411.6 P0 (Torr) 18 25 31 34
104 k1 (s�1) 24.72 24.80 24.39 24.80


N-Phenylglycine 309.0 P0 (Torr) 14.5 21 32.5 38
104 k1 (s�1) 11.04 11.52 11.30 11.28


Figure 2. Plot of log(3P0� Pt) vs time for N-phenylglycine
ethyl ester at two temperatures


Table 6. Variation of the overall rate coefficients with temperature


Substrate Parameter Value


N-Phenylglycine ethyl ester Temperature (�C) 380.4 390.6 402.3 411.6 420.3
104 k1 (s�1) 4.44 7.52 14.82 24.47 35.73


Rate equation: log[k1 (s
�1)]¼ (12.13� 0.38)� (193.6� 4.9)kJ mol�1 (2.303 RT)�1; r¼ 0.9990


N-Phenylglycine Temperature (�C) 290.4 300.9 309.0 319.6 329.5 340.5
104 k1 (s�1) 3.23 6.09 11.43 20.50 36.72 70.89


Rate equation: log [k1 (s
�1)]¼ (12.95� 0.52)� (177.4� 5.8)kJ mol�1 (2.303 RT)�1; r¼ 0.9995


Figure 3. Arrhenius plot for N-phenylglycine ethyl ester
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Different proportions of the free radical inhibitor
toluene in the elimination process are shown in Table 4.
The pyrolysis experiments with N-phenylglycine were
carried out under maximum inhibition of toluene in order
to prevent any possible free radical chain reaction. No
induction period was observed according to Fig. 4. The
rate coefficients were reproducible with a relative stan-
dard deviation of <10% at a given temperature, and the
precision of manometric measurements is �0.5 mm.


Details of the chromatographic analyses of the elim-
ination products under these conditions are given in
Tables 7 and 8. Within the experimental errors, the
distribution of products does not vary at a given tempera-
ture as a function of extent of reaction, and varies very
insignificantly as a function of temperature. In this
respect, it is not unreasonable to assume that the forma-
tion of the products proceeds under kinetic control.


The partial rates of product formation described in
reaction (4) were determined by quantitative GC analyses
of N-methylaniline and aniline. The temperature depen-
dence of the rate coefficients for the formation of these
products (Table 9) gives by the least-squares procedure
and with 90% confidence limits the following Arrhenius
equations: for N-methylaniline formation, log[k1


(s�1)]¼ (12.46� 0.57)� (172.6� 6.4)kJ mol�1 (2.303
RT)�1, r¼ 0.9993, and for aniline formation, log[k1


(s�1)]¼ (14.85� 0.38)� (208.6� 4.3)kJ mol�1 (2.303
RT)�1, r¼ 0.9998. The Arrhenius plots are described in
Fig. 5. The large numbers for the kinetic parameters of
aniline formation (Table 9) may be due to mechanical
errors during experimental measurements. Even though
log A¼ 14.85 is not a preferred value for a five-
membered cyclic transition state, it is compensated by a
larger value of Ea¼ 208.6 kJ mol�1. This occurs in
many examples of pyrolyses described in the literature.


Figure 4. Pressure against time for N-phenylglycine at
319.7 �C


Table 7. Product distribution (%) at different extents of
reaction at 309 �C


Extent of reaction (%) Aniline N-Methylaniline


19.4 13.6 86.4
30.9 13.5 86.5
35.0 13.4 86.6
45.2 12.7 87.3


Table 8. Product distribution (%) at different reaction
temperatures


Temperature ( �C) Aniline N-Methylaniline


309.0 13.5 86.5
319.6 13.8 86.2
330.2 12.5 87.5
340.5 14.7 85.3


Table 9. Temperature dependence of partial rate coefficients of products formation from pyrolysis of N-phenylglycine


Product Parameter Value


Aniline Temperature ( �C) 290.4 300.9 309.0 319.6 329.5 340.5
104 k1 (s�1) 0.31 0.74 1.39 2.88 5.69 12.10


Rate equation: log[k1 (s
�1)]¼ (14.85� 0.38)� (208.6� 4.3)kJ mol�1 (2.303 RT)�1; r¼ 0.9998


N-Methylaniline Temperature ( �C) 290.4 300.9 309.0 319.6 329.5 340.5
104 k1 (s�1) 2.92 5.35 10.04 17.62 31.03 58.79


Rate equation: log[k1 (s
�1)]¼ (12.46� 0.57)� (172.6� 6.4)kJ mol�1 (2.303 RT)�1; r¼ 0.9993


Figure 5. Arrhenius plots for N-methylaniline and aniline
formation from N-phenylglycine
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Therefore, comparative elimination reactions must be
made through k values rather than Ea values.


The overall rate coefficients for N-phenylglycine elim-
ination, in seasoned vessels and in the presence of toluene
inhibitor, were found to be independent of the initial pre-
ssure of the substrate {k1¼ (2.303/t) log [P0/(2P0�Pt)]}
and the first-order plots, log (2P0�Pt) vs t, are satisfac-
torily linear up to 45% reaction (Table 5, Fig. 6). The
variation of the overall rate coefficients with temperature,
at 90% confidence limits with the least-squares method,
is given in Table 6. The Arrhenius plot is shown in Fig. 7.


The negative entropy of activation �Sz of these elimina-
tions suggests a symmetrical arrangement and a possible
approximation to planarity of the transition state. Log
A¼ 12.13 for N-phenylglycine ethyl ester is a reasonable
value for a six-membered cyclic transition-state mechan-
ism, while log A¼ 12.95 for N-phenylglycine is accep-
table for a five-membered cyclic transition state type of
mechanism. The enthalpy of activation �Hz implies
endothermic eliminations, whereas the free energy of
activation �Gz indicates that these reactions are not
spontaneous, unstable and endergonic.


The N-phenylglycine produced as an intermediate in
reaction (3) gives an extremely fast decomposition, 130
times faster than that for N-phenylglycine ethyl ester at
380 �C (Table 10). This result appears to support the
previous idea that neutral amino acid type molecules
undergo a rapid decomposition at low temperatures.1,2


According to the present results, together with the data in
Tables 6 and 9, the overall mechanism for the elimination
of N-phenylglycine ethyl ester together with N-phenyl-
glycine may be rationalized as in reaction (5).


ð5Þ


N-Phenylglycine ethyl ester, as an organic ester with a
C�—H bond, pyrolyses through a six-membered cyclic
transition state10,11 to yield N-phenylglycine and ethylene
[reaction (5)]. At the reaction temperature, the intermedi-
ate N-phenylglycine is unstable and decomposes rapidly
through decarboxylation to N-methylaniline (k1) as
described for neutral type amino acid elimination in
reaction (1). That is, the nucleophilicity of the N atom
will abstract the acidic H of the COOH group to form a
five- centered transition state, which through CO2 elim-
ination yields N-methylaniline. Surprisingly, and con-
trary to the idea that an amino nitrogen substituent is a
difficult leaving group in the gas-phase elimination of


Figure 6. Plots of log (2P0� Pt) vs time for N-phenylglycine
at two temperatures


Figure 7. Arrhenius plot for the overall elimination of N-
phenylglycine


Table 10. Kinetic and thermodynamic parameters at 380 �C


Substrate k1� 104 Ea Log A �Sz �Hz �Gz


(s�1) (kJ mol�1) (s�1) (J mol�1 K�1) (kJ mol�1) (kJ mol�1)


N-Phenylglycine ethyl ester 4.40 193.6� 4.9 12.13� 0.38 �27.6 188.3 206.3


N-Phenylglycine 574.3 177.4� 5.8 12.95� 0.52 �11.9 172.1 179.9
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2-substituted carboxylic acids, a small amount of aniline
was also obtained (k2). This suggests that the oxygen
carbonyl may assist to stabilize the C�


�þ� � ���NHPh
bond polarization in the transition state, which then
decomposes to aniline and the unstable lactone as shown
in reaction (2). The latter product rapidly decarbonylates
to produce formaldehyde.


The recently reported gas-phase elimination of N,N-
dimethylglycine1 is found to be slightly faster in the rate
of decarboxylation than N-phenylglycine (Table 11). This
small difference may be explained by the OH bond
polarization of the carboxylic group, in the sense of
O�� � � � H�þ, while the nucleophilicity of the N atom of
the amino acid is determinant. Since the N atom of the
(CH3)2N substituent is more nucleophilic than the N of
the PhNH group for the abstraction of the acidic hydro-
gen, a higher rate of decarboxylation of N,N-dimethyl-
glycine is expected [reaction (5), k1]. The fact that N-
phenylglycine yields a small amount of aniline, the
nitrogen atom in the PhNH substituent, as an activating
group of the aromatic nuclei, may delocalize its available
electrons towards the benzene ring. Therefore, a bond
polarization as reported above of C�þ� � � ��NHPh favors
the assistance of the oxygen carbonyl of the COOH group
to the partial positive carbon and the product formation
depicted in reaction (5) (k2).


EXPERIMENTAL


N-Phenylglycine ethyl ester (Acros) of 99.5% purity
(GC: 3% OV-17 Chromosorb Q II, 80–100 mesh) and
N-phenylglycine (Aldrich) of 99.0% purity [GC–MS
(Saturn 2000, Varian) DB-5MS capillary column,
30 m� 0.250 mm i.d., 0.25mm] were used. The sub-
strates and products N-methylaniline (Aldrich) and ani-
line (Aldrich) were analyzed with the same Varian Saturn
2000 GC–MS instrument with a DB-5MS capillary
column, and ethylene gas with a column of Porapak Q,
80–100 mesh.


Kinetics. The elimination kinetics were examined in a
static system described before12,13 with an Omega DP41-
TC/DP41-RTD high-performance digital temperature in-
dicator. The rate coefficients were determined manome-
trically and chromatographic analyses were performed
with a precision of 0.5 mm. The temperature was con-
trolled by a Shinko DC-PS resistance thermometer con-
troller and an Omega Model SSR280A45 solid-state
relay, maintained within � 0.2 �C and measured with a
calibrated platinum–platinum–13% rhodium thermocou-
ple. No temperature gradient was detected along the
reaction vessel. N-Phenylglycine ethyl ester was dis-
solved in dioxane and injected directly into the reaction
vessel with a syringe through a silicone-rubber septum.
The amount of substrates used for each run was �0.05–
0.1 ml.
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ABSTRACT: Although 2-mercapto-5-methyl-1,3,4-thiadiazole (mmtd) is commonly thought of as a thione tautomer,
electrophilic substitution occurs on the thiol moiety. The tautomeric ability of mmtd allows a substitution reaction to
take place at the sulphur; this is shown by reaction with Cl3�nFnCSCI compounds (n = 0–2) to give
perhalomethyldithio thiadiazole derivatives. Three novel perhalomethylsulphenyl compounds, which exhibit a wide
range of potentially interesting applications, were obtained and characterized by x-ray crystal diffraction, mass
spectrometry, IR and Raman spectroscopy and density functional theory calculations. Copyright  2002 John Wiley
& Sons, Ltd.


KEYWORDS: 5-methyl-1,3,4-thiadiazole-2-thiol; trihalomethyl sulphenyl derivatives; structure; density functional
theory
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Within the synthesis of heterocyclic sulphur- and
nitrogen-containing compounds, 1,3,4-thiadiazoles are
substances of great interest because of their wide use in
medicine, agriculture and many technological applica-
tions.1 Some of these involve dyes, lubricants, optically
active crystals, photographic materials, epoxy resins, etc.
Thiadiazoles have been found to have, among other
properties hypotensive and anticonvulsive activities.2


Thiadiazoles having a 2-thio group react with metals as
ambident ligands to form complexes widely used as
antioxidants. They have also been useful in the synthesis
of macrocyclic compounds3 and 1,3,4-thiadiazolo thia
crown ethers have also been reported.4 5-Methyl-1,3,5-
thiadiazole-2-thiol moieties are found in a great number


of �-lactams with antibacterial activity and 5-methyl-2-
mercapto-1,3,4-thiadiazole (mmtd) gives, on treatment
with butyllithium, a dianion that on reaction with alkyl
bromides or iodides yielded the 5-homologated-2-
mercaptothiadiazoles.5


The heterocyclic compounds that we describe have
are characterized by trihalomethylsulphenyl groups:
Cl3CS—, Cl2FCS— and ClF2CS—. Compounds with
these types of substituents have shown remarkable
biological activity, including hypolipidic and anorexic
effects.6,7


Syntheses, characterizations and structural studies of
trichloro-, dichlorofluoro- and chlorodifluoromethylsul-
phenyl-2-mercapto-5-methyl-1,3,4-thiadiazole deriva-
tives, named cl3cs-mmtd, cl2fcs-mmtd, and clf2cs-
mmtd, respectively, were the targets of this work.


!��,-+� $*& &)� ,��)%*


Although in 2-mercapto-1,3,4-thiadiazole rings tauto-
merism may be possible, thione tautomers have been
observed to be predominant in several 4-thiazoline-2-
thiones.8 The thione form has also been predicted to be
preferred by several theoretical calculations.9
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Substituents at the 2- and 5-positions have a large
effect in determining the reactivity of 1,3,4-thiadiazoles.
Thus, 2-aminothiadiazoles react electrophilically on both
the amino group and the ring nitrogen atom. 2-
Mercaptothiadiazoles react similarly to arenethiols, while
compounds containing a methyl group on the thiadiazole
ring show a reactivity similar to that of picolines.9


Alkylthio derivatives of 1,3,4-thiadiazoles have been
obtained by direct alkylation of 1,3,4-thiadiazoli-
nethiones.10 In order to obtain trihaloalkylthio-mmtd
derivatives, reactions of trichloro-, dichlorofluoro- and
chlorodifluoromethylsulphenyl chloride with mmtd have
been carried out. No N-substituted derivatives are
obtained in this way (Scheme 1). The 1H NMR spectrum
shows only one signal at about � = 2.76 ppm that


corresponds to the methyl group. This indicates that only
one product is formed. The 13C NMR spectrum of cl3cs-
mmtd confirms that the substitution occurs at the thiol
group, giving rise a signal at � = 166.3 ppm that may be
ascribed to the thiadiazole C-2, while a hypothetical N-3
substitution, yielding the 2-thione derivative, would be
characterized by signals whose displacements are
expected in the � = 185–190 ppm region.11
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The m/z values and their relative intensities (I) for the
ions in the mass spectra of cl3cs-mmtd, cl2fcs-mmtd and
clf2cs-mmtd are listed in Table 1.
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Fragment


cl3cs-mmtd cl2fcs-mmtd clf2cs-mmtd


m/z I (%) m/z I (%) m/z I (%)


M�� 280/282/284/286 5.5:6.0:2.3:0.3 264/266/268 11.3:8.7:2.0 248/250 12.9:5.8
[M�Cl]� 245 1.2 229 �1 213 1.8
[SSCCl]� — 153/155 2: �1 —
[SCClnF3�n]� 149/151/153/155 �1 133 �1 —
[CClnF3�n]� 117/119/121/123 54:51:16:2 101/103/105 34:21:4 85/87 13:5
[M�CClnF3�n]� 163 6 163 7 163 4.3
[M�SCClnF3�n]� 131 �1 131 �1 131 4
[SCCl2]� 114/116 3:2 — —
[CS3]� 108 2 108 �1 108 1
[M�(S)�(SCClnF3�n)]� 99 6.5 99 9 99 17.8
[SCCl]� 79/81 13:5 79/81 1: �1 —
[CS2]�� 76 3 76 1.5 76 2
[CH2=C(N)=S]� (b) 72 2 72 1.5 72 2.6
S2
� 64 12.5 64 12.5 64 16


[SCF]� — 63 15.1 —
[CH2=C=S]�/[CH3�C=S]� (a) 58/59 32:100 58/59 36:100 58/59 39:100
[CF2]� — — 50 6.6
CCl� 47/49 17.6:4 — —
[CS]� 44 39 44 29 44 25
[CH3CN]�� (c) 41 40 41 55 41 70
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The mass spectra show similar fragmentation patterns
characterized by the loss of halogenated substituents. In
all cases, the molecular ion M is observed with the
corresponding characteristic natural isotopic abundance.
Possible fragmentation paths involving fissions across the
ring are illustrated in Scheme 2. Cleavage of 4,5 and 1,2
bonds (path ‘a’) generates m/z 59 [CH3C=S]�� that
constitutes the base peak in all three cases. Fragmentation
on the substituent occurs, with high relative abundance,
producing CCl3


�, CCl2F� and CClF2
�.


Although fragments [SSCCl3�nFn]� have been not
detected, [M�(S—SCClnF3�n)]� (m/z 99) is observed
with a relative abundance between 6.5 and 17.8. The
fragment of m/z 108, most likely [CS3]�, is also detected.


On the other hand, no significant [M�CS2]�� is
observed. This feature would indicate the presence of
substitution on the nitrogen that would allows the loss of
CS2 from the molecular ion, according to path ‘d’.12


Fragments and losses common to all the compounds
are [M�CClnF3�n]�, [M�SCClnF3�n]�, [M�(S—
SCClnF3�n)]�, [CS]� and [CH3CN]��.


'�.������� ��������


Vibrational spectra were compared with those of related
compounds (mercaptothiadiazoles and thiadiazoli-
nethiones).13,14 Theoretical vibrational spectra were
calculated using density functional theory (DFT)
methods to assist the assignment (see the Theoretical
calculations section). Experimental and calculated
wavenumbers for cl3cs-mmtd, cl2fcs-mmtd and clf2cs-
mmtd are collected in Table 2.


Methyl group stretching modes, including two
�as(CH3) antisymmetric and one �s(CH3) symmetric
mode, are observed between 2990 and 2892 cm�1.13 The
antisymmetric CH3 bend modes occur at 1474–
1441 cm�1,15 therefore bands at 1382 cm�1 (Raman)
(cl3cs-mmtd), 1385 cm�1 (Raman) (cl2fcs-mmtd) and
1423 cm�1 (Raman) (clf2cs-mmtd) are assigned to
�s(CH3).13,15 IR absorptions at 1417, 1394 and
1408 cm�1 are assigned to the �(C2=N2) stretching
mode for cl3cs-mmtd, cl2fcs-mtd and clf2cs-mtd,
respectively, while the corresponding �(C1=N1) for
clf2cs-mmtd is found at 1545 (IR)–1546 (Raman) cm�1.


The �(C–F) fundamentals are observed in the IR
spectrum of clf2cs-mtd at 1122 and 1064 cm�1, while for
cl2fcs-mmtd a band appearing at 1040 cm�1 is assigned
to the same vibrational mode. Bands found for the three
compounds between 851 and 738 cm�1 can be assigned
to the �(C–Cl) vibrational modes.16–18


Characteristic torsional modes and ring deformation
modes are found at wavenumbers lower than 400 cm�1;
these modes involve all atoms of the molecule in rather
complex movements.


+��������� �����������


The first step in the study of the structures of these
compounds from a theoretical point of view is the
investigation of the minima over the potential energy
surfaces originated in the variation of the different
torsional angles. Initially, we performed this search for
clf2cs-mmtd, using the B3LYP/6–31�G* approxima-
tion. The molecule has three independent torsions: �S(3)–
S(2)–C(2)–N(2), �C(4)–S(3)–S(2)–C(2) and �Cl(2)–
C(4)–S(3)–S(2). A value of 90° was used as the starting
point for �C(4)–S(3)–S(2)–C(2), owing to the charac-
teristic values of the torsional angles for the XSSY
compounds. The potential energy curve for the variation
of �S(3)—S(2)—C(2)—N(2) was calculated, by varying
the values of the corresponding torsional angle between
0° and 360° at intervals of 10°. Two minima were found,
as shown in Fig. 1. For each of these conformers the
torsion �Cl(2)—C(4)—S(3)—S(2) was varied between
0° and 360° at intervals of 10°, with the potential energy
curves shown in Figs 2 and 3 for the conformers I and II,
respectively. In both cases, we found a minimum at
approximately 180°, in a trans position with respect to
the S—S bond. There are also minima in a gauche
position, but with an energy difference of approximately
4 kcal mol�1 (1 kcal = 4.184 kJ), that we are not taking
into account in the further analysis. These two minima
were fully optimized using the B3LYP/6–31�G*
approximation, with the simultaneous relaxation of all
the geometric parameters. The vibrational wavenumbers
were calculated to characterize the stationary points as
minima.


Table 3 lists the energy differences and the calculated
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torsional angles for these two conformers. The same
procedure was followed for the other two compounds,
cl2fcs-mmtd and cl3cs-mmtd, and the results presented in
Tables 4 and 5, respectively. Very small energy
differences of 0.29 and 0.13 kcal.mol�1 were found in
favor of conformer I for clf2cs-mmtd and cl2fcs-mmtd,
respectively, while conformer II was found to be more
stable by 0.37 kcal.mol�1 than conformer I for the cl3cs-
mmtd molecule. The calculated geometric parameters of


the most stable forms of the three compounds are listed in
Table 6. The optimized structures are also depicted in
Figure 4.


/���� ������� ��������� � ����������


The trihalomethylthio substituent is bonded to the
exocyclic sulphur atom, yielding 2-methyl-5-trichloro-
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cl3cs-mmtd cl2fcs-mmtd clf2cs-mmtd Assignmenta


Calc. Exp. Calc. Exp. Calc. Exp.


IR Raman IR Raman IR Raman


3155 (2) 3155 (2) 3155 (2) �as (CH3)
3115 (7) 2990 (w) 3116 (5) 2985 (vw) 3116 (6) 2976 (w) �as (CH3)
3058 (12) 2926 (vw) 2932 (m) 3059 (11) 2956 (vw) 2931 (m) 3059 (11) 2917 (m) �s (CH3)
1536 (15) 1523 (14) 1523 (14) 1545 (m) 1546 (m) � (C1=N1)
1500 (12) 1474 (w) 1500 (13) 1500 (13) �as (CH3)
1486 (22) 1441 (s) 1475 (30) 1492 (w) 1475 (30) �as (CH3)
1437 (23) 1417 (s) 1421 (w) 1410 (27)b 1394 (s) 1410 (29)b 1408 (s) 1410 (m)b � (C2=N2)
1431 (5) 1382 (s) 1431 (1)b 1385 (s) 1431 (1)b 1423 (m)b �s (CH3)
1208 (31) 1192 (s) 1217 (38) 1212 (vw) 1217 (31) 1263 (m) � (C–C)
1108 (5) 1074 (s) 1076 (s) 1122 (11) 1197 (vw) 1081 (m) 1123 (9) � (N–N)


1105 (226) 1122 (vs) � (C–F)
1067 (�1) 1066 (�1) 1090 (s) 1066 (�1)b 1025 (m) � (CH3)


1043 (148) 1040 (vs) 1080 (162)b 1064 (vs) � (C–F)
1044 (54) 1070 (s) 1031 (1) 977 (w) 1033 (17) 985 (m) � (N1N2C2)
1002 (7) 977 (w) 1001 (8) 917 (w) 1001 (8) � (CH3)


804 (222) 849 (vs) 842 (w) 863 (333) 846 (w) 851 (m) � (C–C1)
789 (191) 803 (vs) 800 (w) � (C–C1)


762 (2) 790 (m) 760 (1) 749 (w) 761 (�1) � (C1N1N2)
752 (104) 791 (vs) 769 (s) � (C–C1)
730 (148) 760 (vs) 738 (w) � (C–C1)
713 (105) � (C–C1)


652 (2) � (CF2)
642 (8) 642 (w) 652 (s) 651 (5) 651 (w) 689 (m) 651 (5) 675 (m) � (C1–S1)
615 (�1) 625 (2) 653 (w) 626 (2) 642 (s) �oop (ring)
600 (13) 604 (w) 608 (w) 608 (13) 606 (w) 606 (w) 608 (13) � (C2–S1)
552 (1) 544 (w) 562 (1) 562 (2) �oop (ring)


513 (8) � (CC12)
495 (1) 531 (s) 477 (�1) 519 (w) 526 (vs) 479 (1) 481 (s) � (S–S)
433 (4) 440 (w) 447 (vs) 424 (9) 402 (w) 408 (w) 438 (5) 401 (vs) � (S–CX3)
413 (3) 408 (w) 389 (4) 393 (m) 425 (9) Deformation
358 (6) 382 (1) 359 (w) 415 (2) and torsion
337 (3) 335 (m) 353 (3) 322 (m) 413 (1) modes
320 (�1) 314 (m) 343 (1) 354 (2) involving
309 (�1) 321 (1) 340 (1) movements
286 (2) 269 (m) 249 (2) 239 (w) 299 (�1) 309 (s) of all atoms
254 (3) 221 (m) 238 (2) 246 (5) 226 (s)
210 (1) 212 (2) 203 (w) 217 (2)
201 (�1) 200 (m) 159 (2) 167 (w) 161 (1)
152 (1) 143 (m) 114 (�1) 127 (w) 121 (�1)
111 (�1) 97 (�1) 86 97 (�1)
102 (2) 84 (�1) 85 (�1)


95 (1) 44 (1) 45 (1)
37 (�1) 29 (�1) 33 (�1)
28 (�1) 15 (3) 17 (4)
19 (5)


a �, Deformation; �, stretch; �, rock; oop, out-of-plane; ip, in-plane; s, symmetric; as, antisymmetric.
b The decreasing order of these pairs of bands has been altered for comparison proposes.
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methyldithio-1,3,4-thiadiazole (cl3cs-mmtd). This com-
pound crystallized in the space group Pbca. The unit cell
contains eight molecules, packed in layers, with the
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Conformer
�S(3)–S(2)–


C(2)–N(2) (°) E (hartree)
�E


(kcal mol�1)


I �93.4 �2118.16315931 0.00
II �148.7 �2118.16270317 0.29
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Conformer
�S(3)–S(2)–C(2)–


N(2) (°) E (hartree)
�E


(kcal mol�1)


I �93.4 �2478.50389481 0.00
II �150.3 �2478.50368616 0.13


0�1��� �� �6����>
	 ������
	 +
��
���
� �<4�@�#A�
4��)B! -�� ��! ��4��2���	" ��! ��,8��2���	 ��	 �!
��8,��2���	


Q7


Copyright  2002 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 1–8


TRIHALOMETHYL SULPHENYL DERIVATIVES OF 5-METHYL-1,3,4-THIADIAZOLE-2-THIOL 5







thiadiazole rings oriented in anti-parallel form. There-
fore, the endocyclic sulphur of the molecules lies in the
upper layer over the two nitrogen atoms of molecules in
the layer below. Perpendicular —SCCl3 moieties are
arranged in opposite directions.


The heterocyclic ring is planar within experimental
error, and the endocyclic bond lengths C(1)—N(1)=1.282
(9) Å and C(2)—N(2)=1.298 (8) Å clearly indicate C=N
double bonds.19


The out-of-plane trichloromethyl group has a torsion
angle C(2)—S(2)—S(3)—C(4) of 94.11°. Sulphur S(3)
lies under the ring plane with S(3)—S(2)—C(2)—S(1)
S(3)—S(2)—C(2)—N(2) torsion angles of 6.79° and
�175.71°, respectively.


�/2�!)��*+$-


mmtd was purchased from Aldrich and used without
further purification. Mass spectrometric analyses were
performed on a Perkin-Elmer Q Mass 910 quadrupole
instrument (electron ionization at 70 eV), coupled to a
Perkin-Elmer Model 8000 gas chromatograph, provided
with a 30 m � 0.25 mm i.d. column and a 0.25 �m RSL
Heliflex stationary phase layer, using an injection split of
100:1 and the temperature programme 2 min at 120°C,
increased from 120 to 230°C at 15°C min�1, and held for


12 min at 250°C. Silica gel (70–230 mesh) was employed
for column chromatography. Deuterated solvents were
dried and transferred from activated molecular sieves (4
Å). Microanalyses were performed in a Carlo Erba Model
1106 elemental analyser. NMR spectra were recorded in
CDCl3 solutions, using Bruker WP 80 (1H) and WM 250
PFT (19F, 13C) instruments, with TMS (1H) and CFCl3
(19F) as internal standards. IR spectra were obtained
using a Bruker IFS 113 FT spectrometer (4000–
400 cm�1) with KBr pellets. Raman spectra were
recorded with a Raman accessory of the Bruker IFS 66
spectrometer equipped with an Nd:YAG laser (3500–
100 cm�1). All theoretical calculations were performed
using the Gaussian 98 program system20 under the Linda
parallel execution environment using two coupled
personal computers.


/���� ������� ��������� � ����������


Data were collected at 293 (�2) K on a Siemens P4 four-
circle x-ray diffractometer, using Mo K� graphite
monochromated radiation (� = 0.71073 Å). The crystal
system is orthorhombic and the space group Pbca,
Z = 8, with unit cell parameters a = 6.585(2) Å,
b = 11.247(5) Å, c = 28.565(10) Å,V = 2115.6(14) Å3,
�calc = 1.768 g cm�3, � = 1.406 mm�1; 30 reflections
were used for the unit cell refinement, 2�-range
reflections 5° �2� �20°; among 2732 measured reflec-
tions, 1363 were independent (Rint = 0.0858).The differ-
ence Fourier synthesis on the basis of the final model has
a residual electron density with a maximum of 0.333 e
Å�3 and a minimum of �0.327 e Å�3. The final R indices
were R1 = 0.0613 and wR2 = 0.1601. R indices (all data)
are R1 = 0.0915 and wR2 = 0.1843. Bond lengths, angles
and torsions are given in Table 7.
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Bond (Å) cl3cs- cl2fcs- clf2cs- Bond angle (°) cl3cs- cl2fcs- clf2cs- Torsion (°) cl3cs- cl2fcs-


S(1)—C(1) 1.757 1.747 1.747 C(1)—S(1)—C(2) 86.0 86.5 86.5 C(2)—S(2)—S(3)—C(4) 89.51 93.14
S(2)—S(3) 2.075 2.091 2.096 S(2)—S(3)—C(4) 105.4 103.8 102.1 C(1)—N(1)—N(2)—C(2) �0.54 �0.39
S(3)—C(4) 1.866 1.847 1.839 N(1)—N(2)—C(2) 112.9 113.1 113.1 N(2)—N(1)—C(1)—C(3) 177.96 �179.86
N(1)—N(2) 1.369 1.361 1.361 S(1)—C(1)—C(3) 123.1 123.7 123.7 N(2)—N(1)—C(1)—S(1) �0.97 �0.06
N(2)—C(2) 1.301 1.306 1.306 S(1)—C(2)—S(2) 125.9 124.1 124.1 C(2)—S(1)—C(1)—N(1) 0.85 �0.19
S(1)—C(2) 1.755 1.755 1.755 S(2)—C(2)—N(2) 119.6 122.3 122.3 C(2)—S(1)—C(1)—C(3) �178.08 179.61
S(2)—C(2) 1.780 1.775 1.775 S(3)—C(4)—Cl(2) 102.8 105.2 107.4 N(1)—N(2)—C(2)—S(1) �0.14 0.54
X(1)—C(4)a 1.793 1.361 1.350 S(3)—C(4)—Y(3) 112.6 114.6 112.4 N(1)—N(2)—C(2)—S(2) �173.56 176.37
Y(3)—C(4)b 1.795 1.790 1.354 Cl(2)—C(4)—Y(3) 109.9 110.9 109.1 C(1)—S(1)—C(2)—N(2) �0.55 0.41
Cl(2)—C(4) 1.802 1.793 1.788 S(3)—S(2)—C(2) 104.6 104.1 103.8 C(1)—S(1)—C(2)—S(2) �173.48 176.16
N(1)—C(1) 1.305 1.311 1.311 N(2)—N(1)—C(1) 113.5 113.6 113.6 S(3)—S(2)—C(2)—N(2) 144.28 �93.36
C(1)—C(3) 1.496 1.496 1.496 S(1)—C(1)—N(1) 114.5 113.3 113.3 S(3)—S(2)—C(2)—S(1) �43.14 91.25
H(13)—C(3) 1.093 1.093 1.093 N(1)—C(1)—C(3) 123.4 123.0 123.0 S(2)—S(3)—C(4)—Y(3) �64.02 57.73
H(14)—C(3) 1.096 1.096 1.096 S(1)—C(2)—N(2) 114.1 113.5 113.5 S(2)—S(3)—C(4)—Cl(2) 177.74 179.81
H(15)—C(3) 1.096 1.096 1.096 S(3)—C(4)—X(1) 112.5 111.1 112.4 S(2)—S(3)—C(4)—X(1) 59.54 �63.36


X(1)—C(4)—Cl(2) 109.9 108.2 109.2
X(1)—C(4)—Y(3) 108.9 106.8 106.2


a X(1): cl3cs-mmtd, Cl; cl2fcs-mmtd, F; clf2cs-mmtd: F.
b Y(3): cl3cs-mmtd, Cl; cl2fcs-mmtd, Cl; clf2cs-mmtd, F.


+�.�� �� �������
	 
�
�+�
� �- �/
 �?� �����
 ��-���
�� �-
�4�2���	 ����+ �/
 <4�@�#A�4��)B �66��9�������


Conformer
�S(3)–S(2)–C(2)–


N(2) (°) E (hartree)
�E


(kcal mol�1)


I �69.1 �2838.84576016 0.37
II �144.3 �2838.84635497 0.00
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Complementary crystallographic data has been de-
posited at the Cambridge Crystallographic Data Centre
(deposition number CCDC 176517).


4������ 
������� �� ��� 
��
������ � ��
����������������������������	�	������������


�������������������������������	�	������������
5����������6� A solution of 186 mg (1 mmol) of
Cl3CSCl in 1 ml of dry THF was slowly added to a
stirred and cooled (�90°C) solution of 134 mg (1 mmol)
of mmtd in 10 ml of THF. A white solid was formed.
When the addition was completed, the mixture, under
stirring, was allowed to warm gradually to room
temperature overnight. The solid was then dissolved in
hexane. The solvent was evaporated in vacuo and the
residue purified by column chromatography [hexane–
ethyl acetate (3:1)]. After solvent evaporation, light
yellow crystals were obtained and washed with hexane to
give 196 mg of white crystals of cl3cs-mmtd, 70% yield,
m.p. 58–59°C. 1H NMR: � 2.76 (s, 3H, 2-CH3). 13C
NMR: � 15.98 (2-CH3), 99.35 (SCCl3), 166.53 (5-C),
168.31 (2-C). GC–MS: m/z 280, 282, 284, 286 (M�), 163,
117, 119, 121, 123, 114, 108, 99, 79, 81, 76, 72, 64, 58,
59, 47, 49, 44, 41. IR: 3454 (broad), 2926, 1441, 1417,
1192, 1074, 1070, 977, 791, 760, 642, 604, 544,
440 cm�1. Raman: 2990, 2932, 1474, 1421, 1382, 1076,
790, 769, 652, 608, 531, 447, 408, 335, 314, 269, 221,
200, 143 cm�1. Anal. Calcd for C4H3N2S3Cl3: C, 17.1;
H, 1.1; N, 9.9; S, 34.2. Found: C, 17.3; H, 0.7; N, 10.8; S,
34.0%.


��&�����7������������������������	�	�������
������ 5�����������6� This compound was purified by
column chromatography [hexane–ethyl acetate (4:1)].


Colorless needles were obtained, yield 84%, m.p. 47–
48°C (hexane). 1H NMR: � 2.76 (s, 3H, CH3). 19F NMR:
� � 25.23 (s, �SCCl2F). GC–MS: m/z 264, 266, 268
(M�), 163, 153, 155, 101, 103, 105, 99, 63, 64, 58, 59, 44,
41. IR: 3523, 1492, 1439, 1394, 1197, 1090, 1040, 977,
917, 840, 803, 631, 606, 519, 402 cm�1. Raman: 2931,
1385, 1081, 800, 770, 689, 606, 526, 408, 393, 359, 322,
239, 196, 126 cm�1. Anal. Calcd for C4H3N2S3Cl2F: C,
18.1; H, 1.1; N, 10.6; S, 36.3. Found: C, 18.2, H, 0.7; N,
11.4; S, 36.8%.


�� �����7������������������������	�	�������
������ 5�����������6� This compound was obtained as
yellow oil and purified by column chromatography
[hexane–ethyl acetate (4:1)]. Yellow crystals were
obtained, yield 74%, m.p. 36–37°C (hexane). GC–MS:
m/z 248, 250, 163, 131, 99, 85, 87, 76, 72, 64, 58, 59, 50,
44, 41; IR: 3448, 1545, 1408, 1263, 1122, 1064, 985, 846,
675 cm�1. Raman: 3013, 2976, 2917, 1546, 1423, 1410,
1025, 851, 642, 481, 401, 309, 226 cm�1. Anal. Calcd for
C4H3N2S3Cl3: C, 19.3; H, 1.2; N, 11.3; S, 38.7. Found: C,
19.7; H, 0.9; N, 11.9; S, 39.4%.


 %* -,�)%*�


The compounds synthesized from the starting material
with tested applications may increase their activities after
modification of their structures with small groups. This
work also offers a sound basis for the study of reactions
of mmtd on the basis of the tautomeric thione–thiol
equilibrium. Although mmtd is viewed as a thione
tautomer, it reacts with perhalomethylsulphenyl deriva-
tives on the thiol moiety to give corresponding disulphur-
containing molecules.


+�.�� 8� �96
���
���� �92���! ��	 ������
	 �<4�@�#A�4��)B! ���
������ ���	 	�����
� �*D ! ��	 ���	 ��+�
� �°! -�� ��4��2
���	


Bond distances Exp. Calc. Bond angles Exp. Calc. Torsions Exp. Calc.


S(1)—C(1) 1.740 (6) 1.757 C(1)—S(1)—C(2) 86.2 (3) 86.0 C(2)—S(2)—S(3)—C(4) 94.11 (0.37) 89.51
S(2)—S(3) 2.015 (3) 2.075 S(2)—S(3)—C(4) 103.8 (3) 105.4 C(1)—N(1)—N(2)—C(2) �0.76 (0.80) �0.54
S(3)—C(4) 1.816 (8) 1.866 N(1)—N(2)—C(2) 109.6 (6) 112.9 N(2)—N(1)—C(1)—C(3) �179.20 (0.58) 177.96
N(1)—N(2) 1.406 (7) 1.369 S(1)—C(1)—C(3) 122.5 (5) 123.1 N(2)—N(1)—C(1)—S(1) 0.65 (0.72) �0.97
N(2)—C(2) 1.298 (8) 1.301 S(1)—C(2)—S(2) 126.4 (4) 125.9 C(2)—S(1)—C(1)—N(1) �0.28 (0.54) 0.85
S(1)—C(2) 1.706 (7) 1.755 S(2)—C(2)—N(2) 116.8 (6) 119.6 C(2)—S(1)—C(1)—C(3) 179.56 (058) �178.08
S(2)—C(2) 1.768 (6) 1.780 S(3)—C(4)—Cl(2) 112.4 (5) 112.5 N(1)—N(2)—C(2)—S(1) 0.55 (0.77) �0.14
Cl(1)—C(4) 1.766 (9) 1.802 S(3)—C(4)—Cl(3) 113.3 (4) 112.6 N(1)—N(2)—C(2)—S(2) �177.29 (0.44) �173.56
Cl(2)—C(4) 1.749 (9) 1.793 Cl(2)—C(4)—Cl(3) 110.1 (5) 109.9 C(1)—S(1)—C(2)—N(2) �0.18 (0.59) �0.55
Cl(3)—C(4) 1.749 (8) 1.795 S(3)—S(2)—C(2) 103.4 (3) 104.6 C(1)—S(1)—C(2)—S(2) 177.42 (0.49) �173.48
N(1)—C(1) 1.282 (9) 1.305 N(2)—N(1)—C(1) 113.6 (5) 113.5 S(3)—S(2)—C(2)—N(2) �175.71 (0.51) 144.28
C(1)—C(3) 1.487 (9) 1.496 S(1)—C(1)—N(1) 113.9 (5) 114.5 S(3)—S(2)—C(2)—S(1) 6.79 (0.52) �43.14


N(1)—C(1)—C(3) 123.7 (6) 123.4 S(2)—S(3)—C(4)—Cl(3) �61.07 (0.51) �64.02
S(1)—C(2)—N(2) 116.8 (5) 114.1 S(2)—S(3)—C(4)—Cl(2) 62.63 (0.41) 59.54
S(3)—C(4)—Cl(1) 102.9 (4) 102.8 S(2)—S(3)—C(4)—Cl(1) �179.82 (0.28) 177.74
Cl(1)—C(4)—Cl(2) 109.4 (4) 109.9
Cl(2)—C(4)—Cl(3) 108.7 (5) 108.9
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ABSTRACT: Autoxidation of the biologically active polyenes �-carotene, canthaxanthin, retinyl acetate, methyl
retinoate, retinal and 3,7,11,11-tetramethyl-10,15-dioxo-2,4,6,8-hexadecatetraenal (diketoretinal) in solid amorphous
films was investigated. The course of the process was followed by electronic and IR spectroscopy. The overall
activation energies were obtained. It was shown that insertion in the polyene molecule of a carbonyl group conjugated
with polyene chain results in a drastic decrease in the reactivity towards molecular oxygen. The results are discussed
and explained on the basis of radical stabilization energy, ES(R�), as a driving force of the autoxidation process. Semi-
empirical AM1 calculations of �Hf of some retinyl polyenes and polyenyl radicals were carried out and the C—H
bond strengths and ES(R�) values of corresponding polyenyl radicals were evaluated. It was shown that the
incorporation of a carbonyl group in the polyene results in a decrease in the overall autoxidation rate due to the
decrease in both the initiation and propagation rates. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: autoxidation; polyenes; reactivity; carbonyls; radical stabilization energy; rate constants
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Retinyl polyenes and carotenoids, biologically active
natural and synthetic compounds, are susceptible to
oxidation by molecular oxygen (autoxidation). Numerous
investigations have been devoted to elucidating the
factors that influence the reactivity of polyenes towards
oxygen. It was shown previously that the reactivity of the
polyenic compounds studied exceeds the reactivity of
other compounds by orders of magnitude.1,2


In this connection, it was considered of interest to
establish the dependence of the reactivity of polyenes in
autoxidation on the presence of functional groups. In this
paper, we report the effect of carbonyls on the
autoxidation of polyenes with various conjugated chain
lengths.


�()�#�*�!" �


*������� �
� +�����


The polyenes studied are shown in Scheme 1. The
experimental procedures for the preparation and purifica-
tion of the polyenes, excluding diketoretinal (6, Scheme


1), were described previously.1,2 Diketoretinal
(3,7,11,11-tetramethyl-10,15-dioxo-2,4,6,8-hexadecate-
traenal) (6) was prepared by oxidation of retinal with
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pyridinium chlorochromate in CH2Cl2. After filtration,
dissolution of the residue in diethyl ether and removal of
the solvent under reduced pressure, 6 was separated from
other products by column chromatography on SiO2 with
hexane–diethyl ether as eluent. By crystallization from
diethyl ether–hexane, yellow–brown crystals were ob-
tained. UV, 369 nm (� 58 000 � 500); IR (in CCl4), 1720,
1668 (C=O), 1596 (C=C), 984, 964 (�=C—H) cm�1.
Literature values:3 UV, 370 nm (� 58395); IR, 1720,
1670, 1595, 970 cm�1.


The purity of the carotenoids and retinyl polyenes was
checked by high-performance liquid chromatography and
was shown to be not less than 99%.


Special precautions were taken to avoid uncontrolled
autoxidation. All the polyenes were stored in vacuo
(10�2–10�3 Torr) (1 Torr = 133.3 Pa) at about � 18°C.
The solvents (benzene, hexane, CHCl3, CCl4) were
purified by standard techniques and dried over sodium
metal and calcium hydride (benzene and hexane) and
Al2O3 (CHCl3 and CCl4). After degassing, the dry
solvents were vacuum condensed in glass tubes. The
tubes were sealed at about 10�3 Torr. The solvents were
saturated with argon before use by breaking the tubes in
an argon atmosphere. The samples for autoxidation were
solid amorphous films.


The amorphous films of the polyenes were prepared in
air or a dry argon atmosphere (in an argon box, if
necessary) by evaporation of one (or two) drops of the
solution of a polyene on fast rotating quartz (for
electronic spectra recording) or KRS-5 (for IR spectra
recording) supports. The thickness of the films was
estimated to be about 0.1 �m.


Electronic and IR spectral techniques were used to
investigate the kinetics of autoxidation. The high
extinction of the main absorption bands of the polyenes
in the electronic spectra provides a convenient and
precise way for the investigation of the autoxidation
process. Thermostated quartz cells were used for
recording electronic spectra. A support with the film
was placed in the cell under an argon atmosphere (in an
argon box). The cell was set in the sample compartment
of the spectrophotometer and connected to a vacuum line
and a manostat for oxygen feeding. After evacuation of
the cell, the spectra of the film were recorded in vacuo
and then in an oxygen atmosphere at a given oxygen
pressure and temperature. In some cases autoxidation was
performed in air at room temperature.


The IR spectra of the films were recorded by means of
the multiple attenuated total reflection (ATR) technique.
The spectra were obtained using an ATR unit with KRS-5
reflection elements (49 � 25 � 3.5 mm, 14 reflections,
45° facets). The ATR IR spectra were recorded by
exposing the films to air in the spectrometer sample
compartment.


The electronic spectra were recorded on a Specord
M40 spectrophotometer and IR spectra on a Specord M82
spectrophotometer (Carl Zeiss, Jena, Germany).


The conversion of the polyenes during the autoxidation
was determined by monitoring the decrease in the optical
densities of the absorption bands of the electronic spectra.


'�+�������
�� +�����


Semi-empirical computations of the heats of formation of
some polyenes and corresponding radicals were per-
formed by using the HYPERCHEM package (version
6.01) (Hypercube). The initial configurations of the
different polyene molecules and radicals were build by
standard geometric parameters and first optimized with
the molecular mechanics MM� program. Then the
geometry optimization was achieved with AM1 calcula-
tions. By these calculations, energy minimization was
obtained by lowering the gradient to �0.004 kcal
Å�1 mol�1 (1 kcal = 4.184 kJ).


#��&�"�  !% %��'&���$!


The results obtained show the strong influence of
carbonyl groups on the reactivity of polyenes towards
molecular oxygen.


It is obvious that carbonyl groups conjugated to the
polyene chain strongly reduce the oxidizability of
polyenes. This conclusion follows from the comparison
of the data for �-carotene and canthaxanthin (Fig. 1),
retinyl acetate and methyl retinoate (Fig. 2), retinal and
diketoretinal (Fig. 3). The overall activation energies of
polyene autoxidation in solid films found previously2 and
in this work are presented in Table 1. The data show that
the activation energy of autoxidation more than doubles


��,��� �� ,���	� �� ����-����� �� 	�������� .%�� ��
���� ���*�������/ 0�1 ��	�������2 0�1 	���
�-���
�
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due to the carbonyl conjugated to the polyene chain. This
effect is opposite to the influence of carbonyl groups on
the autoxidation rates of saturated compounds. It is well
known that saturated ketones and aldehydes undergo
autoxidation with much higher rates than those for the
corresponding hydrocarbons under the same condi-
tions4,5. The polyenic aldehydes and ketones of the
retinol and carotene series, instead, undergo slower


autoxidation than the corresponding hydrocarbons (�-
carotene and canthaxanthin, retinyl acetate and retinal).


The change in reactivity of the investigated retinyl
polyenes may be explained at a qualitative level in terms
of the energy of the highest bonding and lowest
antibonding orbitals. Figure 4 shows the HOMO and
LUMO levels of four retinyl polyenes with different
oxygen substituents. A decrease in the energy of the
HOMO and LUMO orbitals of the polyenes is observed
in the following sequence: retinyl acetate �retinal
�methyl retinoate �diketoretinal. The decrease is related
to the increase in the nucleophilic properties of the
molecules. The reactivity of a molecule towards the
electrophilic radicals (RO2


�) decreases with increase in
nucleophilicity. Although this approach is qualitative, the
trend is in agreement with the experimental data.


As was shown previously,1 polyenes with ‘allylic’
hydrogen(s) are more reactive in autoxidation than
polyenes that have no such reactive sites. Comparison
of the data on the reactivity of �-carotene and
canthaxanthin (Fig. 1) and retinal and diketoretinal
(Fig. 3) suggests that the insertion of a second carbonyl
at the end of the polyene chain removes a possible
reactive site, diminishing the overall reactivity.


During the kinetic investigation of the autoxidation of
retinyl polyenes, it was also found that the compounds of


��,��� �� ,���	� �� ����-����� �� �����% *�%����� � ��%�
.%��/ 0�1 �����% �	����� �� �3°$ ��� �-�'�� *�������
�33 &���2 0�1 ���
�% �������� � �-�'�� �����*
��� �� +(°$


��,��� -� "���-����� �� *�%���� )������ � �� �� �+°$/ 0�1
�����%2 0�1 �)��������%


"�	�� �� "	�!���� ����'�� ��� ����-����� �� *�%�����


Polyene T � (°C) E (kJ mol�1)


1 28–45 77 � 3
2 35–45 160 � 14
4 48–60 148 � 3
5 25–45 42 � 10
6 40–60 100 � 16


��,��� .� 4���'� %�!�% ��'���/ 0�1 �����% �	�����2 051 �����%/
0	1 ���
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the series undergoing hydrogen abstraction by RO2
�


during propagation steps are more reactive than polyenes
undergoing addition of peroxyls to the polyenic chain.1 It
was concluded that the driving force of the autoxidation
process of a polyene is the stabilization energy of the
radicals, ES(R�), formed by the attack of RO2


� on the
polyene, and this approach was applied to the quantitative
description of the autoxidation process. It is essential that
the secondary C4—H bonds of any polyene in the
carotenoid and retinoid series are not as reactive as the
C15—H bonds of retinyl acetate owing to the non-
coplanarity of the ring double bond and polyene
chain.6–10 In view of the lack of experimental data,
semi-empirical calculations of the heats of formation
(�Hf) of some retinyl polyenes and polyenyl radicals
were performed at the AM1 level and corresponding
bond strengths [D(R—H)] were calculated from the


standard equation


D�R ��H� 	 �Hf �R�� ��Hf �H� ��Hf �RH� �1�


The stabilization energies, ES(R�), of the corresponding
radicals were also calculated using the equation


ES�R�� 	 D�CH3 ��H� � D�R ��H� �2�


The results are summarized in Table 2. The only
published experimental value [D(C15—H] for retinyl
acetate11) is close enough to the calculated value (the
difference is about 11 kJ mol�1).


It was shown in our previous studies1,2 that the
reactivity of an organic compound towards peroxy
radicals is directly related to the stabilization energy of
the radical formed by the abstraction of an allylic
hydrogen or by addition of RO2


� to a double bond.
Moreover, the data (taken from Ref. 1) presented in Fig. 5
show that at high stabilization energies of radical
formation, the rate constants of H atom abstraction are
greater than the rate constants of the addition of peroxyls


��,��� /� ��%�����
*� 5������ *��*�'���� 8��� 5��

�5����	��� 0	�	%��1 ��� ������ 0����'%��19 ���	��� ����
	�������� ��� ���5%����� ����'� �� �
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��'�� �� $67 5���� ���*���5%� ��� �=$67 5���� � �� �*�	���


Polyene


Bonds and atom charges


C7—H C8—H C11—H C12—H


Retinal �0.118 0.127 �0.133 0.129 �0.117 0.128 �0.135 0.130
Retinyl acetate �0.121 0.127 �0.132 0.127 �0.120 0.130 �0.133 0.1129
Methyl retinoate �0.118 0.127 �0.133 0.128 �0.144 0.130 �0.137 0.128


C9—H C8—H C5—H C4—H
Diketoretinal �0.218 0.139 �0.076 0.147 �0.117 0.130 �0.129 0.132
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to the double bonds. The relations are as follows:


1 � log kP 	 �1� 319 � 0�04586 ES�R��
�R 	 0�963� SD 	 0�417� �3�


for propagation by abstraction reactions and


1 � log kP 	 �0�452 � 0�0348 ES�R��
�R 	 0�997� SD 	 0�123� �4�


for propagation by the addition to double bonds.
The values of propagation rate constants calculated by


these equations (Table 2) may be used as a measure of the
reactivity in autoxidation of the polyenes under con-
sideration. The values lead to the following sequence of
the reactivity decrease: retinyl acetate � retinal �methyl
retinoate 
 diketoretinal. This sequence corresponds to
the experimental data on the reactivity of polyenes in
solid-state autoxidation (Ref. 2 and this work).


The overall rate of the autoxidation process depends
not only on the propagation rate but also on the self-
initiation one. It is well known4 that in the absence of an
added initiator, self-initiation of autoxidation occurs due
to either the abstraction of a labile H atom from the
substrate by O2 or the disproportionation of two substrate
molecules (see also Table 3 in Ref. 2).


The data in Table 1 (Ref. 2) show that thermal
initiation rate in solid films of methyl retinoate is only
one tenth of that for retinal. It is also seen from Scheme 1
that in diketoretinal as compared with retinal the only
labile C—H bond is C14—H, the strength of which is
much higher [and ES(R�) is much less] than that of C4—H
of retinal (Table 2). Consequently, the initiation rate of
the autoxidation of 6 is much less than that for retinal.
Together with the decrease in propagation rate constant,


this leads to a drastic decrease in the overall rate of
autoxidation.


Hence one may conclude that the main reason for the
decrease in polyene autoxidation rate in the presence of a
carbonyl conjugated to polyene chain is the decrease in
the stabilization energy of polyenic radicals formed in the
course of the chain process.


It is interesting that a second carbonyl conjugated with
the polyene chain (diketoretinal) may also change the IR
spectrum of a polyene. All polyenes studied except
diketoretinal have a strong band at about 966–968 cm�1


corresponding to �=C—H vibrations.1,12,13 The band in
the spectrum of diketoretinal is relatively weak and
superimposed by other band at 984 cm�1 (Fig. 6). As has
been shown for retinal,14 the band is associated with the
hydrogen out-of-plane vibrations of HC7=C8H and
HC11=C12H. In 6, the corresponding groups are
HC4=C5H and HC8=C9H.


One may suppose that the change in the band on going
from retinal (and other poyenes of the series) to 6 is due
to the redistribution of atom charges caused by second
carbonyl. This is confirmed by AM1 calculations (Table
3). It is also seen (Fig. 7) that during the autoxidation of 6
the polyenic part of the molecule undergoes substantial
changes: the bands in the IR spectrum corresponding to
the C=C (1596 cm1) and =C—H (964 and 986 cm�1)
bonds and to conjugated carbonyls (1668 cm�1) dis-
appear, whereas the intensity of the unconjugated
carbonyl band at 1720 cm�1 does not vary. This fact
may be regarded as additional evidence for a much higher
oxidizability of polyenic compounds as compared with
the saturated compounds.
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Basel, 1995; 117–134.
14. Curry B, Broek A, Lugtenburg J, Mathies R. J. Am. Chem. Soc.


1982; 104: 5274–5286.


��,��� 1� $
��'� � �
� �� �*�	���� �� �)��������% ����'
����-����� � �� �� �+°$


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 226–231


EFFECT OF CARBONYLS ON REACTIVITY OF POLYENES 231








JOURNAL OF PHYSICAL ORGANIC CHEMISTRY
J. Phys. Org. Chem. 2003; 16: 875–879
Published online in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/poc.677


Anharmonic contributions to the nuclear relaxation first
hyperpolarizability for push–pull molecules
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ABSTRACT: The nuclear relaxation first hyperpolarizability of a push–pull molecule was studied using the simple
valence-bond charge-transfer model and analytical evaluation of electrical properties method. A relationship between
the nuclear relaxation and electronic contributions to the first hyperpolarizability was derived, which incorporates the
harmonic and anharmonic terms associated with the ground-state potential energy. We show that the anharmonic
contribution is as important as that of the harmonic contribution and it follows the trend of the electronic contribution.
Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: anharmonics; nuclear relaxation; first hyperpolarizability; push–pull molecules; valence-bond charge-


transfer model


INTRODUCTION


When a molecule is placed under the stimulus of a static
electric field, its electronic cloud is modified, its equili-
brium geometry will relax to a new field-dependent
equilibrium position and the same field alters the poten-
tial energy for nuclear motion about the new equilibrium
position.1,2 All these induced changes can be explained in
terms of electronic, nuclear relaxation and vibrational
contributions to the electric properties (polarizabilities).


The effect of an applied field on the potential energy of
a molecule, Uðq; "Þ, can be expressed using the Taylor
series:


U q; "ð Þ ¼ Uðq; 0Þ �
X
i


�i"i � ð1=2!Þ


�
X
i;j


�ij"i"j � ð1=3!Þ
X
i;j;k


�ijk"i"j"k � ð1=4!Þ


�
X
i;j;k;l


�ijkl"i"j"k"k � . . . : ð1Þ


where Uðq; 0Þ is the energy in the absence of the field, �i


is the ith Cartesian component of the dipole moment, "i
are the x, y and z components of the static electric field, ",
and �ij, �ijk and �ijkl are the first-, second- and third-order
polarizability tensor, respectively.


Theoretically, if the electrical and vibrational anhar-
monicities associated with Uðq; 0Þ are ignored, i.e. the
so-called hypothesis of the double harmonic approxima-
tion (DHA),2 the polarizabilities are due entirely to the
electronic (e) and nuclear relaxation (nr) contributions.


Several authors have found experimental evidence3–5


of nuclear contributions to electrical properties. In parti-
cular, Castiglioni et al.3 presented a theoretical justifica-
tion, based on a valence-bond and charge-transfer (VB–
CT) model6 and the DHA hypothesis, for the recently
observed close resemblance between the first-order elec-
tronic hyperpolarizability, �e


zzz, and its nuclear relaxation
contribution, �nr


zzz, on several classes of �-polyconjugated
molecules. Kim et al.7 also applied the VB–CT model for
push–pull molecules and the DHA assumption to obtain a
relationship between �nr


zzz and �e
zzz, to confirm that their


magnitudes are similar. Consequently, IR and Raman
measurements can be used directly to calculate �nr


zzz and
to estimate the magnitude of �e


zzz. Bishop et al.8 found
several parameter-independent relations between nuclear
relaxation and electronic hyperpolarizabilities, based on
the VB–CT model and DHA hypothesis. However, ab
initio computational results are in disagreement with
these parameter-independent relations. As a secondary
result of the ab initio calculations, they have found cases
where �nr


zzz is larger than �e
zzz.


A method to evaluate nuclear relaxation and vibra-
tional contributions to the static electrical properties of
polyatomic molecules was presented by Luis et al.1 as
applied to water and pyridine. The method, named
analytical evaluation of electrical properties (AEEP),
was deduced from a double power series expansion on
the potential energy of a given chemical system with
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respect to normal coordinates, field strength or both. Only
one calculation of such derivatives in the field-free
equilibrium geometry is required. This energy expansion
also includes the mechanical anharmonicity associated
with potential energy and electrical anharmonicity for
dipole moment, polarizability, first hyperpolarizability,
etc. The accuracy of the AEEP method is determined
only by the quality of the wavefunction used to describe
the molecular system. The method predicts the order of
the necessary derivatives required to estimate a specific
nuclear contribution (e.g. for the nuclear relaxation con-
tribution to the polarizability, �ij, only second derivatives
are required). This interesting feature is exclusive to
AEEP method and allows important savings in computa-
tional time. More recently, Luis et al.9 extended the
AEEP method to consider the determination of fre-
quency-dependent nuclear relaxation and vibrational hy-
perpolarizabilities for �-conjugated molecules.


In this work, we investigated how �nr
zzz can be derived


without using the DHA hypothesis by applying the AEEP
method to push–pull polyenes. As a consequence, a
relationship between the nuclear relaxation (harmonic
and anharmonic) contribution and its electronic counter-
part was obtained.


The theoretical background on the VB–CT model for
push-pull is summarized in the next section. In the


subsequent section, we present the AEEP method as
applied to push–pull molecules. In the same section, we
show how �nr


zzz and �e
zzz are related. Finally, the results of


this work and some speculations about future work are
summarized.


THE VB–CT MODEL FOR PUSH–PULL
MOLECULES


The simple VB–CT model6 assumes that the electronic
ground state wavefunction, �gr, the molecule and all
its properties can be described using the linear combina-
tion of two orthogonal wavefunctions representing two
valence-bond electronic configurations (or resonant
structures):


�gr ¼ ð1 � f Þ1=2�VB þ f 1=2�CT ð2Þ


where the base function �VB corresponds to a neutral
(VB) structure (no charge transfer from donor to accep-
tor) and �CT to a charge-transfer (CT) structure. In the
CT structure, one electron is completely transferred from
the donor (D) to the acceptor (A) group while readjusting
the other bonds, as shown in Fig. 1. The fraction f of the


CT configuration in the ground state is determined by the
relative energy of �VB and �CT on �gr, the coupling
between them, the change in dipole moments and the
solvent polarity.


The Hamiltonian matrix describing a linear push–pull
polyene with a relevant vibrational mode, q, is given by


H ¼ 1=2ð Þk q� q�VB


� �2 �t


�t V0 þ 1=2ð Þk q� q�CT


� �2


" #
ð3Þ


where t represents the charge transfer integral (t is
positive), V0 corresponds to the electronic energy gap
between the CT and VB states evaluated at its corre-
sponding equilibrium positions q�CT and q�VB (with
q�VB ¼ �q�CT) and k represents the force constant appro-
priate for the polyene linkers.


From Eqns (2) and (3), the adiabatic potential energy
surface of the ground state is given by


where � ¼ q�VB � q�CT:
As assumed by several authors,3,6,7 we have con-


sidered that the relevant vibrational coordinate, q, is
identical with that of the bond length alternation (BLA)
coordinate, which is located along the �-chain axis. For the
donor–acceptor hexatrienes under consideration, the BLA
coordinate q corresponds to ðbþ dÞ=2� ðaþ cþ eÞ=3
(Ref. 10) (see Fig. 1). Since �VB and �CT represent
alternative resonant descriptions of the intervening poly-
ene unit, the increase of f from 0 to 1 will change each
double bond (1.33 Å) of the polyene to a single bond
(1.45 Å) and vice versa (these distances are based on the
experimental observations of the average bond lengths
of trans-1,3,5,7-octatetraene).6 Consequently, for the
donor–acceptor hexatrienes the BLA changes from
�0.12 to 0.12 Å as the CT fraction f goes from 0 to 1.


Using the expression for Ugrðq; 0Þ in Eqn. (4), we can
easily verify that the equilibrium BLA coordinate, qeq,
obtained by resolving the equation dUgrðq; 0Þ=dq ¼ 0 at
qeq, can be written as


qeq ¼ q�VB � �f ð5Þ


where f is the squared coefficient corresponding to the
�CT function in the electronic ground-state wavefunc-
tion, �gr, evaluated at qeq:


Ugr qð Þ ¼
V0 þ ðk=2Þ q� q�VB


� �2þ q� q�CT


� �2
h i


�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V0 þ k�qð Þ2 þ 4t2


q
2


ð4Þ


Figure 1. VB and CT structures for a push–pull molecule
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f ¼ 1


2
1 �


V0 þ k�qeq


� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V0 þ k�qeq


� �2 þ 4t2
q


2
64


3
75 ð6Þ


Finally, we derive the force constant of the adiabatic
potential energy curve for the ground state, Ugrðq; 0Þ,
from Eqn. (4):


K ¼ k 1 � 2t2k�2


V0 þ k�qeq


� �2 þ 4t2
h i3=2


8><
>:


9>=
>; ð7Þ


As can be seen from Eqn. (7), the force constant K
differs from k when the electronic structure does not
correspond to either VB or CT.


It should be emphasized, however, that the VB–CT
model makes drastic approximations in the description of
the chemical–physical characteristics of the push–pull
molecules. Consequently, the numerical results that the
model render are not fully reliable and errors can be large
for those molecules where the oversimplifications intro-
duced in the model are more dramatic.8 However, in
general, this model has been proven to be useful in the
interpretation of several experimental findings concern-
ing the non-linear optics behavior of push–pull mole-
cules6 and its evolution in solvents of different polarity.5


Moreover, the VB–CT model clarifies the origin of the
large nuclear relaxation (harmonic) contribution to �zzz.


7


THE AEEP METHOD APPLIED TO
PUSH–PULL MOLECULES


In this section we apply the AEEP method to �-conju-
gated organic molecules. Since for push–pull molecules
the CT state has a large dipole moment, �CT, compared
with that in the VB state, it is safe to ignore the permanent
dipole moment of the VB state. In consequence, and in
order to consider the response of this polyene in the
presence of an electrostatic field ", the energy parameter
V0 in Eqn. (4) may be substituted by V0 � �CT".


6 Thus,
following the AEEP method, Eqn. (4) can be expanded as
a double power series in terms of " and the BLA
coordinate along the �-chain axis (z direction):


Ugrðq; "Þ ¼
X
n¼0


X
m¼0


anmq
n"m ð8Þ


The anm coefficients of the power series expansion are
given by


anm ¼ 1


n!m!


@ðnþmÞUgrðq; "Þ
@qn@"m


� �
qeq;"¼0


ð9Þ


and are evaluated in equilibrium geometry at zero field,
" ¼ 0. Terms up to nþ m � 4 are considered in the


expansion of the potential energy. For this case,
Ugrðq; "Þ includes first- and second-order mechanical
anharmonicity (a30 and a40 terms), first- and second-order
electrical anharmonicity of the dipole moment (a21 and
a31 terms), first-order electrical anharmonicity of polar-
izability (a22 term) and the harmonicity approximation
for the first hyperpolarizability (a13 term). Using this
level of truncation for Ugrðq; "Þ, we are able to obtain a
complete evaluation of nuclear relaxation contribution to
the first hyperpolarizability, �zzz.


Next we determine the nuclear relaxation contribution
to the first hyperpolarizability. As discussed in the first
section, this contribution is due to the change in the
equilibrium geometry induced by the applied field.2,3


Thus, from the stationary-point condition to Ugrðq; "Þ,
the following iterative solution to the equilibrium field-
dependent BLA coordinate, qeqð"Þ, is obtained:1


qeqð"Þ ¼ �q1"þ
a21


a20


q1 �
3a30


2a20


q2
1 � q2


� �
"2


þ
("


a22


a20


�
 
a21


a20


!2#
q1 þ


 
9a30a21


2a2
20


� 3a31


2a20


!
q2


1


þ 2a40


a20


� 9


2


a30


a20


� �2
" #


q3
1


þ a21


a20


� 3a30


a20


q1


� �
q2 � q3


)
"3 þ . . . ð10Þ


where q1 ¼ a11=2a20, q2 ¼ a12=2a20 and q3 ¼ a13=2a20.
Substituting qeqð"Þ into Eqn. (8) (with nþ m � 4) leads


to a field-dependent potential energy, Ugr qeqð"Þ; "
� 	


, eval-
uated at the new equilibrium coordinates, which includes
both the electronic and nuclear (harmonic and anharmo-
nic) contributions:


Ugr qeq "ð Þ; "
� 	


¼ a00 þ a01"þ a02 �
a11


2
q



 �
"2


þ a03 � a12q1 þ a21q
2
1 � a30q


3
1


� �
"3þ . . .


ð11Þ


Comparison between this equation and the Taylor
series [Eqn. (1)] and subtraction of the purely electronic
contribution to �e


zzz, i.e. the �6a03 term,1 leads to a
definition of the nuclear relaxation contribution to the
first molecular hyperpolarizability, �zzz:


�nr
zzz ¼ 6


�
a12q1 � a21q


2
1
þ a30q


3
1


�
ð12Þ


where the coefficients a20, a11 and a12 are harmonic and
a30 and a21 represent firsts-order anharmonic terms. In
particular, a20 ¼ K=2 and a30 ¼ @3Ugr q; "ð Þ=@q3


� 	
qeq;"¼0


are mechanical terms of the potential energy, where as
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a11 ¼ � @�e
z=@q


� �
qeq;"¼0


, a22 ¼ � 1=4ð Þ @2�e
zz=@q


2
� �


q;"¼0
,


a21 ¼ @K=@"ð Þqeq;"¼0 and a12 ¼ �ð1=2Þ @�e
zz=@q


� �
qeq;"¼0


are molecular property derivatives.1


From these expressions, we can write Eqn. (12) as


�nr
zzz ¼


3


K


@�e
z


@q


� �
qeq;"¼0


@�e
zz


@q


� �
qeq;"¼0


� 3


K2


@�e
z


@q


� �2


qeq;"¼0


@K


@"


� �
qeq;"¼0


� 1


K3


@3Ugrðq; "Þ
@q3


� �
qeq;"¼0


@�e
z


@q


� �3


qeq;"¼0


ð13Þ


The last two terms are anharmonic contributions and
are omitted when the DHA hypothesis is used.2,3,7,11 An
interesting feature of Eqn. (13) is that the harmonic
contribution (the first term) can be estimated by measur-
ing the IR and Raman spectra and extracting information
on @�e


z=@q
� �


qeq;"¼0
and @�e


zz=@q
� �


qeq;"¼0
from them.2,7


From the field-dependent potential energy for push–
pull molecules [Eqn. (4) with V0 ! V0 � �CT"), it is
straightforward now to compute the coefficients in �nr


zzz


[Eqn. (12)]:


a11 ¼ 2�CTk�t
2


V0 þ k�qeq


� �2 þ 4t2
h i3=2


ð14Þ


a02 ¼ �
�2


CT
t2


V0 þ k�qeq


� �2 þ 4t2
h i3=2


ð15Þ


a12 ¼
3�2


CTt
2k� V0 þ k�qeq


� �
V0 þ k�qeq


� �2 þ 4t2
h i5=2


ð16Þ


and


a21 ¼ �
3�CTk


2�2t2 V0 þ k�qeq


� �
V0 þ k�qeq


� �2 þ 4t2
h i5=2


ð17Þ


Using the above expressions for the anm coefficients,
the �nr


zzz component of the nuclear relaxation contribution
to the first hyperpolarizability, �zzz, is given by


�nr
zzz ¼ �e


zzz�total ð18Þ


where


�e
zzz ¼


6�3
CT
t2ðV0 þ k�qeqÞ


ðV0 þ k�qeqÞ2 þ 4t2
h i5=2


ð19Þ


corresponds to the electronic first hyperpolarizability of
push–pull polyenes calculated using the VB–CT model.6


The factor �total in Eqn. (18) is found to be


�totalðqeqÞ ¼ Bþ 1


3


� �
B2 þ 1


27


� �
B3 ð20Þ


where B is the harmonic part for �total:


B ¼ 6kt2�2


ðV0 þ k�qeqÞ2 þ 4t2
h i3=2


� 2kt2�2


ð21Þ


and the additional terms B2=3 and B3=27 are the anhar-
monic contributions. Using the AEEP method and VB–
CT model, a simple equation is obtained to compute the
nuclear relaxation contribution to the first hyperpolariz-
ability of push–pull polyenes. Moreover, this equation
shows that the nuclear relaxation contribution, �nr


zzz, and
its electronic counterparts, �e


zzz, are related beyond the
DHA supposition.


RESULTS


Equation (5) shows a linear relationship between qeq and
f. However, Eqn. (6) leads to a non-linear equation in qeq


that can be solved iteratively.6–9 Thus, given V0, k, t, �,
�CT and the initial value for qeq, the self-consistent
determination of the coordinate qeq involves the follow-
ing steps: (i) evaluate the function f according to Eqn. (6);
(ii) calculate a value of qeq by means of Eqn. (5); and (iii)
repeat steps (i) and (ii) until convergence is achieved.
From this iterated value of qeq we calculate B, ð1=3ÞB2,
ð1=27ÞB3, �total, �e


zzz and �nr
zzz as a function of f. Cal-


culations were carried out using the following para-
meters: k ¼ 33:55 eV Å�2, t ¼ 1:1 ev, � ¼ 0:24 Å and
�CT ¼ 32 D. These parameters are useful for treating
molecules with electron donor and acceptor end-groups
connected by a hexatriene chain.6,7


Figure 2 displays the behavior of B, ð1=3ÞB2,
ð1=27ÞB3 and �total as a function of f. The maximum
value of �total is 4.67 and corresponds to the degenerate
VB and CT states case, i.e. when V0 ¼ 0. It is important
to emphasize that this result stems essentially from the
contribution of B (harmonic) and ð1=3ÞB2 (anharmonic)
terms. Therefore, the ð1=3ÞB2 term represents an impor-
tant difference between to consider or not the anharmonic
contribution to �nr


zzz. Moreover, as can be seen in Fig. 3,
the important anharmonic contribution to �nr


zzz


�anhar;1 ¼ ð1=3ÞB2�e
zzz


� 	
is of the same order of magni-


tude as the harmonic part �har ¼ B�e
zzz


� �
and its electronic


counterpart �e
zzzÞ


�
. Consequently, the vibrational spectra


from IR and Raman measurements can be used directly to
calculate �har and to estimate the magnitudes of the
anharmonic ð�anhar;1Þ contribution and �e


zzz.


878 E. SQUITIERI


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 875–879







In summary, from these figures we conclude that the
most important result of this work is the indication that
anharmonicity may play a relevant role in the nuclear
relaxation contribution to the first hyperpolarizability.


CONCLUSIONS


We applied the AEEP method to push–pull molecules in
order to obtain an analytical expression for �nr


zzz. This
expression includes the anharmonicity (mechanical and
electrical) associated with the nuclear relaxation contri-
bution, which is introduced in the AEEP method through
the equilibrium field-dependent BLA coordinate, qeqð"Þ.
The results obtained here provide evidence that the
anharmonicity is essential in a numerical evaluation of


the nuclear relaxation contribution to �nr
zzz. We hope that


this paper contributes to clarifying the role of nuclear
relaxation in the non-linear optics response of organic
molecules. The analytical treatment described in this
paper can be also regarded as a useful starting point for
further investigations.


Themathematical expressionofanharmonic terms in the
Eqn. (13), i.e. � 3=K2ð Þ @�e


z=@q
� �2


qeq;"¼0
@K=@"ð Þqeq;"¼0


and � 1=K3ð Þ @3Ugrðq; "Þ=@q3
� 	


qeq;"¼0
@�e


z=@q
� �3


qeq;"¼0
,


needs to be explored further in connection with theoretical
and experimental measurements2,7 to verify the results
here reported concerning to the anharmonic contribution
on �nr


zzz.
Finally, the total nuclear contribution to the molecular


first hyperpolarizability requires the vibrational contribu-
tion at the equilibrium BLA coordinate. This vibrational
contribution is a direct consequence of the curvature
associated with the potential energy, as originally pointed
out by Kern and Matcha.11 In order to calculate this
contribution it will be necessary to obtain an expression
to fifth-order in the potential energy expansion.1 Wole on
this aspect is in progress.
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ABSTRACT: Neural networks are powerful data mining tools with a wide range of applications in drug design. This
paper largely concentrates on self-organizing neural networks that can be used for investigating datasets both by
unsupervised and by supervised learning. The representation of chemical structures is the key to success in
establishing useful relationships. Applications are shown for exploring different structure representations, for
establishing quantitative structure–activity relationships and for handling compounds having multicategory activities.
The applications comprise the separation of compounds according to different biological activities, the location of
biologically active compounds in large chemical spaces, the analysis of high-throughput screening data and the
classification of compounds according to mode of toxic action. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: self-organizing neural networks; Kohonen neural network; counterpropagation networks; chemical
structure representation; 3D structure generation; library screening; biological activity prediction
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In recent years, the term ‘data mining’ has come into
widespread use. While different people might have
different definitions, the overall objective of data mining
is clear: extract knowledge from a large set of data in
order to make predictions of new events. In this context,
clear definitions of the terms ‘data,’ ‘information’ and
‘knowledge’ seem necessary. Again, different people
might have different ideas on defining these terms;
however, the following definitions have found wide-
spread acceptance. Data become information when they
are put into a context; generalization of information can
lead to knowledge. Figure 1 illustrates this process for an
important task in drug design: the establishment of
relationships between chemical structure and biological
activity.1


Biological activity data are in most cases useless as
long as we do not know the chemical structure of the
compound that exerts this biological activity. Only when
we combine these two pieces of information, chemical
structure and biological activity, do we obtain informa-
tion. A set of such pairs of structure–activity data can be


analyzed by some learning method to find the inherent
relationship, to obtain knowledge on the structural
requirements for biological activity.


Data mining is thus an inductive learning method
because a series of experimental observations are used to
arrive at some general insight. Data mining is nothing
new; in fact, it is the predominant learning method in
many scientific disciplines.


Chemistry in particular has built its scientific knowl-
edge on inductive learning. With the advent of databases
and the world wide web that contain data in electronic
form, algorithmic learning methods have increasingly
been used, and thus data mining in its more restricted
sense by electronic means has gained increasing interest.


The range of inductive learning methods is wide:
statistical and pattern recognition methods, or neural
networks. In this discussion we will limit ourselves to
neural networks.
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A variety of tasks in drug design involve the analysis and
processing of many individual data:


� comparison of combinatorial libraries
� search for new lead structures
� establishment of structure–activity relationships
� analysis of high-throughput screening data
� optimization of a lead structure
� exploration of conformational flexibility
� analysis of ADME (absorption, distribution, metabo-


lism and excretion) data.


All these tasks can benefit from the use of data mining
methods.


�&!��� �&�'��(�


Artificial neural networks have been designed to model
the information processing in the human brain. The high
flexibility of the brain and the wide range of tasks
performed by the brain have led to the development of
numerous different artificial neural network models.2 A
variety of books deal with the different neural network
methods and their application to chemistry and drug
design.3


To highlight the importance of neural networks for
analyzing chemical data, it may suffice to mention that
each year more than 1000 publications appear on the use
of neural networks in chemistry.


The following characteristics render neural networks
so attractive for analyzing chemical data:


� Complex relationships are implicitly put down in the
weights of the network; thus, no explicit mathematical
form of such a relationship has to be given.


� Both linear and non-linear relationships can be
modelled.


� Two steps are involved in modeling relationships,
training and prediction. Training of a neural network is
usually fairly rapid even with large data sets, while
prediction is nearly instantaneous.


� By adding new data, a trained neural network can be
further refined; training does not have to start from the
very beginning again.


� Both unsupervised and supervised learning methods
are available.


An essential decision in the use of neural networks is
whether an unsupervised or a supervised learning method
is chosen.3 In fact, we recommend that any initial
investigations of a data set should first be made with an
unsupervised neural network. Before discussing this in
detail, a brief general presentation of the two learning
methods is given. In this discussion we will consider the
neural network as a black box containing the weights to
be adjusted without going into the details of the weight
adjusting algorithm.


Figure 2 shows the essential outline of supervised
learning. For supervised learning a series of data pairs
consisting of objects and the corresponding target values
of physical, chemical or biological data characterizing
these objects should be given. An object represented by
some descriptors is input into the neural network initially
containing randomly assigned weights. With random
weights the output of the neural network is necessarily
wrong. Comparison of the obtained output with the
desired target value of the input object provides the error
of prediction, which is fed back to the neural network to
adjust the weights in order to minimize the output error.
This process is iteratively repeated with a series of
objects and their target values until the output error has
fallen below a predefined threshold.


Such a trained neural network can then be used to
make predictions by inputting new objects. The descrip-
tors of the new object are combined with the weights in
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the network to calculate an output value (or output values
if more than one target value is used in the training of the
network).


The most widely used supervised neural network
learning algorithm is back-propagation learning, which is
usually applied in a multilayer feed-forward network.4


In unsupervised learning, the representations of objects
are investigated without using the property to be studied
in the training of the neural network. One way of doing
this is to use a neural network as a projection method. We
can consider the descriptors used to represent the objects
as coordinates of a space. An object, such as a molecule,
is then a point in this multi-dimensional space. The
objects may be found in various clusters in the high-
dimensional space (Fig. 3).


An unsupervised neural network is then used to project
the points from the high-dimensional space into a space
with a smaller number of dimensions such as a two-
dimensional plane. The purpose of this projection is to
preserve as well as possible the topology of the high-
dimensional space, such as the clustering of the objects,
after projection into the low-dimensional space.


The clusters may be associated with different types of
properties (different biological activities) which can then
be identified after projection. It should be emphasized,
however, that no knowledge on such properties (activi-
ties) is used in determining the projection by training the
neural network. This is the essence of unsupervised
learning.


It should also be mentioned that the human brain
performs such projections by generating sensory maps of
the environment in the visual, auditory, or somatosensory
cortex. One such unsupervised learning method is the
self-organizing neural network introduced by Kohonen.5


This method will be explained in more detail in the next
section.


���+,
�����-��� ������ ���	
��


The self-organizing neural network was introduced by
Teuvo Kohonen nearly 20 years ago.5 It is that neural
network which probably has the closest analogy to some
of the information processing in the brain, particularly as
concerns the generation of sensory maps. The neurons of
a Kohonen network are usually arranged in a two-
dimensional layer, each neuron containing m weights. In
fact, the neurons contain as many weights as the objects
that are sent into a Kohonen network have descriptors.
Figure 4 illustrates the architecture of a Kohonen
network.


An object, a sample, s, represented by m descriptors,
xsi, is sent into a two-dimensional network of neurons,
each neuron, j, having m weights, wji. An object will be
mapped into that neuron, c, that has weights most similar
to the descriptors of the input object [Eqn. (1)]. This


neuron is called the central, or winning neuron.


outc � min
�m


i�1


�xsi � wji�2
� �


�1�


First, the weights of the network are randomly initialized.
A weight adaption algorithm is then invoked as given by
the equation


wji
new � wji


old � ��t� � a�dc � dj��xi � wji
old� �2�


where wji
new and wji


old are the new and old weights,
respectively, � is the learning rate, dependent on time or
iteration cycle, t, dc� dj is the topological distance
between the central neuron c and the current neuron j, and
a(�) is a topology-dependent scaling function. A new
object input into a Kohonen network will be mapped into
a neuron whose distance from the previously winning
neuron is dependent on the similarity of the two objects.
If the two objects have very similar descriptors they will
be mapped into the same or closely adjacent neurons.
Thus, by training a Kohonen network iteratively with a
dataset of objects, a mapping of the objects into a two-
dimensional space will be obtained that reflects the
topology, the arrangement of the objects in the m-
dimensional space.


One of the most important advantages of a Kohonen
network is that it can generate maps and, thus, visualize
relationships of objects. This can be used for similarity
perception and for clustering. In this context, it is a major
advantage that on expansion of a dataset by addition of
new data training does not have to start from the very
beginning. Rather, the trained network can be used, the
new data are input and thus training is taken up a few
times until the network has adjusted to the new data.


A two-dimensional arrangement of neurons can have
two different types of topologies: a rectangular topology
where the neurons in the center have eight immediate


#����� .% -��
�������� �� � .�
���� ���'��&( /���� �
���'��& '��
 0� 0 ������� �� ������( )
� 1��� ����������
���2 ������ �� �
� ������ �� �
� ������( ������ ���������
�
� �	���������� ����� �������� ����������$ ����� �
�
���'��& �� �
� ��������� �� ��� ������� ��� ���������(
)
� '������ ������ 
����� �
� ������� ������� �� �
�
����� ������� �� ��������


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 232–245


234 J. GASTEIGER ET AL.







neighboring neurons, whereas neurons on the border have
only five or even only three neighbors (for the neurons in
the four corners). In order to provide each neuron with the
same number of immediate neighbors, a toroidal
topology has to be chosen. In this case, the neurons are
arranged on the surface of a torus. For better visualization
of the mapping obtained when using such a toroidal
Kohonen network, the torus is cut along two arbitrary,
perpendicular lines and the surface of the torus spread
into a plane (Fig. 5). It should then be remembered that
the neurons on the extreme left-hand side are to be taken
as neighbors of the neurons on the extreme right-hand
side. An analogous situation exists between the neurons
on the uppermost and those of the lowermost line.


Here, we refer to two different types of applications of
Kohonen networks: similarity perception or interpola-
tion. Which type of application is invoked is mainly
determined by the ratio of the size of the network as
compared to the size of the dataset.


If the number of neurons is taken smaller than the
number of objects in the dataset, several objects are
forced into the same neuron, thus allowing one to
perceive their similarity. The less neurons there are, the
more objects are forced into the same neuron. With
continuing decrease in the size of the network, however,
the danger of collisions, of forcing objects belonging to
different classes into the same neuron, increases.


If the number of neurons of the network is, however,
chosen to be larger than the number of objects in the
dataset, then the objects are distributed over the network
with a number of neurons not receiving any objects.
These neurons are, however, not really empty, but
contain weights that correspond to (new) objects. Such
networks can be chosen for interpolating data. For
example, we have chosen such an approach for the
simulation of infrared spectra, interpolating new infrared
spectra from those that have been used for training the
network.6


"
�������
������
� ���	
���


It has been emphasized that Kohonen networks are based


on unsupervised learning; the property of interest is not
used during the training of the network. The basic
learning algorithm can, however, also be used for
supervised learning, for finding a relationship between
the objects and one or more properties of these objects.
To do this, simply the architecture of the networks has to
be extended; the Kohonen network shown in Fig. 4 has to
be extended by as many layers as there are properties of
the objects to be studied. The architecture then consists of
an input block for representing the objects and an output
block containing the properties of the objects (Fig. 6).
This type of neural network is called a counterpropaga-
tion network.7


The properties of an object are stored in the lower
block at exactly the same position as the object is stored
in the upper block.


��� ���+,
�����-��� ������ ���	
�� +
� ��+
���,
��
� ��������/ ������


We have implemented a Kohonen neural network that
particularly emphasizes the visualization aspect of such a
network by having included several powerful graphic
tools for visualizing chemical data. In order to show the
power of a Kohonen network in visualizing the distribu-
tion of chemical objects we take a rather trivial dataset
consisting of 11 aromatic hydrocarbons, 14 aliphatic
hydrocarbons and 11 alcohols and phenols. These
structures were initially represented by a 25-dimensional
descriptor (the molecular dipole moment and an auto-
correlation vector for both the partial atomic charges and
the atom polarizability with 12 components each).8


This set of descriptors was reduced by a genetic
algorithm to seven descriptors. The dataset of 36
compounds was sent into a Kohonen network of 6� 3
neurons having toroidal topology. Different drop-down
windows are provided for setting the topology and size of
the network as well as controlling various parameters of
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the learning procedure. After training of the network the
results were visualized by assigning a dark gray color to
the aliphatic hydrocarbons, a light gray color to the
alcohols and phenols and a gray color to the aromatic
hydrocarbons. The resulting map is shown in Fig. 7; one
neuron did not receive any compound at all and is
therefore colored white.


As can be seen, the compounds cluster according to
their class memberships. (It should again be emphasized
that the clustering of these structures according to
compound class is an easy task; it was chosen for
illustration purposes.)


In order to show the distribution of the compounds in
the network, an option is incorporated into SONNIA that
allows one to visualize that compound (the centroid)
which most closely corresponds to the weights of each
neuron. Figure 8 shows the result obtained.


Furthermore, all the compounds mapped into an
individual neuron can also be shown. Thus, by clicking
on the neuron at position 0,4 Fig. 9 is obtained, showing
that both 2-propanol and tert-butanol are mapped into
this neuron, emphasizing that the neural network has
recognized the close similarity of these two compounds.


After this admittedly simple, illustrative case, we show
the results obtained in a more relevant investigation. The
dataset consisted of 299 compounds comprising 75 5-
hydroxytryptamine 5-HT1a-receptor agonists, 75 hista-
mine H2-receptor agonists, 75 thrombin inhibitors and 74
monoamine oxidase MAOA inhibitors. The compounds
were represented by a 128-dimensional vector obtained
from an atomic radial distribution function g(r) [see Eqn.
(3)] using ai = aj = 1 in order to represent the molecular
graph.9 The 3D structures were obtained from the 3D
structure generator CORINA.10


g�r� �
�N�1


i�1


�N


j�i


aiaj exp �B�r � rij�2
� �


�3�


where ai and aj are atomic properties (e.g. partial atomic
charges obtained by the PEOE algorithm),11 rij is the
distance between atoms i and j in 3D space, r is a running
variable, B is a so-called temperature factor and N is the
number of atoms in the molecule. The dataset was sent
into a Kohonen network consisting of 15� 15 neurons
having rectangular topology. The progress of training can
be monitored by plotting the error after each presentation
of a new object to the network (a cycle). Figure 10 shows
the development of the error over 2990 cycles corre-
sponding to sending the entire dataset of 299 compounds
10 times through the network (10 epochs).


After these 10 epochs, training was stopped and the
result of mapping the 299 compounds into 225 neurons
was visualized by assigning the compounds to the four
different classes of agonists or inhibitors. It should again
be emphasized that this information was not used during
training, the training was unsupervised. Each neuron was
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assigned a symbol that corresponded to the majority of
compounds mapped into this neuron: thrombin inhibitors
with an�, 5-HT1a-receptor agonists with a circle, MAOA


inhibitors with a diamond and H2-receptor agonists with a
cross. Neurons that did not receive a compound at all
were assigned a white color.


Figure 11 shows on the left-hand side the map that was
obtained. An option is provided to indicate those neurons
that contain compounds of different classes (collisions).
This is indicated in the map in Fig. 11 on the right-hand
side by coloring the corresponding neurons (e.g. in
black).


The maps show that a fairly reasonable separation of
the four classes of compounds could be achieved—recall
that a 128-dimensional space was projected into two
dimensions!—with only a few (four) neurons with
collisions. Again, clicking on a specific neuron shows


all the compounds that are projected into this neuron.
This is done in Fig. 12 with neuron 1,14 of Fig. 11
showing a neuron with collisions containing both MAOA


inhibitors and 5-HT1a-receptor agonists.


���!"�!�& �&5�&�&�������


The objects to be dealt with in drug design are many-fold:
genes, proteins, small molecules, chemical reactions,
metabolic pathways, etc. Here, we will focus only on
small molecules and consider the problem of their
representation in order to be able to input them into
neural networks.


If a dataset of objects is investigated by a learning
method such as a statistical or pattern recognition
method, or a neural network, the objects have to be
represented by the same number of descriptors or
variables. This can clearly be seen from Fig. 4, where
each object is represented by a vector of the same length,
consisting of m descriptors.


In most cases, a dataset of compounds will consist of
molecules of different sizes and of different numbers of
atoms. Thus, if one wants to represent the structure of a
molecule, a mathematical transformation has to be
performed in order that molecules with different numbers
of atoms end up with the same number of descriptors.


Furthermore, various degrees of sophistication can be
chosen for structure representation, from the constitution
through the 3D structure to molecular surfaces. We have
developed a series of methods and corresponding soft-
ware packages to automatically derive 3D structures or
molecular surfaces from the constitution of a molecule as
represented by a connection table.


Furthermore, several methods have been developed to
calculate fundamental physicochemical properties of the
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atoms and bonds in a molecule. These physicochemical
properties can be combined either with the constitution, the
3D structure or molecular surfaces. Then, these structure
representations are submitted to mathematical transforma-
tions such as autocorrelation or atom radial distribution
functions to fulfill the requirement of a fixed number of
descriptors irrespective of the size of a molecule.


Figure 13 gives an overview of these software tools
and how they can be combined to end up with different
structure representations.


We cannot go into the details of structure representa-
tion here, and have to restrict ourselves to throwing a few
spotlights on the methods that we have developed and
how they can be combined. Some more insight will be
provided by the applications in the following sections.


The kind of structure representation to be chosen will
be dictated by the problem that has to be studied. Usually,
various structure representations will have to be explored
before the one working best for the given problem will be
found. Furthermore, the size of the dataset will be of
influence: in order to keep computation times within
reasonable limits, less sophisticated structure representa-
tions will have to be chosen for very large datasets. For
datasets with many millions of structures one will
probably have to stay with topological representations,
leaving the representation of molecular surfaces to
situations where the number of compounds is smaller.
However, the methods that we have developed are so
rapid that surface properties have been calculated with
datasets of a few hundred thousand molecules.8


In the following we will only briefly mention a few of
the systems indicated in the overview of Fig. 13.


* ��������� ��������
�/ "�����


CORINA (COoRdINAtes) rapidly generates a 3D mol-
ecular model when given information on the constitution
of a molecule as represented in a connection table such as
an SDFile or a SMILES string. CORINA is a data and


rule based system that is applicable to the entire range of
organic chemistry and also to many organometallic
structures.10


Table 1 gives the results for converting the entire open
database of the National Cancer Institute in a single run
into 3D models.


CORINA can be accessed on the Internet at http://
www2.chemie.uni-erlangen.de/services/3d.html. Up to
1000 structure can be converted free of charge. For
commercial applications, CORINA is distributed by
Molecular Networks.12


"��������
� 
+ ������
�������� �++����/ 5&���


PETRA (Parameter Estimation for the Treatment of
Reactivity Applications) collects a series of methods for
the calculation of all-important electronic and energy
effects in organic molecules such as heats of formation,
bond dissociation energies, charge distribution, quantita-
tive measures of the inductive, resonance or polariz-
ability effects, etc.13 These methods are all empirical in
nature in order to have them rapid enough to be able to
calculate large datasets. Most of the methods have been
published previously by our group. Table 2 gives an
overview of the kind of properties that can be calculated
for the atoms, bonds or entire molecule.


� �
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�����
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The problem of representing molecules having different
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Conversion of the database of the National Cancer Institute:
Number of structures (October


1999)
249081


Conversion rate 99.5%
CPU time (Pentium III/600 MHz) 9600 s, 0.04 s/molecule
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Atomic properties—
Charges q�, q�, qtot
Electronegativities ��, ��, �LP
Polarizabilities �i


Bond properties—
Charge differences �q
Electronegativity differences ��
Bond polarizabilities �b
Stabilization by delocalization D�, D�


Bond dissociation energies BDE
Molecular properties—


Heats of formation �Hf°
Mean molecular polarizabilities �
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numbers of atoms with the same number of descriptors
has already been mentioned. One mathematical transfor-
mation that produces a fixed, preset number of descrip-
tors for a molecule is autocorrelation, as given by the
equations


A � 	A�d1�� � � � �A�dl�
 �4�
where


A�dk� �
�n


i�1


�n


j�1


p�i� p�j�� �nij� dk�


and ��nij� dk� �
1� if nij � dk


0� else


�
�5�


In Eqn. (4), l gives the dimension of the autocorrelation
vector. In Eqn. (5), dk gives the number of bonds for
which the autocorrelation is calculated and nij is the
number of bonds between atom i and atom j; p is a
property such as the partial charge on atoms i and j or on
two points of the molecular surface. The usage of
different atomic properties p such as mass, charges,
polarizability or electronegativities allows the considera-
tion of a broad range of physicochemical effects. n is the
number of atoms in the molecule. The equation for 3D
autocorrelation is according to Eqns (4) and (5) but the
distance is then the actual three-dimensional distance
between two atoms. Accordingly, dk is then an interval
and not a discrete value. The use of autocorrelation in
molecular structure representation has a long his-
tory.8,14,15


Having briefly presented methods to be used for the
representation of molecular structures, we are now set to
apply the powerful tools of Kohonen and Counter-
propagation networks to problems encountered in drug
design. As we can only give a few examples here, we will
focus our discussion to typical problems and use them to
give general guidelines.


�&5������� 8��&"!�&� �#  �##&�&�� 9��,
����"�� �"��:��;<"���&"����  �##&�&��
���!"�!�& �&5�&�&��������


The task of the study presented here was to separate a
dataset of 172 molecules into benzodiazepine agonists
(60 compounds) and dopamine agonists (112 com-
pounds).16 Figure 14 shows some of the structures
contained in the dataset emphasizing the problem
mentioned in the previous sections: having to represent
molecules with different numbers of atoms with the same
numbers of descriptors.


The structures were represented by topological auto-
correlation. Thus, d in Eqn. (4) was the number of bonds
between the two atoms i and j; d was kept running from 2
to 8 (seven distances altogether). As a first shot, as no
specific requirements of the receptor were available, we


decided to use a rather broad structure representation,
including a variety of physicochemical effects in the
autocorrelation vector. Separate seven-dimensional vec-
tors (seven distance intervals!) were constructed with
�� atomic charges, (�� �) atomic charges,
�� electronegativity, �� electronegativity, lone pair
electronegativity, atomic polarizability and an atomic
property of 1 (to just represent the molecular graph).
These seven autocorrelation vectors were then concate-
nated to give a 49-dimensional representation of the 172
molecules in the dataset. Training a 10� 7 Kohonen
network with the entire dataset gave a map that was then
marked by assigning colors to the network depending on
whether a neuron contains a dopamine or a benzodiaze-
pine agonist (Fig. 15).16


As can be seen, the two sets of molecules separate
fairly well. This is even more remarkable as the class
membership was not used in training the network but
only in visualizing the results of training (unsupervised
learning!). This attests to the relevance of the chosen
structure representation for reproducing effects that are
responsible for the different binding of dopamine and
benzodiazepine agonists.


Next we turned our attention to the question on
whether we still can see the separation of the two sets of
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molecules when they are buried in a large dataset of
diverse structures. For this purpose we added this dataset
of 172 molecules to the entire catalog of 8223 compounds
available from a chemical supplier (Janssen Chimica).
Now having a larger dataset one has to also increase the
size of the network, and a network of 40� 30 neurons
was chosen. Training this network with the same 49-
dimensional structure representation as described, pre-
viously but now for all 8395 structures provided the map
shown in Fig. 16.


Even in this fairly diverse dataset of structures, the
dopamine and benzodiazepine agonists could be sepa-
rated fairly well; only two neurons had collisions
between these two types of compounds. What is even
more important, however, is that we now know in which


chemical space one would have to search for new lead
structures for dopamine or for benzodiazepine agonists.


To illustrate this point, Fig. 17 shows the contents of
the neuron at position 3,9. This neuron obtained two
dopamine agonists and three compounds from the
Janssen Chimica catalog of unknown biological activity
which might be taken as lead structures for developing
dopamine agonists.


The results presented here imply that a similar
approach can be used for comparing two different
libraries, for determining the degree of overlap between
the compounds in these two libraries.


 &:&��5��� � �"�&&� #�� � :���!��
��9���;<&=5������  �##&�&�� ���!",
�!�& �&5�&�&��������


The next study concerns the development of a screen to
separate hits from non-hits of a combinatorial library. In
order to achieve this, one needs the results of the testing
of the compounds of a combinatorial chemistry experi-
ment in an assay used in high-throughput screening. The
library that was investigated consisted of hydantoins
synthesized from 18 aldehydes, 24 amino acids and 24
isocyanates (Fig. 18). This produced 18� 24�
24 = 10368 hydantoins, of which 5328 compounds were
tested in a specific assay; 185 compounds (3.5%) turned
out to be hits in this assay testing.


The task was then to use this information to develop a
filter that can separate hits from non-hits and, thus, could
be employed in the screening of a virtual library of
hydantoins. In order to achieve this, six different
structure representations were explored: Daylight finger-
prints of three different lengths (256, 512 and 1024
dimensions) and three autocorrelation vectors of mol-
ecular surface properties [molecular electrostatic poten-
tial (ESP), hydrogen bonding potential (HBP) and
hydrophobicity potential (HPP)]. In this case, Eqn. (4)
is used in such a way that ai and aj are properties of points
on the molecular surface (ESP, HBP or HPP); d is now
the distance of these two points on the molecular surface
with the products of all distances in a certain range (e.g.
between 1.5 and 2.0 Å) collected at the same position [in
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this case at A(3)] of the autocorrelation vector. A 26-
dimensional autocorrelation vector was calculated in the
range 0–13.5 A.


Separate Kohonen networks were trained with these
six different structure representations, each network
containing 60� 45 neurons. The three different Daylight
fingerprint representations all gave rather similar maps.
As a typical result the Kohonen map obtained with 256
Daylight fingerprints is shown in Fig. 19.


As can be seen, the hits are spread all over the map;
this representation is not useful for developing a screen to
separate hits from non-hits.


From the autocorrelations of the three molecular


surface properties, the results obtained from the hydrogen
bonding potential appeared to be the most promising
(Fig. 20). As can be seen, the hits collect in a cluster of
the Kohonen map, although even in this cluster hits and
non-hits are highly interdispersed. Is this a useful result?
Remember that we want to separate hits from non-hits
with an emphasis on making sure that we get as many of
the hits as possible.


To this end, we made the assumption that a neuron that
has obtained a hit in the training phase is likely also to
obtain hits from the virtual library. In order to make sure
that we do not lose hits, we made the additional
assumption that a hit might also end up in a neuron
directly adjacent to a neuron that had obtained a hit.
Figure 21 shows the development of such a screen by a
recoloring of part of the Kohonen map.


After these preliminary investigations, we proceeded
as follows: the dataset was split into two-thirds of the
compound for training and one-third for testing making
this split with the same ratio for both the hits and the non-
hits. The structures were represented by autocorrelation
of the hydrogen bonding potential and used for training a
Kohonen network of 48� 38 neurons. This gave the
results shown in Figure 22 at the left-most side. After
recoloring to obtain a classification filter, the map shown
in the center of Fig. 22 was obtained. Sending the test set
of 67 hits and 1761 non-hits through this network mapped
64 (96%) of the hits into the black area selected to
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potentially contain hits and 1619 (92%) of the non-hits
into the area around this cluster. Thus, 96% of the hits
could be retrieved (i.e. 4% false negatives) with only 8%
contamination by non-hits (false positives).


The essence of this study is that Kohonen networks,
together with visualization tools, are very powerful for
screening different structure representations to find the
one most appropriate for the problem at hand.


&���9���>��� ?!��������:& ���!"�!�&@
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The power of a Kohonen network for rapidly testing
different structure representations can also be utilized
when a quantitative model between the structure of a
compound and some of its physical, chemical or
biological properties needs to be established.


A feed-forward neural network trained with the
backpropagation algorithm4,17 is such a powerful model-
ing technique that it can come up with an apparently good
quantitative model that has nevertheless a sub-optimal
predictive power. In order to develop as good a model as
possible, we recommend first investigating different
structure representations by an unsupervised learning
method such as a Kohonen network, before using it to


build a quantitative relationship by a supervised learning
method such as a backpropagation (BPG) network.


In order to illustrate this point we use the widely
studied dataset of 31 steroids binding to the corticosteroid
binding globulin (CBG) receptor.18 Again, an autocorre-
lation vector was used; this time, the molecular electro-
static potential on the surface of the steroids was
condensed into a 12-dimensional autocorrelation vector
[cf. eqn (4)].8


A Kohonen network consisting of 9� 9 neurons in a
toroidal arrangement was used for mapping these 31
steroids. The binding affinity of these steroids to the CBG
receptor was then split into three categories, high,
intermediate and low, and this classification was used
for visualizing the mapping as indicated in Figure 23.


Having a toroidal arrangement of neurons, one should
remember that the neurons on the right-hand margin are
direct neighbors of the neurons on the left-hand margin
and a similar situation is given for the neurons on the top
and the bottom lines (cf. Fig. 5). One way of visualizing
this closed topology is to replicate such a map several
times and put such identical maps together like tiles. The
result of tiling four maps of Fig. 23 is shown in Fig. 24.


Figure 24 clearly shows that steroids separate fairly
well into those having high, intermediate and low
activity. This result is indicative that the chosen structure
representation is appropriate for modeling CBG receptor
binding activity. Therefore, the 12 autocorrelation
vectors of the molecular electrostatic potential of these
31 steroids were taken to train a feed-forward network of
the architecture shown in Fig. 25 by the backpropagation
algorithm.8


Cross-validation by the leave-one-out method gave the
result shown in Fig. 26 with a cross-validated r2 = 0.86
and a standard deviation in pK value of the binding
constant of 0.42. A CoMFA model based on 21
compounds of the same dataset had a fourfold cross-
validated r2 of 0.66.18 Note that the cross-validated r2 of
these two studies is not directly comparable as fourfold
cross-validation is a more stringent test than leave-one-
out cross-validation. However, it shows that a relatively
simple representation such as autocorrelation vectors of
the molecular electrostatic potential are highly successful
in predicting CPG affinity.
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Fairly often, molecules bind to several receptors and have
several biological activities. Then, the problem might be
to increase the selectivity, to maximize the binding to one


activity while simultaneously minimizing the other
activity, particularly if the other activity is toxicity. In
the present study (unpublished work) we will investigate
a dataset of 115 compounds having nine different
biological activities.19 Specifically, these compounds
are all toxicants having nine different modes of toxic
action. Table 3 shows these modes of toxic action (MoA)
and the number of compounds for each MoA.


This dataset had already been studied by other
statistical methods such as principal component analysis
(PCA), linear discriminant analysis and the partial least-
squares (PLS) method.19
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1. Non-polar non-specific compounds 14
2. Polar non-specific compounds 18
3. Uncouplers of oxidative phosphorylation 25
4. Inhibitors of photosynthesis 15
5. Inhibitors of acetylcholinesterase 14
6. Inhibitors of respiration 3
7. Thiol-alkylating agents 9
8. Reactives 8
9. Estrogenic compounds 9


Total 115
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We intentionally chose here the same structure
representation as the one taken in the earlier study19 in
order to show some possibilities evolving from working
with a neural network method. The emphasis in this
example is placed on the comparison of different network
architectures and not on quantitative results.


Table 4 gives the ten descriptors chosen for the
representation of the 115 molecules of the dataset.


The dataset was then sent into a counterpropagation
(CPG) network consisting of 13� 9 neurons with 10
layers (one for each descriptor) in the input block and one
layer in the output block (Fig. 27), with the output values
having nine different values corresponding to the nine
different MoA. The resulting distribution of modes of
action in the output layer after training the network is
shown in Fig. 28.


Clearly, no pronounced clustering of the compounds
according to MoA can be discerned. What is the
problem? Is the chosen structure representation not
appropriate for this specific problem?


Rather than making this statement we want to show
that a counterpropagation network can offer an archi-
tecture that is well suited to these multicategory datasets,
to datasets for which a battery of biological activity data
is available. For such problems, one layer for each
biological activity should be chosen. In the given case,
the architecture of a counterpropagation network shown
in Fig. 29 was selected.


With this CPG network, interesting results were
obtained: for modes of toxic action that correspond to


toxicities associated with receptor binding a clustering of
the compounds could be observed. For example, the layer
in the output block corresponding to estrogenic com-
pounds (layer 9 in the output block) showed a clear
clustering of the active compounds (Fig. 30).


In a similar manner, compounds that are inhibitors of
acetylcholinesterase cluster in the corresponding layer of
the output block (Fig. 31).


On the other hand, compounds corresponding to rather
general, unspecific modes of toxic action are distributed
over a broad area in the respective layer, as shown for
polar non-specific toxicants in Fig. 32.


For these kind of toxicities, not quite specific structural
prerequisites are required leading to some spread in
structural space.


These results should have illustrated that the use of a
counterpropagation network can lead to new insights
when a battery of biological activities is given.
Furthermore, a CPG network is the tool of choice for
optimizing selectivity in different biological activities.


�!88��; �� "��"�!�����


Learning from data has always been and still is the most
important method for obtaining knowledge in chemistry.
Powerful computerized learning methods have become
available for assisting in this knowledge acquisition
process.


Artificial neural networks are some of the most
powerful data mining tools for combining data from
diverse sources and finding connections between these
data. Drug design in particular has a strong need for such
data mining tools as, first, sometimes enormous amounts
of data have to be processed, and second, complex
relationships have to be studied and modeled.
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In this paper, we have concentrated on self-organizing
neural networks and have shown a wide range of
applications in the drug design process. We have
particularly emphasized the importance of unsupervised
learning. However, we do know that supervised learning
is also of much importance but it should be the second
step in data analysis.


We strongly believe that the architecture of a Kohonen
or counterpropagation network is particularly suited for
studying chemical data and the relationship between
structural information and physical, chemical or biologi-
cal properties.


Important as the particular method chosen for data
analysis is, it should not be forgotten that the real secret to
success in analyzing chemical data lies in an appro-
priately chosen structure representation. We have to
strive to find the best structure representation for a given
problem. Different levels of structure resolution—con-
stitution, 3D structure, molecular surfaces—and different
physicochemical properties have to be selected, con-
formational flexibility has often to be accounted for and
chirality might be of influence. A wide range of structure
coding methods have been developed—and to come back
to where we started: self-organizing neural networks and
visualization techniques associated with them offer a way
of rapidly scanning different structure representations.
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ABSTRACT: Information theory was used to analyse and compare organic syntheses leading to the targets, daucene,
longifolene and estrone. This paper expands the work of Bertz, who analysed syntheses from the complexity of
molecular structures. Herein, a more complete model involving similarity was evaluated. We published previously a
study in this direction limited to a skeletal level. In order to improve on this initial approach, we attempted to analyse
some syntheses not only limited to the skeleton by including different definitions of similarity. Copyright  2002
John Wiley & Sons, Ltd.
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In a previous study, we used information theory to
describe by a semi-quantitative graphical representation
the various strategies to reach a given target.1 This
approach was an extension of the initial work of Bertz,2


who analysed syntheses from the complexity of the
precursors. We proposed to complete this analysis by the
calculation of the similarity of the precursors. This
approach allows a more realistic description of syntheses
by a three-dimensional model: complexity and similarity
versus steps.


In our first study, similarity was calculated at a skeletal
level from the number of atoms, number and types of bond
(CH3—CH2, CH2—CH2, etc.) and information about the
rings (number, size, connections, e.g. fused, spiro,
bridged).1 In this work we complemented this approach
by using descriptions not limited to the skeleton.


Many definitions of similarity have been proposed.3 In
a review, Willett indicated that there are three main
approaches to calculate similarity:3a fragment substruc-
tures (FS), topological indices (TI) and maximal common
subgraph (MCS). Hence, in order to verify the legitimacy
of our approach, we decided to test some of them. The
measures based on the fragment substructures are the
most used.3a Having the possibility of using the similarity
index incorporated in MDL ISIS software,4,5 which is
computed according to this approach, we decided to use it
as an FS descriptor. In ISIS, the similarity is estimated


from a search of about 1000 fragments.4 For topological
indices, Randic’s index is widely applied.3 It is limited,
however, to the skeleton of the structures. We therefore
decided not to use TI in this study. For MCS, Petitjean’s
approach6 was chosen. It calculates the 3D similarity
between two molecules through the number of atoms of
the largest fragment common to their structural formulae.


As we measure the similarity of precursors versus the
target during a synthesis, we decided to introduce a new
constraint for the comparison of the structures: the
evolution and the position of the atoms during the
synthesis. This is the third approach which was used in
this work.


'���(���#) *�$� &"�+�",-%
�-��#�$"�( *��,�-"#'


In this new approach, to compare two structures with n1
and n2 atoms, respectively, we adopted the following
rules: an atom i1 in molecule 1 is defined as equivalent to
(or identical with) an atom i2 in molecule 2 when the
following conditions are satisfied: (a) i1 and i2 have the
same atomic number; (b) the number and type of bonds
involving i1 are equal to the number and type of bonds
involving i2; (c) numbering must be respected.


Let us consider the sequence in Scheme 1. In a
classical approach, the common fragment between
structures A and B should be the cyclohexanone system.
With our new approach, atoms 1 and 10 are not
equivalent, since atom 1 was removed. Hence the
common fragment is composed of atoms 3, 4, 5, 6 and
7. Atom 2 is sp2 in A and sp3 in B, so they are not
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considered as equivalent. This approach is an intermedi-
ate between fragment substructure and maximal common
subgraph and has never been described. We named it
SURF (similarity from unchanged reactional fragments).
(Optionally, for some applications, more conditions may
be added, such as i1 and i2 have the same number of
peripheral electrons; i1 and i2 have the same mass
number; i1 and i2 have the same stereochemical
configuration.)


Calculation of similarity based only on the atom and
bond types is, however, not totally satisfactory. It neglects
an important factor, as shown in our previous paper:1 the
presence of ring systems in the structures. Consequently,
we settled for a new component: the ring factor.


This ring factor is composed of two factors: First, a
factor indicating if atoms are involved in a ring; for
instance, in the structures in Scheme 2, atoms 1–10 are all
cyclic in both reactant and product so they are all
equivalent; second, a factor characterizing the size of
each ring; in Scheme 2, atoms 1–5 are in a five-membered
ring in the two parts of the reaction, so they are
equivalent, but atoms 4, 5, 6, 7, 8, 9 and 10 do not share
the same ring and are not equivalent.


At the end of these comparisons, we compared n1
elements of structure 1 and n2 elements of structure 2,
and there are n12 equivalent elements. The Tanimoto
coefficient (T) is generally used to calculate similarity:7


T � n12��n1 � n2 � n12�


Another way to calculate similarity is to use the average
(A), given by


A � n12���n1 � n2��2� � 2 � n12��n1 � n2�


Scheme 3 shows the differences between these two


approaches. Let us imagine structures C and D. Structure
C is composed of two elements (n1 = 2) and for structure
D the number of elements is equal to three (n2 = 3). There
is one common element (the white square) and n12 = 1.
From these values, T = 0.25 and A = 0.4. They correspond
to the part of the white squares of structures E and F.


From the two equations it follows that T = A/(2 � A) or
A = 2T/(1 � T). Hence, as there is a linear relationship
between A and T, one can select either of the two
indifferently. Here we will use the Tanimoto index.


�-'&(#'


For this study we selected four syntheses which are
displayed in Figs 1, 3, 5 and 7, namely syntheses of
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daucene,8 longifolene9,10 and estrone.11 Complexity
versus similarity data are given in Figs 2, 4, 6, 8 and
several comments can be made about these graphs.


Bertz2 showed that the sum of the complexities (�C)
of the intermediates was inversely correlated to the yield.
This assumption is verified when comparing the synth-
eses of longifolene from Corey’s approach (Figs 5 and 6.
�C = 4701, yield = 2%) and Oppolzer’s approach (Figs 2
and 3: �C = 2951, yield = 25%).


The results obtained for the calculation of similarity


from the three methods, although different in their
approaches, display some analogies, particularly for
daucene synthesis (Figs 1 and 2), except for one point
(intermediate 9).


Are similarity and complexity correlated? Similar
structures should have similar complexities. In our
previous paper we showed that this trend was not
necessarily observed.1 This can be verified from the first
steps of the daucene synthesis (Figs 1 and 2): the
variation of similarities is low, which indicates that the
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structures remain similar. In contrast, the variation of
complexity is very high. This is due to the presence of
substituents which increase the complexity without
affecting the similarity. The same point emerges from
Oppolzer’s and Corey’s syntheses of longifolene (Figs 3,
4, 5 and 6) and in the last steps of the estrone synthesis
(Figs 7 and 8).


Since the presence of protecting groups can alter the
results, we studied among these syntheses two of them
involving large protecting groups: Corey’s longifolene


synthesis and Vollhardt’s estrone synthesis. The protect-
ing groups were eliminated by generating simplified
syntheses for which we studied the evolution of
complexity vs similarity. To simplify the results,
similarity was computed only with the SURF model.
The results are shown in Figs 9 and 10. Now, for the
simplified estrone synthesis [cf. Fig. 7: compounds 1, 2
(R = H), 4, 5 (R1 = H, R2 = OH) and 7] complexity and
similarity are more correlated, except for the last step
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where complexity increases slightly whereas similarity
increases considerably (Fig. 9). For Corey’s simplified
longifolene synthesis [cf. Fig. 5, 1, 3, 4 and 6 (the
protecting group is replaced by C=O) 7, 8, 12, and 13],
however, they are not correlated (Fig. 10). Between 4 and
7 there is a large jump in similarity, whereas complexity
stay constant. For 8 –12 the opposite occurs: similarity
remains almost constant whereas complexity decreases.


Finally, as a subsequent result of this study, the key
step of a synthesis can be directly highlighted from the
evolution of similarity. The jump in similarity clearly
shows where this (these) key step(s) is (are) located. For
example, in the case of daucene synthesis (Figs 1 and 2),
the three approaches indicate very clearly that it is
situated between intermediates 7 and 8. In Corey’s
longifolene synthesis (Figs 5 and 6) the jump is between
intermediates 6 and 7. In the case of estrone synthesis
(Figs 7 and 8) the key step is from 5 to 6. For Oppolzer’s
longifolene synthesis (Figs 3 and 4), the key step in the
MDL approach is between intermediates 3 and 4,
whereas for the two other approaches the key step is
between 4 and 5.


One referee remarked that the key step hinted at by
complexity is not always the same as the key step based
on similarity. One may return to the two-dimensional
representation given previously (Ref. 1, Fig. 2) to clarify
this point. In the space of construction of targets starting
from simple structural units, one may select a route
because one of the steps allows a drastic change in
complexity. The route may be such that this large gain in
complexity is reasonable also in terms of similarity. In
some cases, however, the jump in complexity leads in the
direction of a target dissimilar to the one aimed at. Then
one has to return towards the right target. This operation


may be made slowly or rapidly. In this second hypothesis,
a key step with a large change in similarity may be
needed. Another factor is the influence of substitutents
and protecting groups: it is particularly clear in Fig. 10.
Similarity indicates that the key step is between 6 and 7,
whereas complexity varies only from 340 to 346, but for
7 and 8 there is a jump from 346 to 382 (formation of a
quaternary carbon) then from 8 to 12 there is a large
decrease in complexity (382 to 317) due to the loss of
C=O and of a quaternary carbon.


On the basis of these observations, we can propose that
such developments can play an important role in the tasks
aimed at automatically detecting the key step of a
synthesis from the search of large reaction databases.


�$"�(&'�$"


We proposed to visualize the evolution of a synthesis by
studying the complexity and similarity of intermediates.
A new approach to calculate similarity has been
developed which seems to be in good agreement with
other well-established methods. Indeed, similarity has
been shown to be a valuable key component for the
analysis and description of a synthesis, as demonstrated
by the results of this work.


Along with the development of these tools, we have
seen that this information may help in identifying the key
step(s) of a given synthesis, since a rapid method aiding
the automatic identification of the determinant steps of
syntheses could also provide straightforward information
regarding their organization. This is an important
perspective for future work as we can conceive the
integration of such a methodology in a reaction database.
Accordingly, we believe that the improvement of the
model may result in a more successful selection of
synthetic strategies and enhance the rate at which a given
target may be obtained.


These calculations of complexity and similarity may
be easily implemented in a computer organic synthesis
program and could be used as a complementary tool for
helping in answering the question of which among the N
possible routes to this target should one select. This
question is not really critical for really experimented
chemists because they rely strongly on good intuition to
go through this decisive step. If one aims, however, to
quantify this intuition to a young chemist, this tool has the
advantage of displaying graphically what is behind the
intuition.
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On page 577 of the paper the text appeared incorrectly in two places. The title read:


NMR Spectroscopic and quantum chemical characterization of the (E)- and (Z)- isomers of the penta-1,3-dienyl-2-
cation


It should have read:


NMR Spectroscopic and quantum chemical characterization of the (E)- and (Z)- isomers of the penta-1,3-dienyl-2-
cation


On the first line of the ABSTRACT the text appeared incorrectly:


Dilute solutions of the (E)- and (Z)- isomers of pent-1,3-dienyl-2-cations (1) were obtained from reaction of 4-chloro-
1,2-pentadiene (2) with SbF5 inSO2C1F/SO2F2 at �135 �C using high-vacuum co-condensation techniques.


It should have read:


Dilute solutions of the (E)- and (Z)- isomers of pent-1,3-dienyl-2-cations (1) were obtained from reaction of 4-chloro-
1,2-pentadiene (2) with SbF5 inSO2C1F/SO2F2 at �135 �C using high-vacuum co-condensation techniques.
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ABSTRACT: The host–guest complexation of tetrapropoxycalix[4]arene with uracil, 5-amino-, 5-methyl-, 5-ethyl-,
5-chloro-, 5-nitro-, 6-methyl-, 1,3-dimethyl-, 6-amino-1-methyl- and 6-amino-1,3-dimethyluracil, adenine and 9-
methyladenine in methanol–acetonitrile–tetrahydrofuran–water (15:10:5:70, v/v) solution was investigated by
reversed-phase high-performance liquid chromatography. The association constants of the 1:1 host–guest complexes
of the guests with the calixarene host within the range 3250–54300 M�1 were determined from the capacity factor of
the guest and concentration of the calixarene host in the mobile phase. Molecular dynamic (MD) simulation of the
host–guest interaction was performed. Basing on the MD trajectories atomic partition to the net molecular solvent-
exposed surface was analyzed for the separated guest and host molecules and for the complex. Copyright  2003 John
Wiley & Sons, Ltd.


KEYWORDS: uracil; adenine; host–guest complexes; reversed-phase high-performance liquid chromatography;
calixarenes; molecular dynamics
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Calixarenes,1 bowl shaped macrocyclic compounds
synthesized by condensation of para-substituted phenols
with formaldehyde, owing to their capability to recognize
cations or anions or neutral organic molecules, are widely
used in different branches of chemistry, physics and
materials science.2 Calixarenes demonstrate a wide
spectrum of bio-activity and in the last decade have
become attractive objects for bio-medical investigations
(for a review of bio-medical applications of calixarenes,
see Ref. 3). Supramolecular interaction of calixarenes
with biorelevant molecules or ions is the basis of their
bio-medical properties.


It has been reported that calix[4,6]arenes fuctionalized
with sulfonyl,4 aminophosphonyl,5 peptido6 and cyclo-
peptido7 groups, and also calix[4]resorcinarenes bearing
aminoformyl groups8 and homooxacalix[3]arenes,9 bind
amino acids,4,5 dipeptides,8 proteines,7 choline and
acetylcholine (KA = 5 � 104–8 � 104 M�1).10 Calix[4]re-
sorcinarene derivatives11 and calix[4]arene boronic


acids12 bind different carbohydrates. Complexation of
nucleotides and even DNA by calix[4,6,8]arenes func-
tionalized with methylammonium groups (KA up to
7 � 104 M�1) has recently been reported.13 It has been
documented that vitamins B2 (riboflavin) and B12


(cyanocobalamin)14 and also some nucleosides such as
cytidine, uridine and thymidine15 are transported by
calix[4]resorcinarenes into organic solutions. Amino-
calixarenes and their metallo complexes possessing
significant nucleobase specificity have been examined
as bio-catalysts to create artificial enzymes.16–18


This paper presents results of the investigation of host–
guest interactions of tetrapropoxycalix[4]arene (CA)
with a series of uracil and adenine derivatives (Scheme
1) in a water-containing medium performed by reversed-
phase high-performance liquid chromatographic (HPLC)
and molecular dynamics (MD) methods.
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Bio-medical aspects of supramolecular host–guest inter-
actions are usually investigated in an aqueous solution
similar to those in biological processes. Unfortunately,
the solubility of CA in water is too low to investigate the
interaction with uracil and adenine derivatives by
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Guest


1/k�


KA (RSD,%)a


Calixarene concentration, � 10�4 M


0 (control) 1.2 2.3 4.6


5-Aminouracil 0.691 0.968 1.212 1.686 3246 (3)
1,3-Dimethyluracil 1.248 1.935 2.697 4.673 5199 (11)
6-Amino-1,3-dimethyl-uracil 1.500 2.678 3.497 5.319 6174 (5)
5-Ethyluracil 1.337 2.715 3.869 6.410 8358 (2)
6-Methyluracil 1.390 2.817 4.311 6.329 8861 (3)
Uracil 1.670 3.502 4.968 7.813 8893 (3)
6-Amino-1-methyluracil 1.848 3.983 5.947 10.204 9698 (1)
5-Methyluracil 1.443 3.375 5.497 9.434 11804 (5)
5-Chlorouracil 1.020 2.534 3.645 6.211 11966 (5)
5-Nitrouracil 0.460 3.297 6.097 11.494 54309 (6)
Adenine 0.685 1.624 2.579 4.444 12256 (6)
9-Methyladenine 0.678 1.687 2.452 5.566 12569 (8)


a Relative standard deviation of the chromatographic measurements.
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physical methods. We have found the four-component
system methanol–acetonitrile–tetrahydrofuran–water
(15:10:5:70, v/v) to be the best water-containing medium
for the host–guest examination.


NMR and microcalorimetry are most popular
methods19 for the determination of the stability constants
of host–guest complexes. However, the solubility of CA
in the above-mentioned solvent and also that of the uracil
and adenine guests is still poor for the investigation of
complexation by these two methods. For this reason, the
much more sensitive reversed-phase HPLC method,
which operates with low concentrations of the investi-
gated compounds (10�4–10�5 M), was used in this work.


The determination of stability constants by HPLC is
based on the change in the chromatographic characteris-
tics of the guest molecules produced, by calixarene
additives (host molecules) in the mobile phase. A detailed
procedure for these determination has been reported.20


Addition of CA to the water-containing mobile phase
decreases the capacity factors, k�, of uracil or adenine
solutes (Table 1). The decrease confirms the formation of
host–guest supramolecular complexes. The linear rela-
tionship between k� and calixarene concentration in the
mobile phase (Plate 1) indicates 1:1 stoichiometry of
calixarene and solute in the complexes.


In this case the stability constants of the complexes,
KA, can be calculated from the dependence of 1/k� values
on the calixarene concentration [CA] in the mobile phase
using the equation20


1�k� � 1�k�� � KA � �CA�� k�� �1	


where k�0 and k� are the capacity factors in the absence
and presence of calixarene in the mobile phase,
respectively.


The stability constants (3250–54300 M�1) calculated
by this method are given in Table 1. The stability
constant values are strongly dependent on the structure of
the guest molecules. Substituents at the uracil 5-position
influence the KA values as follows: amino and ethyl
groups decrease but methyl, chloro and nitro groups
increase the stability constants of the complexes
compared with the unsubstituted uracil. The lowest
stability constant is observed for 5-aminouracil and the
highest for the 5-nitro derivative. 1-Methyl, 1-methyl-6-
amino and 6-methyl substitutions lead to weakening of


complexation, but 6-amino substitution resulted in an
increase in the stability constants. To investigate the role
of the substituents, molecular dynamic simulation of the
host–guest complexation was performed.


&������� ������
�� �� 	�� ���	6����	 ���������
	
��


Tetrapropoxycalixarene exists in a stereochemically
flexible flattened cone conformation (C2v symmetry)
which rapidly (on the NMR time-scale) changes the
vertical and horizontal orientation of the benzene rings
(Fig. 1) in solution at room temperature.21 The free
activation energy of the pseudo-rotation process deter-
mined by the variable NMR method is very low (�G‡
�10 kcal mol�1) (1 kcal = 4.184 kJ). The regular cone
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conformer (C4v symmetry) is an intermediate in the
process.


Preliminary analysis performed with the help of a
docking module proved that the flattened cone conforma-
tion of the CA molecule shows a relatively high uracil
binding ability owing to the macrocyclic cavity formed
with the benzene rim [Fig. 2(a)] whereas the uracil guest
included in the cavity formed by four propoxy groups at
the macrocyclic lower rim induced strong deformation of
the methylene link geometry in the macrocyclic skeleton
[Fig. 2(b)] and in consequence upon simple minimization
the inclusion complex is converted into a surface to
surface complex. The MD analysis confirmed that only in
the flattened cone conformation do effective host–guest
interactions take place.


8���	���������	 �	��	�� �� 	�� �������5 MD
trajectory analysis for the flattened cone CA complexes
demonstrated two main types of guest binding topologies,
depending on the nature of the guest. All N1-unsub-
stituted uracil derivatives, despite C-5 and/or C-6
substitution, exhibit a common pattern of host–guest
interactions [Fig. 3(a)]. The pyrimidine ring is partially
placed between two distal benzene rings of CA, enabling
stacking interactions to occur. The hydrophilic part of the
molecule [C2(O)N3C4(O) fragment] is solvent exposed
to be hydrogen bonded with water molecules. The N1–H


fragment is placed close to the center of the third benzene
ring (H


Ar distance 2.65 Å in the CA–U complex)
exhibiting H-bonding to the �-electron orbital as
discussed previously.22 In contrast, N1-methylation
disables H-bonding and also N1–CH3 steric repulsions
decrease the ring interaction upon complexation of 1,3-
dimethyl-6-aminouracil [Fig. 3(b)]. The 5- and 6-amino
derivatives exhibit an additional tentative H–� bond
formed by the amino group hydrogen. Detailed analysis
demonstrates that the organization of the CA macrocyclic
skeleton remains almost unchanged in all complexes,
whereas the position of the bound guest is dependent both
on the position of substitution and on the nature of the
substituent (Plate 2).


'	��	������	�� 4
��
�� ����	��	 ������
�5 In order
to reduce the force-field dependence of the performed
analysis, all the energetic terms derived directly from MD
simulations were neglected. Structure-related binding
analysis was based on the concept of atomic solvation
parameters (ASP) assuming that the solute–solvent
interaction free energy �G is parameterized by a
weighted solvent-accessible surface area.23 In the
presented analysis the ASP parameterization was reduced
to two atomic types: apolar and polar (oxygen, nitrogen,
exchangeable hydrogen). An additional term describing
the free energy change of the H-bond donor transfer from
solvent to CA rim was introduced (see Ref. 24 for a
review). Thus, in the first order of approximation, the
binding constant KA was assumed to be a structure-
derived function of the form


ln KA � ���G�RT
� a ��Spol � b ��Sapol � c � d ��nHD


where ��G is the change in ASP-derived �G upon
complexation, �Spol and �Sapol are the net changes of
polar and apolar molecular surface upon complexation
(including both host and guest), �nHD is the number of
guest H-bond donors transferred inside the CA cavity
upon complexation, a and b are optimized coefficients
scaling the free energy partition of solvent interaction with
polar and apolar atoms respectively, c is a scaling factor
depending on the nature of the host molecule, the value of
which is common for the whole series of guests, and d is
the free energy partition of the transfer single H-bond
donor from the solvent to CA cavity. The results obtained
demonstrate that the proposed simplified model of host–
guest interaction properly describes experimentally
measured binding constants (Fig. 4). For all complexes a
significant reduction (�10%) of the solvent exposed
surface of the apolar atoms is observed (Table 2).


In conclusion, readily available tetrapropoxycalix[4]-
arene existing in the stereochemically flexible flattened
cone conformation is an effective binder for bio-relevant
uracil and adenine derivatives in a water-containing
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State Guest SHexc SN SO Stot Spol Sapol


Host U 0.0 0.0 0.0 534.1 0.0 534.1
Guest 12.1 9.3 25.4 106.3 46.8 59.6
Complex 5.6 3.5 23.0 554.6 32.1 522.5
Change 6.5 5.8 2.4 85.8 14.6 71.2
Host 13mU 0.0 0.0 0.1 532.0 0.1 531.8
Guest 0.0 4.5 21.0 144.5 25.6 119.0
Complex 0.0 3.4 19.5 581.1 22.9 558.2
Change 0.0 1.2 1.6 95.4 2.8 92.7
Host 5C1U 0.0 0.0 0.0 538.0 0.0 538.0
Guest 13.2 8.7 12.5 110.9 34.4 76.6
Complex 6.6 3.8 6.3 558.3 16.6 541.7
Change 6.6 5.0 6.2 90.7 17.8 72.9
Host 5C1U 0.0 0.0 0.0 531.1 0.0 531.1
Guest 12.4 8.8 24.7 127.0 46.0 81.0
Complex 5.9 3.6 20.1 554.9 29.6 525.3
Change 6.5 5.2 4.6 103.1 16.4 86.8
Host 5etU 0.0 0.0 0.4 524.6 0.4 524.3
Guest 12.1 8.8 24.6 145.2 45.4 99.8
Complex 5.6 3.9 21.4 559.9 30.9 529.0
Change 6.5 5.0 3.5 110.0 14.9 95.1
Host 5amU 0.0 0.0 0.4 527.8 0.4 527.4
Guest 24.5 17.1 24.7 119.6 66.2 53.4
Complex 11.7 9.9 19.9 548.5 41.5 507.0
Change 12.8 7.2 5.2 98.9 25.2 73.7
Host 5NO2U 0.0 0.0 0.1 541.1 0.1 541.0
Guest 12.2 12.1 49.7 131.3 74.0 57.2
Complex 5.8 6.1 35.7 572.9 47.6 525.2
Change 6.4 6.0 14.0 99.5 26.5 73.0
Host 6mU 0.0 0.0 0.1 534.7 0.1 534.6
Guest 11.2 8.6 25.7 127.7 45.4 82.3
Complex 6.0 4.2 19.3 569.3 29.4 539.9
Change 5.2 4.4 6.6 93.1 16.1 77.0
Host 6amU 0.0 0.0 0.3 534.5 0.3 534.2
Guest 24.0 16.8 26.6 121.5 67.4 54.1
Complex 5.9 4.1 25.0 558.3 35.0 523.3
Change 18.1 12.7 1.9 97.6 32.7 65.0
Host 6am1mU 0.0 0.0 0.0 539.9 0.0 539.9
Guest 16.9 14.1 24.6 138.6 55.5 83.1
Complex 5.1 5.6 24.4 581.3 35.1 546.2
Change 11.8 8.5 0.2 97.3 20.5 76.8
Host 6am13mU 0.0 0.0 0.1 530.3 0.1 530.2
Guest 11.1 12.5 20.6 155.5 44.2 111.4
Complex 0.0 3.5 19.6 591.7 23.0 568.6
Change 11.1 9.0 1.1 94.2 21.2 73.0


a All surface values are in Å2. SHexc is the solvent-exposed surface of the exchangeable hydrogens; Spol = SHexc � SN � SO, Sapol = Stot � Spol.
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Guest �nHB Kexp RSD (%) Kcalc LnKexp LnKcalc �2


U 1 8893 3 8157 9.09 9.01 1.0
13mU 0 5199 11 5237 8.56 8.56 3.0
5C1U 1 11966 5 13215 9.39 9.49 0.5
5mU 1 11804 5 11585 9.38 9.36 0.1
5etU 1 8358 2 9785 9.03 9.19 2.7
5amU 3 3246 3 3485 8.08 8.16 0.9
5no2U 1 54309 6 49236 10.90 10.80 3.7
6mU 1 8861 3 10534 9.09 9.26 9.3
6am1mU 2 9698 1 5964 9.18 8.69 31.5
6am13mU 2 6174 5 6532 8.73 8.78 0.5
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medium. The inclusion of the guest in the calixarene
cavity stabilizes the macrocyclic skeleton in the flattened
cone conformation with C2v symmetry. Hydrophobic
effects and N–H–� interactions play an important role in
the complexation process. Reversed-phase HPLC is a
useful tool for the investigation of binding constants of
poorly soluble host and guest molecules in a water-
containing medium.


2:!2/,&2-.%3


Uracil, 5-ethyluracil, 5-chlorouracil, 6-methyluracil, 6-
amino-1,3-dimethyluracil and adenine were purchased
from Sigma and 6-amino-1-methyluracil from Fluka. The
remaining guest molecules were kindly supplied by
Professor Dr M. Draminski of the Institute of Basic
Sciences, Military School of Medicine, �ódź, Poland.
The compounds were throughly purified by repeated
crystallization and the repeated vacuum sublimation and
then carefully dried for several days before use.
Tetrapropoxycalix[4]arene was synthesized by the
method described previously.25


/!�;!3� ������
�


The LC system consisted of an HPP 4001 high-pressure
pump (Laboratornı́ Pistroje, Prague, Czech Republic)
connected to a Rheodyne model 7120 injector with a
0.5 �l loop (Rheodyne, Cotati, CA, USA) and an LCD
2563 ultraviolet–visible detector (Laboratornı́ Pistroje).
The column (150 � 3.3 mm i.d.) was packed with
Separon SGX NH2 (5 �m) (Lachema, Brno, Czech
Republic).


The methanol–acetonitrile–tetrahydrofuran–water
(15:10:5:70, v/v) mobile phase containing CA additives
at concentrations of 4 � 10�4–5 � 10�4 M was used.
Samples of the guest solutions for injections were
prepared so as to give a concentration of 10�5 M using
a solvent identical with the mobile phase. The amount of


sample injected was 0.5 �l. Each of the samples was
analyzed three times. All chromatograms were obtained
at 31° C. The flow-rate was 0.6 ml min�1. The UV–
visible detector was operated at 254 nm.


&������� ������
��


All structural calculations were carried with Builder,
Biopolymer, Discover 3, DMol, Docking and Analysis
modules of the InsightII (MSI) package using the cvff
force-field.26 The initial conformation of the CA mol-
ecule was built de novo in a cone-like conformation.
Coordinates of uracil were taken from uridine. Uracil
derivatives were constructed by substituent addition to
the uracil skeleton. The atomic partial charges were
adapted from the ESP charge distribution calculated on
the basis of density functional theory27 using DMol
version 960 with the DNP basis set and BLYP
functional.28 In the case of CA, the charge distribution
was adapted from data calculated for the smaller model
2,6-dimethylpropoxybenzene compound.


The constructed CA structure, relaxed upon 1 ns in
vacuo molecular dynamics with distance-dependent
permeability � set to 4.5r, were used as the targets for
docking of the uracil molecule. According to known
hydrophobic/hydrophilic properties of the uracil skele-
ton,29 the complex was built in a form protecting the C5–
C6 uracil side from the solvent accessibility. Two
structural types of complex (Fig. 2) were built and tuned
by 1 ns in vacuo MD followed by 10 ps MD with explicit
water molecules (periodic boundary conditions, 25 Å
cubic box) in the NPT ensemble (T = 300 K, p = 0.1
GPa).


Two mentioned CA–uracil complexes were addition-
ally analyzed using the SYBYL 6.7.1 package (Tripos,
St. Louis, MO, USA) with either TRIPOS30 or Amber
4.031 force-field by 15 ns MD in a 25 Å cubic water box.
For all force-fields used in calculations the general
structure of the complex remained unchanged.


The initial conformations of the substituted uracil
complexes were obtained from the water-solvated
flattened cone CA–uracil complex using the perturbation
procedure.32 Finally, 15 s MD simulations were per-
formed for uracil and its nine derivative complexes. The
last 10 ps of each trajectory were analyzed in 1 ps frames.


Solvent-exposed surfaces were calculated using GE-
POL 12.1 software.33 Based on the MD trajectories,
atomic partition to the net molecular solvent-exposed
surface was analyzed for the separated guest and host
molecules and also for the complex.
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ABSTRACT: Several monoterpenes (monocyclic, bicyclic or acyclic) isomerize and finally transform to p-cymene in
the dark upon loading within thionin-supported zeolite Na-Y. The same reactions occur in Na-Y dried under the same
conditions as thionin/Na-Y. It is postulated that the thermal treatment of Na-Y generates ‘electron holes’ (probably
acidic sites). The transformation of monoterpenes occurs more likely via an electron transfer-induced reaction
subordinated to the occurrence of the acidic sites. The radical cation of the more thermodynamically stable
monoterpene, �-terpinene, eventually dehydrogenates to p-cymene. For comparison, the same reactions were
performed within methyl viologen-supported Na-Y. Copyright  2002 John Wiley & Sons, Ltd.


KEYWORDS: zeolite Na-Y; acid catalysis; electron transfer; terpenes
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In recent years, photooxygenation of alkenes adsorbed
within thionin or methylene blue-supported zeolite Y has
attracted considerable mechanistic and synthetic atten-
tion.1 The major problem in carrying out intrazeolite ene
hydroperoxidation reactions is that the reactant alkenes
and the oxygenated products undergo structural isomer-
izations and decompositions which were attributed2 to
the few Brønsted acid sites3 present in Na-Y. For
example, in the intrazeolite photooxygenation of limo-
nene, Ramamurthy and co-workers2 successfully used
pyridine or diethylamine to prevent those rearrange-
ments. To examine the role of thionin and the zeolite in
those isomerizations we present in this paper our studies
on the thermal transformation of several monoterpenes
(monocyclic, bicyclic and acyclic) within thionin-sup-
ported zeolite Na-Y. The results indicate that probably
within Na-Y an electron transfer pathway is subordi-
nated4,5 to the presence of acidic sites.


"'�%(�� ��$ $!�&%��!#�


Upon loading the monocyclic monoterpenes 1–5 (Table
1) within thionin/Na-Y under argon or even in the open
air, immediate isomerization occurs, with formation of �-
terpinene (1), �-terpinene (2) and isoterpinolene (6) as the
major products (thionin-supported Na-Y was prepared
exactly as described in Refs 1a and 1e; it was heated in an
oil-bath to 120°C at 4 mbar for 4–8 h until it turned from
purple to light blue, which requires, for a 5–8 g of the
zeolite, around 6–8 h; it is estimated that it contains one
thionin cation per 100 supercages of Na-Y). The isomeric
monoterpenes 1, 2 and 6 lead to the final oxidation
product p-cymene (7). It is notable that reduced
monoterpenes with the molecular formula C10H18 are
formed in 1–5% relative yield and their amount is
disproportional to the formation of the oxidation product
p-cymene.


The results are similar to those found6 recently upon
loading of 1–5 within methyl viologen (MV2�)-sup-
ported Na-Y. However, the isomerization–dehydrogena-
tion reaction sequence is much slower within thionin/Na-
Y compared with the MV2�/Na-Y medium. For example,
limonene affords p-cymene within MV2�/Na-Y in �70%
yield after 30 min, and after 2 h is the only product. The
loading level of the methyl viologen used in those
experiments was approximately an order of magnitude
higher. By using MV2�/Na-Y with loading levels of the
organic cations identical with those for thionin/Na-Y,
very similar rates of isomerization–dehydrogenation are
obtained. On the other hand, zeolite Na-Y with around a
10 times higher loading of thionin compared with that
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used in the experiments presented in Table 1 does not
improve the rate of the transformations. Approximately
2–4% of alcohols with the molecular formula C10H18O
are also formed under the reaction conditions, via
hydration of the monoterpenes. The mass balance for
all reactions, as measured by using n-nonane or n-
dodecane as internal standards, was always �80%. The
reactions can be performed efficiently in the open air with
the formation, in addition to p-cymene and the isomeric
terpenes, of trace amounts (�1%) of the endoperoxide of
�-terpinene (ascaridole). The open-air reactions were
carried out strictly in the dark to avoid the formation of
singlet oxygen ene-type adducts1 or ascaridole (up to
15%), which are produced slowly even in the ambient
light of the laboratory.


Note that in our previous work within MV2�/Na-Y6 we
reported that terpinolene (4) is formed as one of the
intermediate terpenes that finally lead to p-cymene.
Careful re-examination of the products revealed that
isoterpinolene (6) is formed instead. Unfortunately,
terpinolene and isoterpinolene have identical retention
times in GC, even on a 50 m capillary column, and that
led to the wrong product assignment. Compound 6 is
formed within thionin/Na-Y in appreciable amounts (see
Table 1), and we were able to characterize it properly,
after isolation by preparative GC. [Isoterpinolene (6) has
the following 1H NMR data in CDCl3: 6.41 (dd,
J1 = 10 Hz, J2 = 2.2 Hz, 1H), 5.55 (d, J = 10 Hz, 1H),
2.51 (m, 1H), 2.13 (m, 2H), 1.83 (m, 2H), 1.77 (s, 3H),
1.73 (s, 3H), 1.01 (d, J = 7.2 Hz, 3H). Its fragmentation
pattern in the mass spectrum is identical with that
reported in the literature.] Nevertheless, 6 also ends up as
p-cymene after prolonged intrazeolite reaction time.


The above-mentioned transformations of 1–6, or
isomerizations of other simple alkenes within thionin-


supported Na-Y, do not occur in Na-Y as obtained from
commercial sources. Upon heating the zeolite at 120°C
under vacuum for 1–2 h, a slight formation (�4%) of the
isomeric products is observed in 30 min, whereas after
heating for at least 6–10 h, Na-Y has almost the same
properties as thionin/Na-Y, and gives very similar results
to those presented in Table 1. Prolonged drying for 24 h
does not improve the efficiency of Na-Y in performing
faster isomerization–dehydrogenation reactions. These
results indicate that thionin, a well known electron
acceptor,8 does not participate in these intrazeolite
reactions.


From the first point of view, the isomerization
reactions seem to proceed by acid catalysis, attributable
to the few Brønsted acid3 sites present in Na-Y. However,
this explanation is questionable. The acid-catalyzed
skeletal isomerization of monoterpenes having the mol-
ecular formula C10H16 within porous materials and
zeolites is well known and affords not only various
amounts of p-cymene, but also reduced products with the
molecular formula C10H18, such as p-menthenes.9 This
disproportionation reaction occurs by hydride transfer
from a neutral monoterpene molecule to the carbocation
generated by addition of a proton to another monoterpene
molecule. The low percentage of C10H18 terpenes, or
even their absence, indicates that p-cymene is formed by
an alternative pathway. In addition, thionin/Na-Y neither
dehydrates nor racemizes optically active sec-pheny-
lethanol. [In a competing reaction, (�)-sec-phenyletha-
nol and several monoterpenes used this study were
treated in cyclohexane with the acidic catalyst Amberlyst
15. The alcohol was dehydrated at rates significantly
higher to the isomerization of the monoterpenes.] Only
the highly unstable �,�-dimethylbenzyl alcohol dehy-
drates to �-methylstyrene in 82% yield after 30 min of
stirring with thionin/Na-Y.


The dehydrogenation of monoterpenes such as 1–6 to
p-cymene is identical with their transformation within
MV2�/Na-Y,6 in photosensitized electron-transfer reac-
tions in solution,10,11 on metal oxides surfaces upon
irradiation,12 or by catalytic amounts of the mixed-
addenda heteropolyanion PV2Mo10O40


5�.13 These oxida-
tion reactions have been attributed to proceed via
formation of the radical cations of the monoterpenes.
We postulate that during the thermal dehydration
treatment of Na-Y, acidic sites within the cages14


and/or extra-lattice aluminum species15 are activated
and catalyze these rearrangements. For example, Lewis
acid sites within zeolites are known to act as ‘electron
holes’16 and accept one electron from substrates with low
ionization potential. For the thionin/Na-Y system we
propose the mechanistic rationale shown in Scheme 1.


The terpenes may isomerize due to the acidic
environment [Eqn. (1)]. On the other hand, the ‘electron
holes’ within Na-Y could also accept an electron from the
monoterpene [Eqn. (2)], whose radical cations can
isomerize to the more stable radical cation of �-terpinene


��)�� *� �����
	����	� 	
 �	�	����� �	�	�������� ����
��	��� �!"


Terpene Conversion (%)a 1 (%) 2 (%) 6 (%) 7 (%)


�-Terpinene, 1 75 25 4 32 36
�-Terpinene, 2 40 10 60 10 17
Limonene, 3 �97 20 22 25 29
Terpinolene, 4 �97 25 10 33 28
�-Phellandrene, 5 �97 36 3 30 27


a Intrazeolite reaction time of 30 min at room temperature. If stirring is
continued for a further 2 h, p-cymene is by far the major product. The C10


alcohols (2–4%) and other isomeric monoterpenes with less than 2%
contribution are not shown. For details on the intrazeolite experiments, see
the Experimental section.
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[Eqn. (3)]. This radical cation in turn dehydrogenates10–13


to p-cymene [Eqn. (4)]. Therefore, both acid and electron
transfer catalysis are probably involved in these trans-
formations. Crockett and Roduner, based on an EPR
study, reported17 that within the highly acidic H-
mordenite, the radical cations of trans-isolimonene and
�-pinene are formed, that transform spontaneously to the
radical cation of �-terpinene. This transformation is not
catalyzed by Brønsted but rather by Lewis acidity. Recent
work,18 however, has shown that it is difficult to probe
the reactivity of the Lewis and Brønsted acidic sites
within Na-Y. Hence we are unable to distinguish among
Lewis or Brønsted sites as being responsible for these
transformations.


Within MV2�/Na-Y, the isomerization–dehydrogena-
tion reactions are much more efficient. For this system,
extra ‘electron holes’ are generated thermally on the
zeolite lattice as found by Yoon and co-workers,19 since
methyl viologen, an excellent electron acceptor, can
abstract an electron from the zeolite and form MV�� [The
MV2�/Na-Y was dried under a vacuum (120°C at
4 mbar) until it turned light blue, due to the formation


of the MV��; this requires approximately 6–10 h].
Thionin is probably less efficient at accepting an electron
from the zeolite lattice to form thionin radical. ESR
examination of a thionin/Na-Y slurry in dry hexane
showed no signal due to the thionin radical.


We further examined the intrazeolite transformation of
four bicyclic monoterpenes [�-pinene (8), �-pinene (9),
2-carene (10) and 3-carene (11)] by using either thionin/
Na-Y or MV2�/Na-Y. Both zeolitic systems afford
identical products, but the extent of the transformations
is higher within MV2�/Na-Y, as found for substrates 1–5.
The results after 30 min of stirring with thionin/Na-Y are
shown in Table 2. Within MV2�/Na-Y, p-cymene is
formed in significantly higher amounts (e.g., 43% from 8,
42% from 9 and 42% from 10), with the same reaction
time of 30 min.


Formation of the products from �- and �-pinene can be
explained by considering the same acid catalysis/electron
transfer rationalization. Acids are well known to trans-
form these bicyclic terpenes to their monocyclic isomers
via formation of carbocationic intermediates. In Scheme
2 we present only a possible electron transfer-induced
mechanism, although this isomerization pathway may not
be the only one. From 8�� and 9��, the distonic radical
cations 8a�� and 9a�� can be formed. In 8a�� a bonding
interaction between the cation and the central carbon
atom of the allylic radical leads to 12�� via 13��.
Similarly, rearrangement of the radical cation of �-pinene
(9��) to 9a�� affords the same products as �-pinene.
Tricyclene (13) and camphene (12) are in equilibrium,
and they cannot form the monocyclic isomers 1–5 or p-
cymene. Camphene, after 30 min of intrazeolite treat-
ment, affords tricyclene (9%), isoborneol (6%) and 2% of
an unidentidified C10- alcohol. The alcohols are probably
formed by hydration of 12 and 13 from the traces of water
present in the zeolite.


������ *
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Terpene Conversion (%)a 1 (%) 2 (%) 6 (%) 12 (%) 13 (%) 11 (%) 7 (%)


�-Pinene, 8 �97b 20 18 20 20 2 — 16
�-Pinene, 9 �97b 24 14 26 16 1 — 15
2-Carene, 10 �96 25 2 40 — — 10 18
3-Carene, 11 13 �1% — 3 — — 88 7


a Intrazeolite reaction time of 30 min, at room temperature.
b After a further 1 h of reaction, the relative ratio 13/(1 � 2 � 6 � 14 � 7) is almost unchanged; however, the ratio 7/(1 � 2 � 6) increases considerably.
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3-Carene (10) reacts smoothly (95% conversion), and
affords after 30 min the monocyclic monoterpenes 1, 2
and 6, the isomeric 2-carene (11) and p-cymene. 2-
Carene is very unreactive (only 13% conversion after 30
min), and affords mostly p-cymene (7%) and isoterpino-
lene (3%). Considering again radical ion pairs, for 3-
carene, rearrangement of 10�� to 10a�� may occur readily
(Scheme 3) whereas 10a�� is expected to afford other
monocyclic monoterpenes and eventually p-cymene. By
contrast, 11�� cannot rearrange to a distonic radical
cation such as 10a��, but transforms slowly to 10��,
which affords the typical products obtained from the
radical cation of 3-carene. That is in agreement with the
low reactivity of 2-carene within Na-Y.


We also tested the efficiency of thionin/Na-Y and
MV2�/Na-Y to aromatize acyclic monoterpenes such as
myrcene (14). Myrcene was completely consumed after
30 min, and gave p-cymene in 22% relative yield with
thionin/Na-Y and in 40% with MV2�/Na-Y (Scheme 4).
The rest was a mixture of monocyclic and acyclic
isomeric monoterpenes, which on prolonged reaction
time (2 h for MV2�/Na-Y) also convert to p-cymene with
�70% yield.


Therefore, thionin-supported zeolite Na-Y is a dual


system that, depending on the conditions, can give acid-
catalyzed, electron transfer or energy transfer-driven
reactions. Upon visible light irradiation it can sensitize
the formation of singlet oxygen via an energy transfer
process from the triplet excited state of the dye to the
triplet molecular oxygen. A competing electron transfer-
induced pathway subordinated4 to the occurrence of
acidic sites can also take place. Pyridine and triethyla-
mine used in the past1d,1e,2 to minimize the unwanted
rearrangements of the reactants within thionin/Na-Y
probably react with the acidic sites, thus destroying the
‘electron holes.’


In conclusion, we have presented evidence that the
transformation of monoterpenes and the skeletal isomer-
ization of alkenes within thionin/Na-Y probably occur by
a combination of acid catalysis and electron transfer.
Further applications of cation-exchanged zeolite Y in
organic chemistry are currently under examination.


',-'"!�'���(


All monoterpenes were purchased from commercial
sources and their purity was examined by GC–MS and
1H NMR spectroscopy (500 MHz). Zeolite Na-Y was
supplied by Degussa. Hexane was distilled from CaH2


and THF from Na–benzophenone. For the preparation of
thionin-supported zeolite Na-Y, see the Results and
Discussion section. Non-supported zeolite Na-Y was
thermally activated under exactly the same conditions as
thionin/Na-Y.
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To 0.5 g of thionin-supported zeolite Na-Y were added
5 �l of the monoterpene dissolved in 5 ml of dry hexane.
After 30 min of stirring under argon or in the open air in
the dark, 5 ml of moistened tetrahydrofuran were added.
The resulting slurry was stirred for 2 h and then filtered.
Analysis of the products was performed by 1H NMR
spectroscopy, by GC on a 50 m HP-5 capillary column
and by GC–MS. It is notable that no transformation of the
monoterpenes occurs within the Na-Y slurry if the
solvent is moistened tetrahydrofuran. To calculate the
mass balance, n-dodecane was used as an internal
standard. Approximately equimolar amounts of n-dode-
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cane and the terpene were treated with thionin-supported
zeolite Na-Y as described above. After extractive work-
up, the mixture was analyzed by GC.
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compounds were calculated using composite ab initio CBS-Q, G3 and G3B3 methods. It was found that all these
composite ab initio methods provided very similar BDEs, despite the fact that different geometries and different
procedures in the extrapolation to complete incorporation of electron correlation and complete basis set limit were
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INTRODUCTION


Homolytic bond dissociation energy (BDE) is defined as
the enthalpy change of the reaction A—B ! A�þB� in
the gas phase at 298 K and 1 atm.1 A sound knowledge of
BDEs is fundamental to understanding chemical reac-
tions involving radicals as reactants, products or inter-
mediates.


At present, direct gas-phase methods including radical
kinetics, photoionization mass spectrometry and the
acidity/electron affinity cycle can be used to determine
BDEs.1 Although these measurements can provide valid
BDEs, the use of these methods to determine the BDEs of
complex molecules remains notoriously difficult. Re-
cently, the groups of Bordwell, Cheng and others devel-
oped a valuable electrochemical method to measure the
BDEs of acidic H—X bonds.2 Using this method, a large
number of BDEs were obtained which greatly enriched
our knowledge of various chemical bonds. Nevertheless,
the use of the solution-phase method to measure BDEs of
non-acidic H—X bonds remains difficult.


Because of the experimental difficulties, accurate
BDEs of many important compounds remain unknown.
Fortunately, a recent development in theoretical chemis-
try provides a powerful tool, i.e. the composite ab initio
method, which can be used to calculate BDEs within 1–
2 kcal mol�1 (1kcal¼ 4.184 kJ) of the experimental va-
lues.3,4 Using the composite ab initio method, several


groups, including ours, have recently conducted systema-
tic studies in order to determine accurate BDEs of various
chemical bonds.5,6 The effects of substituents and con-
formations on BDEs have also been investigated in detail.


In this paper, we report our results concerning the C—
H and N—H BDEs of various aromatic compounds. A
sound knowledge of BDEs for these compounds is clearly
important for many fields such as combustion chemistry,
environmental chemistry and interstellar chemistry. How-
ever, the experimental BDEs for these compounds are
rare and often inaccurate.7


EXPERIMENTAL


All the calculations were performed using Gaussian 98.8


Geometry optimization was conducted without any con-
straint. Each optimized structure was confirmed by the
frequency calculation to be the real minimum without
any imaginary vibration frequency.


BDEs were calculated using G3 and CBS-Q methods
as the enthalpy change of the following reaction at 298 K:


A� BðgÞ ! AðgÞ þ BðgÞ ð1Þ


The enthalpy of formation for each species was calcu-
lated using the following equation:


H298 ¼ E þ ZPE þ Htrans þ Hrot þ Hvib þ RT ð2Þ


Where ZPE is the zero point energy and Htrans, Hrot,
and Hvib are the standard temperature correction terms
calculated using the equilibrium statistical mechanics with
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harmonic oscillator and rigid rotor approximations. [It
should be mentioned that the procedure we used to calcu-
late BDEs at 298 K and 1 atm is exactly the same as that
used by DiLabio et al. In fact, using B3LYP/6–31G(d),
DiLabio et al. obtained H�


298 (H2O)¼�76.38401 hartree,
H�


298 (OH)¼�75.71185 hartree, H�
298 (H)¼�0.49791


hartree and BDE (H2O ! OH þ H)¼ 109.3 kcal mol�1.
In comparison, our data are H�


298 (H2O)¼�76.384007
hartree, H�


298 (OH)¼�75.711846 hartree, H�
298 (H)¼


�0.497912 hartree and BDE (H2O!OHþH)¼
109.3 kcal mol�1.]


It should be mentioned that the composite ab initio
methods involve a series of calculations that are designed
to recover the errors that result from the truncation of
both the one-electron basis set and the number of con-
figurations used for treating correlation energies. G3
(Gaussian-3, G3//MP2)3 is one of the composite ab initio
methods, whose geometry optimization is carried out at
the MP2(full)/6–31G(d) level. A scaled HF/6–31G(d)
ZPE is used in G3. A base energy calculated at
the MP4/6–31G(d) level is then corrected to the
QCISD(T)(full)/G3Large level using several additivity
approximations at the MP2 and MP4 levels, in order to
take account of the more complete incorporation of
electron correlation, core correlation and the effect of a
large basis set.


G3B3 (or G3//B3LYP) is a variant of G3 theory in
which structures and zero point vibrational energies are
calculated at the B3LYP/6–31G(d) level of theory.3 This
variation is particularly advantageous for larger systems
and for open-shell systems showing large spin contam-
ination. For the single-point energy calculation G3B3 is
very similar to the original G3 method, i.e. a base energy
calculated at the MP4/6–31G(d) level is corrected to the
QCISD(T)(full)/G3Large level using several additivity
approximations at the MP2 and MP4 levels.


CBS-Q is another composite ab initio method,4 which
starts with HF/6–31G* geometry optimization and fre-
quency calculation, followed by MP2(FC)/6–31G* opti-
mization. The single-point energy is calculated at the
MP2/6–311þG(3d2f, 2df, 2p), MP4(SDQ)/6–31þ
G(d(f),p) and QCISD(T)/6–31þG* levels. This energy
is then extrapolated to the complete basis set limit.


RESULTS AND DISCUSSION


Reliability of the theoretical results


In Table 1 are listed the C—H and N—H BDEs
calculated using the CBS-Q, G3 and G3B3 methods for
various five- and six-membered ring aromatic com-
pounds.


It can be seen that the CBS-Q and G3 BDEs are very
close to each other. In fact, when BDEs (G3) are cor-
related with BDEs (CBS-Q), a straight line can be
obtained [Fig. 1(a); the slope of the line is 1.000 and


the intercept is zero. For 47 chemical bonds, the correla-
tion coefficient (r) is 0.999 and the standard deviation
(SD) is only 0.3 kcal mol�1. Therefore, despite the fact
that G3 and CBS-Q use different strategies in the extra-
polation to complete incorporation of electron correlation
and complete basis set limit, they agree excellently with
each other in BDE calculations.


However, on comparing the G3B3 BDEs with the G3
BDEs one may find that these two sets of BDEs are
slightly different. According to Fig. 1(b), the slope of the
correlation between BDEs (G3) and BDEs (G3B3) is
1.012. This value is slightly larger than unity, indicating
that the G3 BDEs are systematically larger than the G3B3
BDEs. Mathematical analyses reveal that the G3 BDEs
are 1.4 kcal mol�1 larger than that G3B3 BDEs on aver-
age. Since G3 and G3B3 use similar methods to take
account of the more complete incorporation of electron
correlation, core correlation and the effect of a large basis
set, the systematically larger BDEs from G3 than from
G3B3 may be caused by the different geometries used in
these two methods: G3 uses the MP2(full)/6–31G(d)
geometry, whereas G3B3 uses the B3LYP/6–31G(d)
geometry.


According to recent studies by Radom and co-workers5


and our groups,6 the B3LYP method usually provides
more reliable structures than the MP2 method, for open-
shell radical species because the spin-contamination
problem is more serious with MP2 than with B3LYP
(We thank one of the referees for bringing to our attention
the geometry problem in G3 and G3B3 calculations).
Consequently, we believe that the G3B3 BDEs should be
more accurate that the G3 BDEs. Nonetheless, the
correlation coefficient between the G3B3 BDEs and G3
BDEs is as high as 0.983. The SD between these
two methods is only 1.1 kcal mol�1. Therefore, the dif-
ference in geometry optimization does not significantly
affect the BDEs calculated by the composite ab initio
methods.


Comparing the G3B3 BDEs with the available experi-
mental values, we find that the agreement is good for
benzene. The experimental C—H BDE for benzene is
113.5� 0.8 kcal mol�1,10 whereas the G3B3 C—H BDE
for benzene is 114.3 kcal mol�1. However, our theoretical
C—H BDEs for pyridine, pyrimidine and pyrazine are
significantly larger than the experimental values obtained
recently by Kiefer et al. using the complementary tech-
niques of laser-Schlieren (LS) densitometry and time-of-
flight (TOF) mass spectrometry.11 For pyridine, the G3B3
BDEs are 109.2 (C2—H), 115.5 (C3—H) and 113.8
(C4—H) kcal mol�1, whereas the experimental BDEs are
105, 112 and 112 kcal mol�1, respectively. For pyrimi-
dine, the G3B3 BDEs are 110.4 (C2—H), 108.1 (C4—
H), and 116.3 (C5—H) kcal mol�1, whereas the experi-
mental values are 98, 103 and 112 kcal mol�1, respec-
tively. For pyrazine, the theoretical BDE is 107.9
(C2—H) kcal mol�1, whereas the experimental value is
103 kcal mol�1. Clearly, these experimental BDEs are


884 Y. FENG ET AL.


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 883–890







Table 1. Bond dissociation energies of aromatic compounds (kcalmol�1)


Name Structure Bond CBS-Q G3 G3B3 B3LYPb Chargec Spinc Bond
(recommended) angled


Pyrrole N1—H —a —a 95.2 93.2 0.402 — 109.8
C2—H 120.8 120.7 119.7 118.1 0.201 0.984 107.7
C3—H 120.5 120.1 119.2 117.5 0.212 1.008 107.4


Furan C2—H 121.0 121.3 120.4 118.5 0.195 1.001 110.6
C3—H 121.4 121.3 120.4 118.2 0.220 0.979 106.1


Thiophene C2—H 119.2 119.3 118.3 116.3 0.224 0.951 111.5
C3—H 117.0 117.0 115.8 113.4 0.216 0.973 112.8


Imidazole N1—H 96.4 96.2 96.0 94.6 0.409 — 107.1
C2—H 117.5 117.6 117.1 114.9 0.189 0.890 111.8
C4—H 118.4 118.4 117.8 115.3 0.200 0.986 110.9
C5—H 121.3 121.2 120.5 118.6 0.209 0.943 105.0


Oxazole C2—H 120.3 120.5 119.6 117.7 0.187 0.929 114.8
C4—H 120.5 120.6 119.9 117.1 0.210 0.982 109.3
C5—H 122.8 123.0 122.1 120.0 0.203 0.983 107.8


Thiazole C2—H 113.1 113.2 111.9 109.5 0.206 0.817 115.2
C4—H 116.3 116.6 115.2 112.3 0.206 0.910 116.1
C5—H 120.9 120.8 119.5 117.5 0.231 0.930 109.7


Pyrazole N1—H 112.0 111.3 109.2 107.6 0.401 — 113.3
C3—H 118.7 118.7 117.8 115.5 0.201 0.967 112.1
C4—H 122.6 122.2 121.0 118.9 0.221 0.953 104.5
C5—H 121.1 121.1 119.9 117.9 0.210 0.948 106.1


Isoxazole C3—H 118.9 119.0 118.0 115.2 0.213 0.917 112.5
C4—H 124.5 124.3 122.7 120.0 0.231 0.944 102.9
C5—H 120.5 120.6 119.6 117.0 0.205 0.940 110.5


Isothiazole C3—H 112.6 112.5 111.0 108.3 0.200 0.859 117.5
C4—H 119.1 118.9 117.3 114.6 0.224 0.915 110.1
C5—H 119.6 119.4 117.6 115.6 0.229 0.899 109.1


1,2,3-Triazole N1—H 109.8 109.4 109.5 — 0.411 — 111.7
C4—H 123.6 123.2 121.5 118.1 0.212 0.964 108.9
C5—H 125.0 124.5 122.7 119.8 0.221 0.936 103.4


1,2,4-Triazole N1—H —a —a 109.5 107.8 0.409 0.131 110.5
C3—H 119.7 119.9 119.2 117.0 0.193 0.966 115.6
C5—H 119.2 119.3 118.7 116.5 0.200 0.914 109.9


1,2,4-Oxadiazole C3—H 120.3 120.4 119.8 117.3 0.207 0.942 115.7
C5—H 120.3 120.4 119.8 117.7 0.198 0.924 114.5


1,2,5-Oxadiazole C3—H 124.4 124.3 121.8 118.1 0.223 0.926 108.9


Continues


C—H AND N—H BOND DISSOCIATION ENERGIES 885


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 883–890







about 2–5 kcal mol�1 smaller than the G3B3 values.
Although it remains to be clarified whether the experi-
mental or theoretical results are more accurate in these
particular cases, according to recent studies on the
performance of composite ab initio methods5 it is more
likely that the experimental values are underestimated.


Performance of DFT methods


A serious limitation of the composite ab initio methods is
the considerable computation time that they require. In
comparison, density functional theory (DFT) methods are
very efficient for theoretical studies of many systems (for


Table 1. Continued


Name Structure Bond CBS-Q G3 G3B3 B3LYPb Chargec Spinc Bond
(recommended) angled


1,3,4-Oxadiazole C2—H 122.5 122.8 122.0 119.9 0.199 0.951 113.5


1,2,3,5-Oxatriazole C4—H 128.7 128.7 125.8 121.7 0.220 0.979 112.1


Benzene C1—H 114.9 115.8 114.3 110.3 0.203 1.015 120.0


Pyridine C2—H 110.3 110.6 109.2 104.7 0.185 0.865 123.8
C3—H 116.0 116.0 115.5 110.8 0.210 0.947 118.4
C4—H 115.3 114.9 113.8 109.5 0.207 0.921 118.5


Pyridazine C3—H 114.1 114.4 109.1 106.3 0.197 0.867 123.8
C4—H 115.5 115.9 111.2 108.3 0.215 0.851 116.8


Pyrimidine C2—H 112.8 112.8 110.4 106.4 0.175 0.900 127.4
C4—H 110.6 110.6 108.1 103.8 0.189 0.838 122.4
C5—H 117.7 117.6 116.3 111.7 0.218 0.925 116.4


Pyrazine C2—H 111.7 112.0 107.9 104.8 0.192 0.833 122.1


1,3,5-Triazine C2—H 110.4 110.5 108.0 105.6 0.180 0.866 126.1


1,2,4-Triazine C3—H —a —a 110.4 107.8 0.186 0.883 127.2
C5—H —a 105.6 105.5 102.3 0.196 0.757 120.7
C6—H —a —a 109.5 106.4 0.204 0.806 121.7


1,2,3-Triazine C4—H —a 110.1 107.6 104.5 0.202 0.812 122.2
C5—H —a 113.2 111.2 108.2 0.223 0.821 114.8


a Optimization failed.
b B3LYP means the UB3LYP/6—311þþG(2df,p)//UB3LYP/6—31G(d) method.
c Charge (NBO) is carried by the hydrogen atom in the C—H bond undergoing homolysis. Spin is carried by the carbon or nitrogen atom in the radical. These
two values were obtained using the UB3LYP/6–311þþG(2df,p)//UB3LYP/6–31G(d) method.
d Bond angle is for the X—C—Y bond from the G3B3 method.
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recent applications of DFT methods in BDE calculations,
see Refs 12a–f, and for calculations of the C—H BDEs
of aromatic compounds using DFT methods, see Refs
12g–i). Nevertheless, in recent studies it was found that
the DFT methods may significantly underestimate the
BDEs for many types of compounds.5,6,13


In the present study, we also used the UB3LYP/6–
311þþG(2df,p)//UB3LYP/6–31G(d) method to calcu-
late the BDEs. In this method, the geometry and frequen-
cies were obtained at the UB3LYP/6–31G(d) level. The
single-point energy calculation was performed at the
UB3LYP/6–311þþG(2df,p) level, the results of which
were corrected with the ZPE and thermal corrections at
the UB3LYP/6–31G(d) level in order to obtain enthalpies
at 298 K and 1 atm. (see Table 1). From the correlation
between BDEs (UB3LYP) and the G3B3 BDEs (Fig. 2),
it can be seen that the DFT method indeed significantly
underestimates the BDEs for the aromatic compounds.
Mathematical analyses indicate that the average under-
estimation is 2.7 kcal mol�1.


Further examinations indicate that the underestimation
by the DFT method is partly caused by the basis set
effects. As an example for this problem, in Table 2 are


shown the calculated C—H BDEs of benzene using the
B3LYP method with various basis sets. The B3LYP C—
H BDE with the infinite basis set is also extrapolated from
the aug-cc-pVNZ (N¼ 2, 3, 4) BDEs using the following
equation:14


EðNÞ ¼ E1 þ B exp½�ðN � 1Þ� þ C exp½�ðN � 1Þ2�
ð1Þ


According to Table 2, all the B3LYP BDEs calculated
using the finite basis sets are smaller than the B3LYP
C—H BDE with the infinite basis set. In particular, the
UB3LYP/6–311þþG(2df,p) BDE is 2.4 kcal mol�1


smaller than the B3LYP C—H BDE with the infinite
basis set.


In addition to the basis set effects, other factors
including the electron correlation and core correlation
may also affect the B3LYP BDEs. In fact, comparing the
B3LYP C—H BDE with the infinite basis set
(112.7 kcal mol�1) with the G3B3 BDE (114.3 kcal
mol�1) it can be seen that even with the infinite basis
set the B3LYP method still underestimates the BDEs.
Therefore, we should be cautious about the absolute
BDEs calculated by the DFT method. A seemingly
good agreement between the DFT BDEs with the experi-
mental BDEs may be fortuitous.


Figure 1. Correlations between BDE (G3) and BDE (CBS—Q) (a) and between BDE (G3) and BDE (G3B3) (b)


Figure 2. Correlation between BDEs (UB3LYP) and the
G3B3 BDEs


Table 2. C—H BDE of benzene calculated using the B3LYP
method with various basis sets (kcalmol�1)


Method BDE


UB3LYP/6–31G* 110.8
UB3LYP/6–311þþG(d,p) 110.5
UB3LYP/6–311þþG(2df,p) 110.4
UB3LYP/aug-cc-pVDZ 109.7
UB3LYP/aug-cc-pVTZ 111.0
UB3LYP/aug-cc-pVQZ 112.0
UB3LYP/1 112.7
G3B3 114.3
Exp. 113.5� 0.5
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Dependence of the aromatic C—H BDEs on
bond angles


According to Table 1, it can be seen that the C—H BDEs
of the five-membered ring aromatic compounds are
usually about 120 kcal mol�1. In comparison, the C—H
BDEs of the six-membered ring aromatic compounds are
about 110–115 kcal mol�1.


The difference between the BDEs of the above two
types of compounds is caused by the different X—C—Y
angles. In fact, when we fixed all the geometric para-
meters (bond lengths, bond angles and dihedral angles)
except for the C1—C2—C3 angle (�) of 1,3-butadiene,
we found that the energy [UB3LYP/6–31G(d)] of 1,3-
butadiene is lowest when � �127�. (Fig. 3). In compar-
ison, the � value for the minimum energy of the 1,3-
butadiene radical (planar) is about 140�. (see the Support-
ing Information, available at the epoc website at http://
www.wiley.com/epoc). Taking both the energy–� depen-
dences into consideration, we obtained the dependence of
the C2—H BDE on the C1—C2—C3 angles (Fig. 4).
According to Fig. 4, for 100 <�< 140, a larger C1—
C2—C3 angle leads to a smaller BDE.


The X—C—Y angle for a perfect five-membered ring
is 108�. The X—C—Y angle for a perfect six-membered


ring is 120�. According to Fig. 4, it is clear that the C—H
BDE of a six-membered ring aromatic compound should
be lower than that of a five-membered ring aromatic
compound. Moreover, we found that the plot between the
C—H BDEs and the corresponding � angles for all the
five- and six-membered ring aromatic compounds is
roughly linear (Fig. 5). The negative slope again demon-
strates that a larger X—C—Y angle leads to a smaller
C—H BDE.


Dependence of C—H BDEs on charges and spins


The charge carried by H in a C—H bond is dependent on
the polarization of the bond (see Table 1). However, from
Fig. 6 it can be seen that there is a very poor correlation
between the C—H BDEs and the NBO charges carried
by H for the aromatic compounds.


Nevertheless, according to Fig. 7, there is a clear
correlation between the C—H BDE and the spin carried
by C in the radical for all the five-and six-membered ring
aromatic compounds. The positive slope in Fig. 7 means
that a larger spin carried by C should lead to a higher
BDE. This observation is consistent with the spin


Figure 3. Dependence of the energy on the C1—C2—C3 angle for 1,3-butadiene (a) and 1,3-butadiene radical (b)


Figure 4. Dependence of C2—H BDE on the C1—C2—C3
angle for 1,3-butadiene


Figure 5. Dependence of the C—H BDEs on the corre-
sponding � angles
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delocalization stabilization effect proposed before for
carbon radicals.15


Detailed examination of each compound reveals that
the spin delocalization is mainly caused by the interaction
between the heteroatom (N, O or S) lone pair electrons
with the neighboring radical center. For example, the
spins on the carbon atom in 2-, 3- and 4-pyridinyl radical
are 0.865, 0.947 and 0.921 a.u., respectively (Fig. 8). This
order for spins is consistent with the order for the C—H


BDEs, which are 109.2, 115.5 and 113.8 kcal mol�1 for
C2—H, C3—H, and C4—H, respectively.16


Quantitative structure–activity relationship
(QSAR)


Using the bond angle, spin, and charge as parameters, we
established the following QSAR model for the C—H
BDEs of five- and six-membered ring aromatic com-
pounds:


BDEðC��HÞ ¼ 130:5ð�16:8Þ � 0:45ð�0:06Þ�
þ 40:0ð�6:0Þspin ð2Þ


ðr ¼ 0:924; SD ¼ 2:0 kcal mol�1;N ¼ 49Þ


The correlation coefficient (r) is 0.924, which means that
the model is reasonably good. The SD is 2.0 kcal mol�1,
which is roughly as large as the error for the composite ab
initio calculations. The t-values for the coefficients before
� and spin are �8.1 and 6.7, respectively. Therefore, both
parameters are important. It is worthly noting that the
negative coefficient (�0.45) and positive coefficient
(þ40.0) before � and spin are consistent with the discus-
sion in the previons two sections.


CONCLUSION


C—H and N—H BDEs of various five- and six-mem-
bered ring aromatic compounds were calculated using
composite ab initio CBS-Q, G3 and G3B3 methods.
These values should be within 1–2 kcal mol�1 of the
real BDEs and, therefore, are probably valuable for
researchers in many relevant fields. In addition, we found
interesting dependences of the C—H BDEs on the bond
angles, spins and charges. A good QSAR model for the
C—H BDEs of aromatic compounds was also estab-
lished.
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ABSTRACT: Comparative study of the intramolecular alkyne triple bond addition reaction to the conjugated
C�C—CH=X moiety (X = CH2,O,S,NH) revealed that two different pathways are possible in the system, namely
[4 � 2] and [3 � 2] cycloaddition reactions. The energetically preferred pathway for enynes (X = CH2) involves
[4 � 2] cycloaddition leading to benzene derivatives, whereas heteroatom-substituted substrates undergo [3 � 2]
cycloaddition resulting in an five-membered aromatic ring in the final product. This paper reports a detailed
mechanistic study based on full potential energy surface calculations at the MP2 and B3LYP theory levels, with
MP4(SDTQ) energy evaluation. The effect of solvent was included within the PCM approach. Copyright  2003 John
Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc
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Intramolecular [4 � 2] cycloaddition reactions of alkynes
with enynes and ynones have been shown to provide an
easy and convenient route to the synthesis of bicyclic
aromatic systems.1–5 An interesting reaction mechanism
has been suggested based on experimental observations
(Scheme 1). In particular, six-membered allenes were
proposed as key intermediates in the process. None of
these intermediates were ever isolated in a pure form,
which is usually explained on the basis of the large
predicted strain energy of cyclic allenes.6 However, in
the case of enynes [Scheme 1, Eqn. (I)], the presence of
the allene has been confirmed using trapping tech-
niques.6–9


Recently, we have reported an ab initio study of the
[4 � 2] cycloaddition reaction of alkynes with enynes
[Scheme 1, Eqn. (I)].10 The theoretical study revealed
that a cyclic allene intermediate is formed on the reaction
potential energy surface after the cycloaddition stage.


The similar allene intermediate proposed in the
cycloaddition reaction of ynones2 leads, however, to a
five-membered aromatic ring, in contrast to the process
involving enynes,1,3 which results in a six-membered
benzene skeleton [cf. Eqns (I) and (II), Scheme 1]. It is
interesting that in the case of an oxygen-substituted


substrate, experimental evidence for a heterocyclic
carbene intermediate was obtained.2


Clearly, investigations of these fascinating reactions
raise several important questions. The reasons respon-
sible for the changing size and type of the aromatic rings
in the final product are unknown, and the mechanism of
the intramolecular cycloaddition reaction of conjugated
ynones remains to be clarified.


Here we present the first detailed ab initio study of the
intramolecular cycloaddition reaction of an alkyne with a
C�C—CH=X four-electron donor. All reactants, inter-
mediates and transition states were optimized at the MP2
and B3LYP theory levels and energy evaluation at the
MP4(SDTQ) electron correlation level was performed.
The solvent effect was taken into account using the PCM
approach. In all cases, �E, �H, �G and �GSolv potential
energy surfaces were calculated and are discussed in the
light of available experimental data. A comparative study
with the enyne cycloaddition reaction was performed to
understand the differences between the processes. In
addition, the reactivity of sulfur- and nitrogen-containing
compounds as potential four-electron donors was in-
vestigated.
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The geometries of all reactants, intermediates, transition
states and products were optimized at the second-order
Møller–Plesset (MP2)11,12 level and with the B3LYP
hybrid density functional method.13–15 Standard 6–31G*
and 6–311G** basis sets were used throughout.16,17


Normal coordinate analysis was performed for all
stationary points to verify the transition states (one
imaginary frequency) and equilibrium structures (no
imaginary frequencies) and to calculate �H and �G
energy surfaces. Transition states were confirmed with
forward and backward IRC calculations based on the
second-order Gonzales–Schlegel method.18


The solvent effect was studied within the PCM
approach.19–21 The MP2/6–31G* and B3LYP/6–31G*
optimized geometries were used to run single-point PCM
calculations, since it has been shown that free energy
hypersurfaces in solution are very flat and reoptimization
has a very limited effect.22 This approach has been tested
in numerous cases and showed fairly accurate results.19–21


For a set of neutral molecules, the mean error with
respect to experimental solvation energy was found to be
below 0.2 kcal mol�1 (1 kcal = 4.184 kJ).22 To determine
the relative free energies in solution for the studied
potential energy surfaces, the relative free energies of
solvation were added to the relative free energies in the
gas phase.


High-level MP4(SDTQ)23–25 electron correlation cal-
culations were applied on the MP2 and B3LYP optimized
geometry.


MP2 and MP4(SDTQ) calculations were performed
using the PC-GAMESS version26 of the GAMESS/US
program.27 The calculations were carried out on a
laboratory-made Intel CPU-based Linux cluster. PCM
and B3LYP calculations were performed with the


Gaussian 9828 package. MOLDEN was utilized for
molecular graphics visualization.29


MP2-calculated potential energy surfaces are helpful
for comparing the present results with the theoretical
study of hydrocarbon cycloaddition reactions published
earlier.10 For the studied system, full MP4(SDTQ)
calculations reproduce well the highly accurate CCSD(T)
results10 and, therefore, can be used to improve MP2
energies. In certain cases the MP2 theory level provides
less accurate geometry and energy for carbenes compared
with the B3LYP density functional method.30–33 To
ensure reliability of the mechanistic conclusions in the
present work, all potential energy surfaces were also
studied with the B3LYP method.


#*'&)"'


In this section the potential energy surface of the studied
cycloaddition reaction is described. The proposed reac-
tion mechanism for the C�C—CH=O moiety used as a
four-electron donor (1→7) involves cyclic allene (3) and
carbene (5) intermediates (Scheme 2).


Since the previous study10 was performed at the MP2
level, we will start considering results obtained at this
level first and proceed with a detailed comparative
analysis of both mechanisms for X = O and X = CH2,
followed by a discussion of the B3LYP potential energy
surface, high electron correlation level calculations and
effect of solvent.


Energy data are summarized in Table 1, structures are
presented in Fig. 1 and a schematic representation of
potential energy surfaces is depicted in Fig. 2. Selected
geometry changes are discussed in the text and a detailed
description of geometric data is available as supplemen-
tary material (Table S1). Unless specified otherwise, the
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mechanism of the reactions is considered using the �G
potential energy surface as the most reliable one. A
separate discussion of �E and �H surfaces will be given
later.
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The [4 � 2] cycloaddition step takes place through the 2-
TS (Fig. 1) and requires overcoming a 41.9 kcal mol�1


energy barrier (Table 1). Normal mode analysis gives
only one imaginary frequency of 649.9i cm�1. Forward
and backward IRC calculations at the MP2/6–31G* level
were run to confirm the transition state and to find the
appropriate conformation of 1.


Alkyne (C8�C9) and C4�C3—C2=O parts are
subject to significant deformations in the transition state
as compared with 1. Triple bonds become longer by
�0.04 Å and the double bond elongates by approximately
the same value. Alkyne units are no longer linear,
C7—C8—C9 = 148.0° and C2—C3—C4 = 130.4°. The
forming C4—C8 and C9—X1 bonds are of length 1.877
and 1.996 Å, respectively, being different from each
other by �0.1 Å.


Overcoming 2-TS leads to the heterocyclic allene 3
with an almost planar structure of the six-membered ring
(see side view, Fig. 1), in agreement with literature
data.34 The energy gain of the stage is 10.0 kcal mol�1


compared with 1. The allene unit in 3 (C2—C3—
C4 = 109.3°, C2—C3 = 1.387 Å, C3—C4 = 1.412 Å)


deviates significantly from the linear structure, which it
usually possesses in a native non-cyclic state.


According to the experimental observations, a five-
membered furan ring is formed as a final product.
Therefore, an isomerization stage has been suggested to
take place after the cycloaddition reaction (Scheme 2).
The calculations succeeded in locating an appropriate
transition state, 4-TS. It has only one imaginary
frequency (521.4i cm�1) and possesses a ‘tricyclic’
nature. The IRC calculations at the MP2/6–31G* level
for both reactant and product directions confirmed that 4-
TS really interconnects 3 and 5.


The distances of breaking C4—C8 and forming
C3—C8 bonds are 1.739 and 1.811 Å, respectively.
From a certain point of view the process can be
considered as a 1,2-carbon shift. The transition state 4-
TS is the only structure on the potential energy surface in
which two CH2 groups lie out of plane (see side views,
Fig. 1), most likely owing to significant geometry
distortions. Bringing the shifting carbon atoms close
together also introduces geometry distortions in the
forming five-membered ring (cf. bond lengths and angles
of 4-TS with 3 and 5; see supplementary material, Table
S1).


Not surprisingly, the activation barrier is as high as
62.3 kcal mol�1 (Table 1). Overcoming the transition
state leads to 5 with an aromatic furan ring and carbene
center at C4. The 1,2-H shift through the 6-TS with a
small activation barrier of 8.8 kcal mol�1 results in the
final product formation. The stage is exothermic by 67.2
and 62.1 kcal mol�1 compared with 5 and 1, respectively.
According to previous experimental and theoretical
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X Species


MP2a//MP2a


(B3LYPa//B3LYPa)
�E


MP2a//MP2a


(B3LYPa//B3LYPa)
�H


MP2a//MP2a


(B3LYPa//B3LYPa)
�G


MP4a//MP2a


(MP4a//B3LYPa)
�E


MP4b//MP2a


(MP4b//B3LYPa)
�E


O 1 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0)
2-TS 37.4 (32.6) 37.1 (31.5) 41.9 (35.7) 35.2 (33.4) 36.7 (34.7)


3 �17.8 (�22.3) �15.5 (�20.7) �10.0 (�15.2) �16.5 (�17.2) �14.4 (�14.6)
4-TS 46.3 (40.2) 46.6 (40.1) 52.3 (45.6) 45.4 (45.0) 45.7 (45.7)


5 �2.1 (�10.7) �0.5 (�9.6) 5.1 (�3.9) �3.8 (�4.7) �2.3 (�2.8)
6-TS 8.5 (1.9) 7.9 (0.9) 13.9 (7.0) 8.7 (7.9) 8.5 (8.1)


7 �70.5 (�73.0) �68.1 (�70.6) �62.1 (�64.6) �68.7 (�69.5) �65.1 (�65.5)
8-TS 47.2 (29.4) 46.7 (28.0) 51.4 (32.0) 40.1 (33.8) 40.6 (34.3)


CH2 1 0.0 (0.0) 0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0)
2-TS 24.3 (29.7) 24.6 (28.7) 27.9 (33.2) 27.3 (26.9) 26.6 (26.4)


3 �21.2 (�21.5) �18.6 (�20.3) �14.2 (�14.6) �22.2 (�22.7) �20.4 (�20.7)
4-TS 23.0 (20.1) 24.1 (20.0) 28.7 (25.9) 22.6 (22.2) 22.1 (21.7)


5 0.1 (�5.9) 1.7 (�5.7) 5.9 (0.0) �2.2 (�3.0) �1.4 (�2.1)
6-TS 8.0 (4.0) 7.6 (2.3) 12.2 (8.4) 7.4 (6.7) 6.4 (5.7)


7 �73.4 (�73.5) �70.7 (�71.8) �66.1 (�65.6) �72.4 (�73.1) �69.7 (�70.2)
8-TS — (51.7) — (49.6) — (54.5) — (61.1) — (59.8)


a 6–31G* basis set.
b 6–311G** basis set.
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investigations,35–39 intramolecular rearrangements in
carbenes proceed via the singlet state, and we therefore
restrict our considerations within the singlet state of 5.


Upon analyzing movement along the imaginary modes
in 2-TS and 4-TS by serendipity a guess initial structure
was prepared representing a middle point between 1 and
5. The structure being passed to a transition state search
procedure converged to 8-TS (Fig. 1). Normal mode
analysis for 8-TS shows only one imaginary frequency of
903.2i cm�1. The IRC calculations for both directions
confirmed the nature of the transition state, which is
connecting species 1 and 5. In fact, 8-TS is a [3 � 2]
cycloaddition transition state and leads directly to furan
ring formation starting from the initial compound 1. In 8-
TS the forming X1—C9 bond is slightly longer than in 2-


TS, 2.014 and 1.996 Å, respectively, while another
forming bond, C3—C8 (8-TS), is considerably shorter
than C4—C8 (2-TS), 1.765 and 1.877 Å, respectively. In
agreement with these trends, the X1—C2 bond in 8-TS
(1.241 Å) is shorter compared with 2-TS (1.275 Å),
whereas the C4—C3 and C3—C2 bonds are longer in 8-
TS by 0.020 and 0.046 Å, respectively.


In cycloaddition transition states the difference in the
forming bond lengths can be considered as a measure of
asynchronicity. For 2-TS � = 1(X1—C9) � 1(C4—
C8) = 0.119 Å is significantly shorter than � = 1(X1—
C9) � 1(C3—C8) = 0.249 Å for 8-TS. Therefore, in the
studied case bond formation through the [3 � 2] pathway
proceeds in a more asynchronous manner than in the
[4 � 2] cycloaddition.
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Comparing the barriers, one may see the preference of
[3 � 2] cycloaddition over subsequent [4 � 2] cycloaddi-
tion and isomerization. The 1→5-TS activation energy is
by 10.9 kcal mol�1 lower than required for the 3→4-TS
stage (Table 1).
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To rationalize the differences between heterocyclic
(X1 = O) and hydrocarbon (X1 = CH2) substituents, the
same potential energy surface was also calculated for the
later case. Energy data are given in Table 1 and details of
geometry parameters are listed in the supplementary
material (Table S1). In addition, Scheme 2 and Fig. 2 also
display the 9-TS→10→11-TS→12 pathway studied
earlier.10


In this case the discussion of particular geometries and
energies will not be repeated for X1 = CH2 structures;


rather, the differences from heterocyclic reaction
(X1 = O) will be outlined.


The [4 � 2] cycloaddition of enynes proceeds through
the similar transition state 2-TS. However, it has an
earlier character: X1—C9 and C4—C8 bonds are 2.175
and 2.127 Å, respectively, for X1 = CH2, and 1.996 and
1.877 Å for X1 = O. In agreement with geometry trends,
the 1→2-TS activation barrier is only 27.9 kcal mol�1


(compared with 41.9 kcal mol�1 for X1 = O). In addition,
cyclic allene 3 formation is more-exothermic by
4.2 kcal mol�1.


In a similar way, the isomerization and 1,2-H shift via
4-TS and 6-TS leads to 7. However, the 3→4-TS
activation barrier is much smaller, �G≠ = 42.9 and
62.3 kcal mol�1 for X1 = CH2 and X1 = O, respectively.
Attempts to locate 8-TS were not successful in this case:
transition state optimizations starting from various initial
structures converged to 2-TS.


Since enynes have hydrogen atoms at X1 (X1 = CH2),
an alternative pathway involving two 1,2-H shifts
becomes applicable.10 According to the energy data, this
pathway is more preferable: �G≠(3→4-
TS) = 42.9 kcal mol�1, while �G≠(3→9-
TS) = 26.1 kcal mol�1. Benzene ring formation (12) is
energetically more favored than cyclopentadiene (7) by
32.9 kcal mol�1. Hence the 1→12 conversion is the most
likely pathway.


+���
����� � ����
�������
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����� 
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Reoptimization of the structures at the B3LYP level
resulted in a similar potential energy surface (Fig. 2).
Therefore, in the present section the mechanistic details
discussed above will not be repeated. The main
differences between the B3LYP and MP2 calculations
will be outlined instead. For both reactions (X1 = O and
X1 = CH2), the B3LYP optimized structures of 1, 3, 5 and
7 agree very well with those obtained at the MP2 level.
An average deviation of 0.005 Å in bond lengths and 0.9°
in bond angles was observed for the above set of
stationary points.


Similar structures of the carbon skeleton isomerization
transition state (4-TS) were calculated for both reactions
and the difference in activation energies does not exceed
2.5 kcal mol�1.


In the [4 � 2] cycloaddition reaction of the hetero-
atomic substrate (2-TS, X1 = O), the forming C4—C8
and X1—C9 bond lengths are 1.833 and 2.254 Å at the
B3LYP level, whereas MP2 calculations result in 1.877
and 1.996 Å, respectively. Therefore, both forming bonds
are longer at the B3LYP level, indicating an earlier
character of the transition state and resulting in a lower
activation energy: 35.7 and 41.9 kcal mol�1 at the
B3LYP and MP2 levels, respectively (Table 1).


5�	��� �� 12�3�6742$89 ��� "�'6742$89 )�� �����������+
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In the transition state of the enyne cycloaddition
reaction (2-TS, X1 = CH2), one of the forming bonds is
longer at the B3LYP level (C4—C8 = 2.243 vs 2.127 Å at
the B3LYP and MP2 levels, respectively), whereas the
second one is longer at the MP2 level (X1—C9 = 2.159
vs 2.175 Å at the B3LYP and MP2 levels, respectively).
In this case B3LYP gives an activation barrier
5.3 kcal mol�1 higher than the MP2 calculated value
(Table 1).


Hybrid density functional calculations considerably
increase the asynchronicity of the heterocyclic (X1 = O)
[3 � 2] cycloaddition transition state (� = 0.686, 0.249 Å
at the B3LYP and MP2 levels, respectively) and
significantly decrease the activation energy (�G≠ = 32.0
and 51.4 kcal mol�1 for B3LYP and MP2 calculations,
respectively).


Within the B3LYP theory level the 8-TS transition
state was located for the enyne [3 � 2] cycloaddition
reaction (X1 = CH2) with a very high activation barrier of
54.5 kcal mol�1 (Fig. 2). Therefore, it is not surprising
that 8-TS was not found in MP2 calculations, since this
stationary point may be too high on the MP2 energy
surface.


Clearly, comparative B3LYP/MP2 studies performed
in the present work revealed that the main differences are
in the description of the cycloaddition transition states,
whereas calculations for the other stationary points agree
within reasonable accuracy (Fig. 2). Although the
absolute values of the activation barriers change on the
B3LYP potential energy surface, the relative trends
remain the same: (i) for oxygen-containing molecules the
[3 � 2] pathway is preferred over the sequence of [4 � 2]
cycloaddition and isomerization; and (ii) in the case of
enynes (X1 = CH2), both [3 � 2] cycloaddition and 1,2-
carbon shift stages are unlikely.


�*; �- ����	� ���
��� 
�� ��	� ��������
������
���� ����� �
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�E and �H potential energy surfaces for heterocyclic
reaction (X1 = O) agree fairly well with each other for
both B3LYP and MP2 calculations (Table 1). The small
deviations within a few kcal mol�1 mainly reflect
differences in ZPVE contribution.


Comparison of �H and �G surfaces (X1 = O)
calculated with both methods shows a higher energy
shift of 2-TS and 8-TS by �4 kcal mol�1 and a higher
energy shift for the other stationary points by �5–
6 kcal mol�1. The change is due to the entropy contribu-
tion resulting from increased ordering of the system.
Similar trends are observed for the reaction of enynes
(X1 = CH2).


Table 1 presents the results of full MP4(SDTQ)
calculations applied on both B3LYP and MP2 optimized
geometries. The MP3 and MP4(SDQ) energy data will
not be discussed here, since it has been shown already


that these methods do not accomplish an accuracy level
of the full fourth-order Møller–Plesset theory.10 �E
energy surfaces (X1 = O) at the MP4/6–31G*//MP2/6–
31G* and MP2/6–31G*//MP2/6–31G* levels are in good
agreement with each other except for 8-TS, which is
7.1 kcal mol�1 lower for the former. The MP4/6–31G*//
B3LYP/6–31G* and B3LYP/6–31G*//B3LYP/6–31G*
calculations are in reasonable agreement including the
[3 � 2] cycloaddition transition state (8-TS). Overall, the
MP4//MP2 energy surface fairly accurately reproduces
the MP4//B3LYP calculated energy surface.


Correct accounting of electron correlation at a higher
level might require applying a good basis set. To check
the influence of the basis set effect, single-point MP4/6–
311G** calculations were performed for both MP2/6–
31G* and B3LYP/6–31G* optimized structures (Table
1). The energy data obtained give no evidence of
substantial differences compared with the single-point
MP4/6–31G* surface, thus, confirming the adequate
basis set chosen.


*��� � '������


Experimental synthetic procedures for the studied
cycloaddition reaction were carried out in toluene
solution.2 PCM calculations were applied to model the
influence from the toluene environment. In addition, the
effect of more polar aqueous solutions was estimated.


Analyzing the �G potential energy surface (X1 = O) in
the gas phase (Table 1) and in solvent (Table 2), one
notes only a minor influence. Taking into account the
toluene surrounding slightly decreases both 1→2-TS and
1→8-TS cycloaddition barriers by �1.5 kcal mol�1. The
exothermicity of the 1→3 stage is increased by
�2.0 kcal mol�1.


The above discussion applies to both MP2 and B3LYP
calculations, which perform in good agreement.


Accounting for the effect of the more polar water
surrounding in most cases further decreases the activation
barriers of cycloaddition stages. As far as reaction
energies are concerned, only the exothermicity of the
1→3 step is affected in the same manner, while 1→7
conversion does not lead to an additional energy gain.


The same general tendencies are calculated for the
enyne cycloaddition reaction (X1 = CH2) and will not be
repeated here (cf. Tables 1 and 2). It should be noted that
PCM calculations model only the effect of the media and
do not include specific solute–solvent interactions.


+���
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Although so far experimental data have been reported
only for the oxygen-containing molecules, in the present
work an attempt was made to predict the reactivity of two
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other heteroatoms of practical importance in organic
chemistry. Starting with substrates containing nitrogen
(X1 = NH) and sulfur (X1 = S), similar potential energy
surfaces were calculated leading to bicyclic derivatives of
pyrrole and thiophene (Scheme 2). It is interesting that
stationary points for both [4 � 2] and [3 � 2] cycloaddi-
tion pathways were located. This indicates the general
scope of the chemical transformation, suggesting that it
may be a route to a broad range of heterocyclic species.


Geometry (supplementary material, Table S2) and
energy (Table 3) data were evaluated only with the
computationally inexpensive B3LYP approach, which
was shown to provide reliable results for the system
studied. Owing to the similar nature of the stationary
points the discussion of particular structural properties
will be omitted (see above). Most attention will be paid to
outlining the main tendencies among the studied series of
compounds.


Comparing the X1—C9 and C4—C8 bonds lengths in
[4 � 2] cycloaddition transition states, one observes
similar values for X1 = CH2, O and NH, whereas for
X1 = S both bonds are considerably longer. In agreement
with the earlier character of 2-TS, the activation barrier
for X1 = S is smaller (�G≠ = 24.8 kcal mol�1) than for
the other cases (�G≠ = 33.2–35.7 kcal mol�1 for
X1 = CH2, O, NH). The only geometry parameter that
differs significantly in the substrates (1) is the X1—C2
bond length (1.283 and 1.646 Å for X1 = NH and X1 = S,
respectively). In addition to the forming bonds, X1—C2
and C2—C3—C4 display the greatest differences in 2-
TS (see supplementary material, Table S2).


Among the heteroatomic molecules studied, the
smallest activation energy for the isomerization step
(3→4-TS) was calculated for X1 = S
(�G≠ = 55.9 kcal mol�1), while the isomerization reac-


tion in the case of nitrogen (X1 = NH) would be the most
difficult (�G≠ = 69.4 kcal mol�1). Again, longer sulfur–
carbon bonds (cf. X1—C2 and X1—C9 in supplementary
material, Tables S1 and Table S2) would probably allow
more flexibility and more tolerance in structural defor-
mation, therefore lowering the activation barrier.


Interestingly, that activation barriers of the [3 � 2]
cycloaddition reaction for heteroatomic molecules do not
show significant deviations, being in the range 32.0–
35.7 kcal mol�1 (Tables 1 and 3).


All overall chemical transformations (1→7) are
substantially exothermic: 64.6, 76.7 and 78.5 kcal mol�1


for X1 = O, S and NH, respectively. Replacing relatively
weak acetylenic �-bonds with �-bonds and aromatic
stabilization energy are the main contributions to the
reaction exothermicity. In agreement with the expected
aromaticity properties,40 the energy gain upon making
pyrrole and thiophene rings is higher than for furan
derivatives. The highest value was obtained for the
benzene (1→12) derivative: 96.2 kcal mol�1 as calcu-
lated at the B3LYP/6–31G* level. Undoubtedly, the large
energy gain provides a strong driving force for the
reaction.


The same energetic tendencies as noted above
(X1 = O) are observed while modeling a toluene
surrounding for the compounds with X1 = S and NH
(Table 3). Taking account of the effect of the media
lowers the 1→2-TS barrier by �2 kcal mol�1 and
increases the exothermicity of the cyclic allene formation
(by 5.1 kcal mol�1 for X1 = NH and 3.0 kcal mol�1 for
X1 = S). The effects of the solvent on the 3→4-TS
activation energy and 3→5 reaction energy are small,
�1 kcal mol�1. This is also applicable for the 5→6-TS
step. Product formation (7) in a toluene surrounding is
�3 kcal mol�1 more exothermic than in the gas phase.


"
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X Species


MP2/6–31G*//MP2/6–31G*
(B3LYP/6–31G*//B3LYP/6–31G*)


�GSolv. (toluene)


MP2/6–31G*//MP2/6–31G*
(B3LYP/6–31G*//B3LYP/6–31G*)


�GSolv. (water)


O 1 0.0 (0.0) 0.0 (0.0)
2-TS 40.2 (34.1) 39.7 (33.9)


3 �13.2 (�18.2) �15.7 (�20.0)
4-TS 49.8 (42.9) 49.7 (43.0)


5 2.9 (�6.6) 2.7 (�7.5)
6-TS 11.0 (3.8) 8.9 (1.6)


7 �64.0 (�66.9) �63.0 (�66.1)
8-TS 49.7 (30.7) 48.7 (31.2)


CH2 1 0.0 (0.0) 0.0 (0.0)
2-TS 25.9 (31.0) 25.8 (31.4)


3 �17.1 (�17.8) �18.3 (�18.7)
4-TS 25.2 (22.3) 23.0 (21.1)


5 2.7 (�3.7) �0.2 (�6.4)
6-TS 8.3 (4.3) 4.1 (0.7)


7 �68.8 (�68.7) �69.4 (�68.9)
8-TS — (52.1) — (51.6)
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The above results represent the first computation of the
intramolecular cycloaddition reaction of an alkyne unit
with the C�C—CH=X moiety. The unique feature of
the reactions studied is governed by the competing nature
of the [4 � 2] and [3 � 2] cycloaddition pathways
possible in this chemical system. The direction of the
process may be controlled by tuning the substrate
structure. The following major points are selected for
discussion.


1. The chemical transformation of all the substrates
studied in this work may start with the [4 � 2]
cycloaddition stage leading to intermediate cyclic allene
(3) formation (Scheme 2). The presence of the hydrogen
atoms in enynes (X1 = CH2) allows less energetically
demanding utilization of the intermediate through the
subsequent 1,2-H shifts (3→12). The pathway to a six-
membered benzene ring is the most likely one for enynes,
since conversion through the other pathways would
require overcoming transition states with higher activa-
tion energy (Table 1, Fig. 2). The results are in total
agreement with the experimental findings, which con-
firmed the presence of cyclic allenes and detected
corresponding final products.3,6–9 The calculations are
also in agreement with the theoretical study reported
earlier.10


There is no way of following this pathway for the
oxygen-containing molecules (X1 = O) that will afford
carbon skeleton isomerization leading to a five-mem-
bered ring (3→7).


The present study first suggests the alternative pathway
of [3 � 2] cycloaddition instead of [4 � 2] cycloaddition
and isomerization. The calculations indicate the [3 � 2]
cycloaddition pathway to be preferred, therefore exclud-
ing allene 3 from the potential energy surface connecting


1 and 7, since carbene 5 is the first intermediate formed.
For the oxygen-substituted molecules, the experimental
study provides evidence for the involvement of hetero-
cyclic carbene in the cycloaddition reaction.2 This
observation strongly supports the mechanistic study
described here.


2. The experimental evidence for heterocyclic carbene
formation2 was obtained from the fragmentation reaction
of the specially designed compound 13 (Scheme 3), and
this topic deserves detailed discussion. Cyclic carbene 14
resulting from the substrate 13 may undergo either a 1,2-
Me shift (14→16) similar to the 1,2-H shift considered
above or a fragmentation reaction leading to a charac-
teristic furan derivative (14→18).


The model calculations (R1 = R2 = H) have shown that
carbene 14 conversions to isobenzofuran derivative 16
and to substituted furan 18 are exothermic processes
accompanied by a similar energy gain, �G = �37.2
and � 37.8 kcal mol�1, respectively (Fig. 3). However,
the activation barriers differ dramatically, being
32.7 kcal mol�1 higher for the methyl shift reaction
(�G≠ = 42.3 and 9.6 kcal mol�1 for 15-TS and 17-TS,
respectively). The result can be rationalized by taking
into account that in 15-TS two strained spiro-connected
cyclopropyl rings are present (Fig. 3). In contrast, the
process leading to 18 involves breaking a strained three-
membered ring in the substrate. Therefore, the overall
conversion reaction is kinetically controlled.


The experimental study2 represents a rare example of a
well designed fragmentation reaction achieved by fine
tuning of the substrate structure. The theoretical calcula-
tions are in agreement with available experimental data
and rationalize the mechanism of the process.


The backward 18→17-TS→14 reaction brings up a
very interesting point (applying the microscopic reversi-
bility principle). It can be considered as cyclopropanation


"
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X Species �E �H �G
�GSolv


(toluene)
�GSolv
(water)


NH 1 0.0 0.0 0.0 0.0 0.0
2-TS 32.0 30.8 34.9 32.4 32.4


3 �42.6 �40.7 �35.4 �40.5 �45.8
4-TS 29.0 28.8 34.0 30.5 30.6


5 �27.6 �26.4 �21.0 �25.7 �28.5
6-TS �12.5 �13.7 �7.9 �12.3 �14.5


7 �86.2 �84.1 �78.5 �81.8 �80.9
8-TS 33.7 32.1 35.7 33.6 34.0


S 1 0.0 0.0 0.0 0.0 0.0
2-TS 21.3 20.4 24.8 22.9 23.4


3 �31.9 �30.9 �25.0 �28.0 �27.7
4-TS 25.6 25.1 30.9 27.6 27.7


5 �20.8 �20.4 �14.4 �17.7 �19.4
6-TS �8.9 �10.5 �4.1 �8.0 �10.0


7 �84.9 �83.1 �76.7 �79.7 �78.7
8-TS 33.1 31.7 35.7 34.1 35.0


Copyright  2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 253–263


260 V. P. ANANIKOV







via a concerted [2 � 1] double bond addition to an alkyne
carbon atom. The precedence of C=C bond addition to
highly strained cyclic alkynes has been reported
recently,41,42 suggesting that the alkyne unit may act as
if it were a dicarbene. In a formal sense the cyclopro-
panation utilizes one of the carbene centers while
releasing the another one. In the case studied (14→17-
TS→18) the process implies a similar reaction mechan-
ism, but chemical transformation undergoes the opposite
direction, from strained cyclic carbene to energetically
favored alkyne.


3. Computed activation energies (Fig. 2) suggest that
enynes (X1 = CH2) would be more reactive in a [4 � 2]
cycloaddition reaction, whereas the barrier height in a
[3 � 2] cycloaddition is significantly smaller for oxygen-
substituted molecules (X1 = O). The conclusions are in
agreement with experimentally determined structures of
the products.1,2


Considering the heterocyclic substrates
(X1 = O,S,NH), the [4 � 2] cycloaddition barrier height
follows the trend O � NH � S (Tables 1 and 3) and in
the 1,2-C shift process �G≠ decreases in the order NH �
O � S.


In heteroatomic cases [3 � 2] the cycloaddition path-
way is preferred over the [4 � 2] cycloaddition and
isomerization. The similar potential energy surfaces for
the former pathway with X1 = O, S, NH suggest that
pyrrole and thiophene derivatives may be obtained under
approximately the same reaction conditions. Further
experimental studies on the topic will not only be able
to verify the prediction, but also provide some evidence
to distinguish between the cycloaddition pathways.


4. The mechanistic conclusions derived at both theory
levels agree with each other, showing the same trends in
relative stability of intermediates and barrier heights
(X1 = O). The most noticeable deviation concerns the
1→8-TS barrier height (Table 1). The MP2//MP2
calculations seem to overestimate the barrier
(�E≠ = 47.2 kcal mol�1) compared with the MP4//MP2
level (�E≠ = 40.1 kcal mol�1), while the B3LYP//B3LYP
value (�E≠ = 29.4 kcal mol�1) is in a good agreement


with the MP4//B3LYP-calculated value
(�E≠ = 33.8 kcal mol�1).


Under the experimental conditions the cycloaddition
reaction is carried out at 180°C.2 The activation barrier of
the rate-determining step (1→8-TS) computed at the
MP2 level is too high to provide a good product yield in a
reasonable reaction time. Sophisticated electron correla-
tion accounting at the MP4//MP2 level gives more
reliable results, and B3LYP and MP4//B3LYP calcula-
tions are in very good agreement with experiment. It
should be noted that on the B3LYP potential energy
surface 8-TS is lower in energy than both 2-TS and 6-TS
(X1 = O, Fig. 2).


Except for 8-TS, the MP2 and B3LYP potential energy
surfaces (�E, �H and �G) are in reasonable agreement.
Both methods provide reliable geometries, since MP4//
MP2 and MP4//B3LYP energy data are well reproduced
(Table 1).


5. Available experimental investigations in most cases
do not indicate a dramatic sensitivity of cycloaddition
reactions to the effect of solvent.43 In some cases
cycloaddition reactions are accelerated in aqueous
media,44 but this was attributed to specific interaction
with water rather than a simple effect of polarity.45


The present study confirms this tendency for the
studied reaction. Both theory levels suggest that the effect
of the solvent surrounding is unlikely to introduce
significant changes to the potential energy surfaces
(Tables 1–3). Solvent effect calculations at the MP2-
PCM and B3LYP-PCM levels are in good mutual
agreement.


�$!�)&' $!'


The detailed examination of the intramolecular alkyne
and C�C—CH=X cycloaddition reactions reported here
has shown that competing [4 � 2] and [3 � 2] cycloaddi-
tion pathways can take place. A six-membered cyclic
allene intermediate formed after the enyne [4 � 2]
cycloaddition stage easily undergoes a 1,2-H shift,
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leading to a stable aromatic product with a benzene
skeleton. In contrast, in the case of heteroatom-
substituted molecules, the energetically favored pathway
starts with a [3 � 2] cycloaddition reaction resulting in a
five-membered aromatic ring.


The system studied represents a unique example of
utilizing the competing nature of the cycloaddition
reactions to obtain different products simply by tuning
the substrate structure. The reported theoretical study
makes it possible to clarify the mechanism of the process
and allows further rational reaction design.


'���������
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Optimized values of bond lengths and bond angles are
given in Tables S1 and S2. Coordinates in XYZ format are


given for the optimized geometries (52 structures) and
transition state imaginary mode animations are available
in GIF format. All data are available at the epoc website
at http://www.wiley.com/epoc.
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ABSTRACT: Mono- and tetrakis(aminomethyl)-substituted resorcinarene-based cavitands 1 and 2 and their
clathrates 12�THF and 2�(THF)2 were investigated by FTIR spectroscopy and thermogravimetric analysis. Both hosts
form stable clathrates with THF both in solution and in the solid state. Major intra- and intermolecular interactions
could be identified and located by the use of vibrational spectroscopy. In all cases, dynamic cyclic intramolecular
hydrogen bonds between the amino groups and neighbouring ether bridges are observable. Copyright  2002 John
Wiley & Sons, Ltd.


KEYWORDS: host–guest systems; resorcinarenes; calixarenes; supramolecular chemistry; vibrational spectroscopy
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The formation of hydrogen bonds is one of the major
driving forces in supramolecular chemistry.1,2 As a
consequence, interest in the investigation of hydrogen-
bonded systems is still growing. Fourier transform
infrared (FTIR) spectroscopy is often used for this
purpose, because this fast and efficient method can be
applied to complexes in the gas, liquid and solid states. In
the beginning of calixarene-related chemistry,3–7 the
cyclic hydrogen bond system at the lower rim fixing the
cone conformation of these compounds was investigated
by FTIR spectroscopy, proving the importance of this
methodology.3 Later, FTIR spectroscopy was used to
characterize host–guest complexes of calixarenes8–10 and
resorcarene-based cavitands11–13 in the solid state and in
solution, especially with a focus on hydrogen-
bonded14–17 or surface-bound systems.18,19


Resorcinarene-based cavitands 1 and 2 (Scheme 1)
seem to be predestined for inter- and intramolecular
hydrogen bonds and also show a rich host–guest
chemistry.20 Therefore, we decided to use FTIR spectro-


scopy to study in cavitands 1 and 2 the weak supramol-
ecular interactions which have a formative influence on
the supramolecular, three-dimensional structure.


"1#02�# !-� �/#�0##/'-


The syntheses of the resorcinarenes 1 and 2 have been
described earlier.21 When solid samples of the host
molecules 1 and 2 were recrystallized from THF, stable
clathrates with this solvent were formed. This is in
agreement with solution studies on the complexation
behaviour of both guest molecules and THF. By NMR
titration experiments, an association constant of 500
l mol�1 was found for THF as a guest and CDCl3 as a
solvent.22 By thermogravimetric analysis,23 a host-to-
guest ratio of 2:1 for the monoamino cavitand 1 and 1:2
for host 2 could be deduced for the solid state. In the case
of the complex 12�THF, the guest molecule leaves the
crystal lattice at 320 K, whereas the first THF molecule of
the 2�(THF)2 clathrate is liberated between 350 and
410 K and the second between 410 and 530 K. Therefore,
the two THF molecules must sit on different sites in the
crystal lattice, bound with different strengths in the
crystal.


According to FTIR data, the cavitand 1 possesses low
symmetry, the highest point group being Cs with one
mirror plane through the NH2 group, in case of deviation
from this, C1 is the corresponding point group. Host 2 is
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of higher symmetry; the highest point group that can be
assumed is C4v, and if the methylamino groups are
disordered the symmetry is lowered towards C2 or C1.
The guest molecule (THF) exhibits C2v symmetry in the
case of a planar arrangement, otherwise a Cs or C2


symmetry, and the site group is C1. Therefore, for
included THF, all modes are Raman and IR active,
assuming Cs symmetry, the species are A and B whereas
for C1, the species is A.


Further details about the general procedure for the
vibrational analysis of host–guest complexes can be
found in the literature.24,25


In the 12�THF clathrate the THF guest molecule is


bound strongly, as indicated by the thermogravimetric
analysis; it can only be removed under severe conditions
(heating, reduced pressure). This also applies to
2�(THF)2.


FTIR spectroscopy reveals (Table 1) that most
absorptions of the guest are shifted towards higher
frequencies, the shift being up to 35 cm�1 and the
average shift about 16 cm�1; some frequencies are
shifted downwards, the shift being up to 57 cm�1 and
the average shift 22 cm�1. This can be explained as a
complexation-induced shift due to molecular interac-
tions, which is very strong compared with similar shifts
observed for the benzene and toluene complexes of the p-


#�����  
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12�THF


THF Assignment27,28293 K 80 K Int.a


— 3233 sh * 3240 v13 � v25 � v28
2955 2954 * 2966 v18
2861 2857 * 2826 v21
— 2336 2360 2v10
1768 1768 1825 2v13
1669 1669, 1645 sh * 1, 2 1653 v7 � v17
1465 sh 1464 sh * 1457 v6
1455 sh 1455 sh * 1448 v23
1436 sh 1436 sh * — v15 � v32 B
1381 1385 1363 v7
1363 1363 1330 v8
1286 1292 1289 v25
1269 1272 1262 v26
1260 1259 1241 v9
1193 1194, 1, 2 1175 v10
1163 1168
1071 sh 1079 sh, 1060 sh * 1, 2 1069, 1060 sh v28
1035 sh 1035 sh * 1031 v12
883 927, 885 907 v13
816 817 803 sh v28 � v17 B
687 sh 684 sh, 662 sh * 1, 2 656 v16
609 sh 609 * 601 v32


a Interpretation of band splittings; sh = shoulder; br = broad.
* Superposition of guest and host bands. 1, Different orientations of the host molecules in the crystal lattice. 2, Different orientations of the guest molecule in
the host molecule or the crystal lattice.
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tert-butylcalix[4,6]arenes. In the latter case, average
shifts of 12–15 cm�1 can be found.26


Only a few absorption bands of THF are split into two
components in the clathrate compared with the same
absorptions in liquid THF. This could be caused by
different orientations of the THF molecules in the crystal
lattice or different interactions of one THF molecule with
two differently orientated host molecules. The band-
widths observable for free THF in solution and
enclathrated THF are similar. On the other hand, there
are some bands which are typical of isolated molecules
similar to the gas phase, e.g. v7 (Table 1). With respect to
the thermogravimetric data and comparisons with other
cavitates, interactions between enclathrated THF mol-
ecules are not likely. The similar behaviour is strictly
related to the interactions, particularly to the hydrogen
bonds. Another explanation is that the THF molecule is
rotating inside the host.


Similarly to the FTIR spectra of cavitand 1, most
frequencies of THF are shifted towards higher frequen-
cies when the solvent molecule is enclathrated by the host
2 forming a 2�(THF)2 complex (Table 2). The shift is up
to 24 cm�1, the average shift being about 9 cm�1; some
frequencies are shifted downwards, the shift being up to
20 cm�1 and the average shift 10 cm�1.


In contrast to cavitand 1, most bands of THF are split
into two components upon clathrate formation. This is
mostly caused by the different positions of the THF
molecules with regard to the cavitand position and,
derived from this, from different interactions of the THF
molecules within the cavitand. Furthermore, different


orientations of one THF molecule are also possible.
Strikingly, one component of the splitting is strongly and
the other one only moderately shifted. This indicates
again that different interactions exist between the THF
molecule inside the cavity and the other THF molecule
placed outside. The bands of THF in solution and
enclathrated THF are similar concerning the linewidth.
However, interactions between a pair of THF molecules
seem to be improbable.


A comparison of the FTIR spectra of free hosts (1 and
2) and guest (THF), respectively, and clathrates [12�THF
or 2�(THF)2] shows that there are no significant shifts of
the frequencies for the macrocyclic skeleton. This is in
accordance with the rigid structure of the cavitands.
However, when benzylamine is used as a model
substance for the amino groups, the NH2 absorptions
are clearly changed (Tables 3–5).


The NH2 bands are broadened by the NH—O
hydrogen bonds. At room temperature there is only one
band detectable, indicating a dynamic process in which
these hydrogen bonds are involved. One possible
explanation for this may be the rotation or switching of
the NH2 group as depicted in Scheme 2.


At low temperature (80 K), two NH2 frequencies can
be observed for cavitate 12�THF, both absorptions being
shifted towards lower frequencies (up to 60 cm�1, Table
3). This gives evidence for further interactions with the
NH2 group, probably hydrogen bonding to the guest
molecule.


In contrast, at room and low temperature, two NH2


frequencies are observable for cavitand 2. Both frequen-


���� %. $+ (� 	�� %�6)457�
2�(THF)2


THF Assignment27,28293 K 80 K Int.a


3570 sh 3572 3568 v18 � v32
3015, 2990 3017, 2994 1, 2 2993 sh v13 � v25 � v28
— 2980, 2968 sh * 1, 2 2966 v18
2680 sh 2685 2680 v23 � v26 A
1659 sh 1657 1653 v7 � v17
— 1459 sh * 1457 v6
— 1454 sh * 1448 v23
— 1439 sh * — v15 � v32 B
1343 sh, 1343 1, 2 1363 v7
1325 sh 1321 1330 v8
1284 1287, 1279 1, 2 1289 v25
1271 1268 1262 v26
— 1242 sh, 1232 sh * 1, 2 1241 v9
1194 sh 1193, 1184 sh * 1, 2 1175 v10
1068, 1072, 1067 sh, 1, 2 1069, v28
1056 sh 1056 sh, 1046 sh 1060 sh
— 1039, 1032 1, 2 1031 v12
909 926, 909 1, 2 907 v13
662 sh 667 sh, 643 * 1, 2 656 v16
603 602 601 v32


a Interpretation of band splittings; sh = shoulder; br = broad.
* Superposition of guest and host bands. 1, Different orientations of the host molecules in the crystal lattice (one inside, one outside the cavity). 2, Different
orientations of the guest molecule in the cavity.
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cies are shifted towards lower frequencies (up to
58 cm�1, Table 5); in the cavitate some frequencies are
also shifted towards higher frequencies (up to 38 cm�1,
Table 5), but in most cases they are also shifted towards
lower frequencies (up to 62 cm�1, Table 5). The fact that
the splitting of the NH2 frequencies can be observed
independently from included THF is evidence for
different kinds of hydrogen bonds in which the NH2


groups are involved. The intra-residue hydrogen bonding
between the amino groups and the O-atom in the bridging
units as described in Scheme 3 are very strong and thus
strongly shifted towards lower frequencies. However,
there is no driving force for the hydrogen bond networks
to proceed around the rim in the same direction. In our
opinion, we have to expect C2v symmetry for the cavitand
as shown in Scheme 3.


The maximum of the NH2 frequencies is at about
3374 cm�1 in the case of cavitand 1, whereas the
maximum in the case of cavitand 2 is significantly lower
(3239 cm�1). This also indicates strong hydrogen bonds
in the latter case. In contrast, we obtain two maxima with
the same intensity for the vs NH2 frequencies, when free
cavitand 2 is compared with its THF complex. This can
only be explained by a change within the hydrogen


bonding network. The most probable explanation is that
some of the amino groups also form hydrogen bonds
towards the O-atom of the THF. This also means that the
O-atom of the complexed THF is pointing out of the
cavity. The second THF molecule is not interacting with
the aminomethyl groups, otherwise further splittings
should occur. This indicates that the second THF is
situated outside the cavity and forms a clathrate.


Band splitting of some low-lying frequencies in two
components, e.g. the cavitand ring mode at 588 cm�1


(cavitands 1 and 2) and the ring mode at 850 cm�1


(cavitand 2), can be explained as follows: in cavitand 1 it
is an effect of the different orientation of the host units in
the crystal lattice and the anisotropy of the potential field.
This is not detectable in the case of a lower guest
occupation. The intensities of the components are the
same. This is in good agreement with the assumption of
two differently orientated host molecules.


In cavitand 2, the splitting is caused by the two THF
molecules that are located at different places in the
clathrate. The complexed THF molecule situated inside
the cavity is in particular attached via hydrogen bonds;
these are missing for the enclathrated THF molecule
outside the cavity. In summary, the complexation-


���� *. $+ (� 	�� �����(  � ��� ���#���  ��)45 �( ���8������


PhCH2NH2 293 K


1a 12�THFa


293 K 80 K 293 K 80 K


vasNH2 3378 s 3450 br 3374 (100%)b 3455 br 3368
vsNH2 3296 s 3254 3236 (100%)b


a The relative intensities of vasNH2 and vsNH2 are inverted; br = broad.
b Relative intensities.


���� 3. $+ (� 	�� ���� �#�	��( ��(� �	 �����(  �( ���
���#���  ��)45


1 12�THF


293 K 80 K 293 K 80 K


625 624 623, 614 623, 608
Cavitand ring mode 588 589 600, 586 601, 588


���� 4. $+ (� 	�� �����( %� ��� ���#��� %�6)457� �( ���8������


PhCH2NH2 293 K


2a 2�(THF)2
a


293 K 80 K 293 K 80 K


vasNH2 3378 s 3409, 3401, 3415 (100%)b 3391 sh
3371 (100%)b 3364 3369 3363


vsNH2 3296 s 3272 3295 3281 3261 (100%)b


3193 3239 (100%)b 3205 3234 (100%)b


3125 sh 3136 sh — 3124 sh


a The relative intensities of vas(NH2) and vs(NH2) are inverted.
b Relative intensities.
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induced shifts observed for the NH groups (cavitate
12�THF vs benzylamine as a model substance) indicate
the following host–host and host–guest interactions
(Scheme 4): CH–� interaction (part 1 and THF → part
6), hydrogen bonds (part 4 and THF → part 5a), induced
dipole interaction (THF → part 4) and a further unspe-
cified weak interaction (THF → part 1,5b).


Similar interactions can be specified for clathrate
2�(THF)2: CH–� interaction (part 1 → part 6, complexed/
enclathrated THF → part 6), hydrogen bonds (part 4 and
THF → part 5), induced dipole interaction (complexed
THF → part 4) and a further unspecified weak interaction
(enclathrated THF → part 1).


�'-�20#/'-


By the use of a thorough vibrational analysis of
aminomethyl-substituted cavitands 1 and 2, it is possible
to describe the hydrogen bond array between the amino
groups and the ether bridges fixing the macrocyclic
skeleton. By the recently developed new strategy,21


important host–guest interactions can be classified and
good structural models based merely on FTIR data are
accessible.


From the observed complex-induced shifts, three main
types of interactions between host–host and host–guest
can be located. Favourable CH–� and dipole interactions
and mainly hydrogen bonds are responsible for the strong
coherent structure of the clathrates.


1561"/)1-�!2


The syntheses of the cavitands 1 and 2 have been
described earlier.21 Infrared spectra (KBr pellets of pure
crystalline samples) were recorded on an IFS 113v FTIR
spectrophotometer (Bruker) using KBr windows and a
DGTS detector, the resolution being about 0.5 cm�1. The
temperature of the samples was 293 and 80 K, respec-
tively. Host-to-guest ratios of the samples used for the IR
analysis were determined by thermogravimetric analysis
as described earlier.20
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epoc ABSTRACT: N-Methyl-8-aminophenathridinium–uracil and –adenine conjugates possessing a nucleobase attached
at the phenanthridinium 8-amino group by a trimethylene spacer were prepared in the form of water-soluble
hydrogensulfate salts. Spectroscopic characteristics of the conjugates reveal the formation of folded conformations in
water characterized by intramolecular aromatic stacking between the phenanthridinium unit and the tethered
nucleobase. The conjugates form 1:1 complexes in water with either complementary or non-complementary
nucleotides, giving log Ks values between 1 and 2 and showing a lack of any base recognition. Also, the binding
studies with single-stranded polynucleotides showed no preference of conjugates to polynucleotides containing
complementary nucleobases. At pH 5, the N-methylphenanthridinium–adenine conjugate exhibited preferred binding
to double-stranded (ds-) polyAHþ, whereas its protonated analogue bound preferably to polyU. The results reveal that
the presence of protonated or permanently charged intercalator units in the conjugates dramatically changes their
binding preferences for polynucleotides. Copyright # 2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc
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INTRODUCTION


Intensive research during the last two decades has shown
that single-stranded (ss-) domains of DNA and RNA are
of the paramount importance for life processes in living
cells.1,2 Among different types of ss-domains, the abasic
sites have attracted a lot of interest owing to their
important role in the DNA repair system.3 Since many
of the antitumor drugs act by modifying (i.e. alkylating)
nucleobases in DNA,4 molecules that bind specifically at
such lesions and inhibit the DNA repair system may
potentiate the action of antitumor drugs.5 The importance
of adenine in the study of abasic sites can be demon-
strated by in vitro experiments with DNA polymerases.
Namely, polymerases preferentially incorporate dA op-
posite to an abasic site (the so-called ‘A-rule’), a selec-
tivity that is not fully understood and cannot be explained
by thermodynamic or structural studies.6 In the last


decade, pH-dependent properties of nucleobases, espe-
cially adenine and cytosine, have also been a subject of
intensive research.7 It has been shown that the pKa value
of adenine at the N1 position (see Fig. 1) is strongly
dependent on the local surroundings such as stacking
interactions, possibility of participation in hydrogen
bonding and charge stabilization. Protonated adenine
readily forms a number of different types of hydrogen
bonds, resulting in a variety of non-canonical base pairs
of high biological importance.7 In a number of recent
publications, the synthesis of molecules designed for
recognition of DNA abasic sites has been reported.8


The molecules incorporate three structural units: (a) an
intercalator unit for strong binding to DNA, (b) a nucleic
base for recognition of the complementary non-paired
base at the abasic site and (c) a linker connecting the
intercalator and the base of a suitable length and flex-
ibility to allow pairing of a tethered base with that at the
abasic site. In addition to binding at abasic sites, one
paper also describes the recognition of n-propyladenine
by proflavine–thymine conjugate in aqueous media.
However, it was pointed out that there was no direct
evidence of hydrogen bonding between complementary
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nucleobases.9 It appears that this type of conjugate may
also act as receptor molecules capable of recognizing
complementary nucleosides or nucleotides in water or
may bind strongly to ss-polynucleotides at sequences
containing complementary bases. Intrigued by the possi-
bility of nucleotide recognition by such conjugates, we
have prepared a series of N5-protonated phenanthridi-
nium–adenine and –uracil derivatives [Fig. 2(B)] with
different lengths of aliphatic linkers and studied their
interaction with nucleotides and polynucleotides in aqu-
eous media.10,11 Such conjugates showed a lack of any
recognition of complementary nucleotides, but the ade-
nine conjugate exhibited interesting selectivity toward
complementary polyU.11 Binding studies were per-
formed at a non-physiological pH of 5, since the proto-
nation of phenanthridine nitrogen was necessary to
provide a sufficient solubility of the conjugates in water.
In the next step, we synthesized the N5-methylated


phenanthridinium conjugates shown in Fig. 2(A). Owing
to the permanently charged phenanthridinium unit, such
conjugates should be sufficiently soluble in water at the
physiological pH of 7 and their binding preferences
toward nucleotides and polynucleotides could be altered
compared with those of the protonated phenanthridinium
conjugates in acidic conditions. Here, we report on
binding studies of uracil and adenine conjugates 7 and
8, respectively, and on the reference derivative 6 lacking a
tethered base with nucleotides and double-stranded (ds-)
and ss-polynucleotides at pH 5 and 7. They all show that
their binding preferences change dramatically with re-
spect to those of the protonated analogues. We also report
on the unique selective binding of 8 to the polyAHþ


double helix formed by polyA at pH 5. To find an
explanation for the observed selectivity, a model of
ds(AHþ)4 with intercalated compound 8 was built and
geometry optimizations were carried out using quantum
chemical methods.


RESULTS AND DISCUSSION


Synthesis


As outlined in Scheme 1, trifluoromethylsulfonate salts 1
and 2 were prepared from the corresponding 8-tosyl-
protected phenanthridines,10 by reaction with an excess
of methyl trifluoromethylsulfonate in dichloroethane (at
room temperature, under argon) and subsequent depro-
tection by trifluoromethylsulphonic acid in situ.12


Compound 5, however, could not be prepared in this
way owing to the simultaneous methylation at one of


Figure 1. Hydrogen bonding between protonated adenines
(N1) in ds-polyAHþ


Figure 2. (A) Phenanthridinium–nucleobase conjugates 7 and 8 and the reference phenanthridinium derivative 6; (B)
previously studied N5-protonated phenathridinium analogues


Scheme 1. (a) CF3SO3CH3, ClCH2CH2Cl, Ar, r.t.; (b) CF3SO3H, ClCH2CH2Cl, Ar, r.t.
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heterocyclic adenine nitrogens. Therefore, N5 of N-3-
bromopropyl-N-tosyl-8-amino-6-methylphenanthridine
was methylated in the first step, giving the triflate salt 3 in
a 52% yield. In the next step, 3 was reacted with a large
excess of adenine in the presence of NaH, giving the
phenanthridinium salt 4 in 18% yield. Finally, the tosyl
protection was removed by reaction with trifluoromethyl-
sulfonic acid, to give 5 in a 80% yield (Scheme 2).


Exchange of lipophilic trifluoromethylsulphonate an-
ion for hydrophilic hydrogensulfate was performed by
mixing the acetonitrile solutions of compound 1, 2 or 5
with a 10-fold excess of tetrabutylammonium hydrogen-
sulfate in acetonitrile, yielding precipitation of the corre-
sponding hydrogensulphate salts 6–8 [Fig. 2(A)].13


Spectroscopic properties


In the electronic absorption spectra of 6–8 taken from
an aqueous solution, changes in absorbance obey the
Lambert–Beer law in the concentration range 1� 10�6–


1� 10�4 mol dm�3. The absorption maximum of 8 at
268 nm is blue shifted compared with reference 6
(Table 1), owing to the additive absorption maximum of
the attached adenine (�max¼ 262 nm). The red shift of
another absorption maximum of 8 (�max¼ 449 nm,
Table 1) and a pronounced hypochromic effect compared
with reference 6 strongly support intramolecular stacking
interactions between the phenanthridinium unit and the
tethered nucleobase. Hypochromicity observed in the
spectra of uracil conjugate 7 vs reference 6 is less
pronounced than that of 8 and there is almost no shift
of maxima. The latter can be explained by the smaller
aromatic surface of uracil compared with adenine and
therefore weaker stacking interactions of the former with
phenanthridinium moiety. It is interesting that the hypo-
chromicity observed for permanently charged uracil
conjugate 7 is significantly stronger than that found for
the previously reported protonated phenanthridine–uracil
analogue under the same experimental conditions.10


Since the pKa of all of the N5-protonated phananthridine


Scheme 2. (a) CF3SO3CH3, ClCH2CH2Cl, Ar, r.t.; (b) NaH, dry DMF, Ar, r.t.; (c) CF3SO3H, ClCH2CH2Cl, Ar, r.t.


Table 1. Molar extinction coefficients, absorption maxima of 7, 8 and references 6, Ade-C3 and Ura-C3, fluorescence
emission intensities and maxima of 6–8 pH 7, Na cacodylate buffer, 0.04mol dm�3


UV–Vis Fluorescence emission


Compound �max (nm) ��max
a (nm) " (mol�1 cm2) H (%)b �max (nm) ��c (nm) Int(6)/Int(X)


6 279/438 — 44.16/4.26 — 575 — —
7 278/438 �1/0 33.2/3.1 25/27 552 23 0.94
8 268/449 �11/þ11 18.68/1.5 61/65 541 34 4.0
Ade-C3 262 — 13.73 —
Ura-C3 267 — 9.92 —


a Shift of the maxima calculated as �max(6)��max(7 or 8).
b Hypochromic effect at �¼ 279 nm estimated as: {["(6)� "(7 or 8)]/"(6)}� 100.
c ��¼�(6)��(7 or 8).
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conjugates is 6, close to 91% of the uracil conjugate
should be protonated at pH 5.10 Consequently, the ob-
served difference in hypochromicity for 7 and its analo-
gue, the protonated uracil conjugate, indicates that the
strength of intramolecular stacking depends on the charge
distribution of phenanthridinium units.


The fluorescence emission of 6–8 is linearly dependent
on concentration up to 5� 10�6 mol dm�3. The excita-
tion spectra of all compounds studied are in good agree-
ment with their UV–visible spectra. The emission
maxima of nucleobase conjugates 7 and 8 are signifi-
cantly blue shifted compared with reference 6 (Table 1).
Since the blue shift of ethidium bromide emission occurs
upon its intercalation in ds-polynucleotides, the same
observation for 7 and 8 additionally supports the intra-
molecular base-on-phenathridinium stacking. Again, the
tethered adenine of 8 induced a significantly stronger
emission change of the phenanthridinium unit than uracil
of 7 (Table 1).


1H NMR spectra of 6–8 in D2O (�10�3 mol dm�3)
were fully assigned by means of one- and two-dimen-
sional techniques and also by analogy with previously
reported derivatives.10 Taking into account the previously
reported self-association constants Ksa for ethidium bro-
mide (EB, Ksa¼ 180 mol�1 dm3)14 and protonated phe-
nanthridinium–nucleobase conjugates (estimated Ksa¼
102 mol�1 dm3),10 only about 20% of self-association for
6–8 could be expected in the concentration range used for
1H NMR measurements. However, the low solubility of
the compounds and appearance of broad signals pre-
vented the accumulation of sufficiently accurate NMR


data for calculation of the self-association constants.
Comparison of the chemical shifts of phenanthridinium
protons of 7 and 8 with those of the reference derivative 6
reveals strong upfield shifts of the H7 and H9 protons of
both nucleobase conjugates (Fig. 3).


The same observation has been reported for protonated
phenanthridinium conjugates and was found to originate
mostly from the intramolecular base-on-phenathridinium
stacking interactions rather than from intermolecular
stacking.10 The tethered base protons of 7 and 8 also
show significant upfield shifts relative to those of the
reference derivatives Ade-C3 and Ura-C3 (Fig. 3). These
findings are in accord with the results of UV–visible and
fluorescence experiments, corroborating that both 7 and 8
form folded conformations with intramolecular base-on-
phenathridinium stacking. The strongest upfield shift was
observed for the phenanthridinium C6-methyl protons of
8, indicating their close proximity to stacked adenine.
The magnitude of shielding effects is higher for adenine
conjugate 8 than for uracil conjugate 7, which is in accord
with previous observations of a stronger stacking of
intercalators with purine than with pyrimidine nucleo-
bases.15,16


Interactions with nucleotides


Addition of nucleotides to aqueous solutions of 6–8
induces significant changes in their fluorescence
emission, allowing the determination of the binding
constants (logKs, Table 2) and stoichiometries of the


Figure 3. Induced chemical shifts�� (ppm) (��phen¼ �7,8� �6, *��¼ �adenine–8, uracil–7� �Ade-C3, Ura-C3) by intramolecular self-
stacking in 7 (&) and 8 (*)
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conjugate–nucleotide complexes. Processing the fluores-
cence titration data for 6–8 and various nucleotides gave
the best fit for the 1:1 stoichiometry of complexes in each
case. The calculated binding constants (Ks) were of the
same order of magnitude as those found for ethidium
bromide15,16 and protonated phenanthridinium conju-
gates.10 No significant charge dependence was observed
for the binding of AMP2�, ADP3� and ATP4� series
either, suggesting the dominant role of intermolecular
�–� stacking interactions between the phenanthridinium
unit of the conjugate and a nucleobase of the nucleotide,
and only a minor contribution of the electrostatic binding.
No significantly different affinity of 7 and 8 toward
complementary nucleotides was observed. Hence, as in
the case of protonated phenanthridinium conjugates, no
recognition of the complementary nucleotide could be
achieved by permanently charged conjugates.


Interactions with polynucleotides


Spectroscopic titrations. Interactions of 6–8 with ct
DNA as the representative of a ds-polynucleotide at pH
5 were studied by fluorimetric titrations. Addition of ct
DNA resulted in a 3.4-fold increased emission of the
reference compound 6 and only 1.7- and 1.6-fold that of 7
and 8, respectively. For comparison, the fluorescence of


EB (as reported previously)17 increased 20-fold. The
binding constants for 6–8 (logKs¼ 5.2–5.9) and [bound
ligand]/[polynucleotide phosphate] ratios (n¼ 0.08–
0.20) calculated from titration data according to the
Scatchard equation17,18 are similar to those determined
for EB (logKs¼ 6.1, n¼ 0.2), within the error of the
method.19 These results show that the conjugates bind to
ct DNA by intercalation with similar affinity as EB and
that the presence of a spacer and a tethered nucleobase
does not greatly alter the intercalation ability of phenan-
thridinium unit. Only slightly lower values of n deter-
mined for 8 relative to reference 6 and EB indicate a
somewhat less dense intercalation, probably due to steric
hindrance imposed by the linker and the adenine.


UV–visible and fluorimetric titrations of 6–8 with ss-
polynucleotides were performed at physiological condi-
tions (pH 7) and also at pH 5 for comparison with
previously studied protonated analogues [Fig. 2(B)].11


In all titrations, addition of ss-polynucleotide to the
solutions of 6–8 induced a hypochromic effect in the
UV–visible spectra and an increase in fluorescence
(Table 3). In general, addition of polyA resulted in
more pronounced spectroscopic changes than the addi-
tion of polyU. This observation can be explained by a
larger aromatic surface and hence a stronger stacking
between the phenanthridinium unit and purine nucleo-
bases but it also points to stacking interactions being the
dominant binding force that stabilizes such complexes.


Upon addition of polyA under acidic conditions (pH
5), the spectroscopic changes of 6–8 (hypochromic and
bathochromic effects in UV–visible spectra and fluores-
cence increase) were significantly more pronounced than
at a neutral pH. It is well known that protonated polyAHþ


at pH 5 forms a double helix (Fig. 1).2b In ds-helix, the
base pairs provide a larger surface for stacking with
intercalated phenanthridinium than single bases in ss-
polyA at pH 7. In contrast, spectroscopic changes in-
duced by addition of polyU were found to be independent
of pH since the polynucleotide remained single-stranded
at both pH values.


Table 2. Binding constants (logKs) for 6–8 toward nucleo-
tidesa,b


Compound AMP ATP GMP UMP


6 1.6� 0.04 2.0� 0.1 2.00� 0.13 1.6c


7 1.7� 0.07 1.9� 0.04 2.1� 0.04 1.5c


8 2.1� 0.05 — 1.8� 0.06 1.7� 0.1
EB 1.6 — 1.6 1.2


a Fluorimetric titrations were performed at pH 6 (I¼ 0.1 mol dm�3, Na
cacodylate buffer).
b AMP2�¼ adenosine monophosphate; ATP4�¼ adenosine triphosphate;
GMP2�¼ guanosine monophosphate; UMP2�¼ uridine monophosphate.
c Only 50% of complexation was reached, allowing only estimation of
binding constant.


Table 3. Spectroscopic properties of complexes 6–8 with ss-polynucleotidesa


PolyA PolyU


UV–Vis Fluorescence; �Ib UV–Vis Fluorescence; �Ib


Compound pH �Ab (%) d�exc¼ 325/440 nm (%) �Ab (%) d�exc¼ 325/440 nm (%)


6 �35 þ525/þ170 �8 —c


7 5 �20 þ310/þ150 �15 —c


8 �10 þ260/þ120 �17 —c


6 �14 þ200/þ60 �12 —c


7 7 �20 þ110/þ40 �14 —c


8 �10 þ90/þ38 �3 —c


a Spectroscopic titrations were performed at pH 5 and 7 (I¼ 0.1 mol dm�3, Na cacodylate buffer), �max(6, 7)¼ 440 nm and �max(8)¼ 445 nm.
b Calculated as �Að�IÞ ¼ f½A0ðI0Þ � AðIÞ�=A0ðI0Þg � 100, where AðIÞ is calculated value at 100% of complex formed.
c Due to the linear dependence of spectroscopic changes on the concentration of polynucleotide, it was not possible to calculate AðIÞ value at 100% of complex
formed.
d Different excitation wavelengths (325 nm abs. shoulder; 440 nm abs. maxima) were used for the comparison of the observed emission changes.
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The observed spectroscopic changes (bathochromic
and hypochromic effects in UV–visible titrations and
fluorescence increase) are more pronounced for the
reference derivative 6 lacking a nucleobase and follow
the order 8< 7< 6 (Table 3). The UV–visible and fluori-
metric properties along with NMR results clearly suggest
the formation of folded conformations of 7 and 8 in
aqueous media. Owing to intramolecular base-on-
phenanthridinium stacking, free 7 and 8 exhibit a lower
absorbance, bathochromic shifs and lower emission in-
tensities relative to 6 lacking a tethered base. Conse-
quently, additional spectroscopic effects resulting from
binding to polynucleotides should be less pronounced for
7 or 8 than for the reference 6, showing in the free state a
stronger absorbance, non-shifted phenanthridinium bands
and higher emission intensity than the former conjugates.


No significantly increased affinity of conjugates 7 and
8 toward complementary ss-polynucleotide relative to the
non-complementary one could be observed (Table 4).
The binding constants for polyU complexes with 6–8 can
only be estimated (logKs< 3, Table 4) owing to solubility
problems at polyU concentrations >0.01 mol dm�3. The
affinity of 6 and the uracil conjugate 7 towards polyA is
the same at pH 5 and 7. In contrast, the affinity of adenine
conjugate 8 toward ds-polyAHþ formed at pH 5 is an
order of magnitude higher than that at pH 7 (Table 4,
Fig. 4); the Ks of 8 is also significantly higher than those
of 7 and the reference 6. Interestingly, the affinity order
reverses at pH 7. These results strongly suggest that some
additional specific interactions stabilize the complex of 8
and ds-polyAHþ. To prove this additional stabilization,
thermal denaturation experiments with 6, 7 and 8 and
polyA at pH 5 were performed.


The double helix of polyAHþ formed at pH 5 under the
applied experimental conditions exhibits a melting tran-
sition at 73 �C. Addition of adenine conjugate 8 resulted
in strong stabilization of ds-polyAHþ (Fig. 5: �Tm/ratio8/


polyAHþ: 2.3/0.2; 4.6/0.3; 17.0/0.5), while addition of the
reference compound 6 and the uracil conjugate 7 had no


effect on the melting transition. Hence these results are
clearly in accord with those of fluorimetric titrations for 8
and support the conclusion that the adenine conjugate 8
recognizes ds-polyAHþ (Table 4).


To account for the observed enhanced binding of 8 to
ds-polyAHþ, the molecular modelling was performed on
the ds-polyAHþ–8 intercalative complex.


The structure obtained is presented in Fig. 6. It shows
that additional interaction, besides intermolecular stack-
ing, is possible through hydrogen bonding between the
adenine N1 hydrogen of ds-polyAHþ and the adenine N-
1 of 8. These hydrogen bonds could explain the stronger
binding of 8 and increased thermal stabilization of ds-
polyAHþ.


Conjugate 8, on binding to polyU, could form the
pseudo-polyA–U complex by intercalation of phenanthri-
dinium between adjacent uracils and formation of hydro-
gen bonds between adenine of 8 and the stacked uracil.
To check this possibility, polyU saturated with adenine
conjugate 8 (ratiopolyU/8� 1) was prepared. However, no
thermal melting transition was observed, showing that the


Table 4. Binding constants (logKs) and ratios n (cbound 6–8/
cphosphate)


a for 6–8 towards ss-polynucleotidesb


PolyA PolyU


Compound pH n LogKs n LogKs


6 5 0.1� 0.05 4.3� 0.1 —c <3c


7 0.1� 0.05 4.8� 0.2 —c <3c


8 0.1� 0.05 5.3� 0.2 —c <3c


6 7 0.1� 0.05 4.8 � 0.2 —c <3c


7 0.1� 0.05 4.7� 0.2 —c <3c


8 0.1� 0.05 4.4� 0.3 —c <3c


a The correlation coefficients >0.999 correspond to given ranges of n and
logKs.
b Fluorimetric titrations were performed at pH 5 and 7 (I¼ 0.05 mol dm�3,
Na cacodylate buffer).
c Estimated value owing to <20% of complex formed, �exc¼ 320 nm and
�exc¼ 440 nm used for titration.


Figure 4. Fluorimetric titration of 8 with polyA at pH 5 and
7 (I¼0.05mol dm�3, Na cacodyate buffer) using two ex-
citation wavelengths


Figure 5. First derivative of melting curves of ds-polyAHþ


(&) and 8–ds-polyAHþ complexes at the 8–ds-polyAHþ


ratios of 0.2 (*), 0.3 (!) and 0.5 (x)
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pseudo-polyA–U complex was not formed. This result is
also in agreement with the results of fluorimetric titra-
tions, showing the absence of any increased affinity of 8
towards complementary polyU (Table 4).


CONCLUSION


The spectroscopic properties and conformational charac-
teristics of novel phenanthridinium–nucleobase conju-
gates 6–8 are comparable to those of the previously
studied protonated phenanthridine–nucleobase conju-
gates.10 Folded conformations with intramolecularly
base-on-phenanthridinium stacking were found for both
series of conjugates. Intramolecular stacking is signifi-
cantly more pronounced for the adenine conjugates than
for the uracil conjugates, in accord with the known
dependence of aromatic stacking on the surfaces in
contact.16


There is no increased affinity of 7 and 8 towards
complementary nucleotides, as already found for pre-
viously studied protonated phenanthridine–nucleobase
conjugates.10 These results are at variance with the
reported recognition of propyladenine by proflavine–
thymine conjugate in aqueous media.9 Spectrophoto-
metric titrations of 6–8 with ss- and ds-polynucleotides
suggest intercalation as the dominant binding interaction
of the phenanthridinium unit under both acidic (pH 5) and
physiological (pH 7) conditions. The results of spectro-
scopic binding studies show a lack of any recognition of
the complementary polynucleotides by conjugates 7 and
8 at both pH 5 and 7. Hence both the nucleotides and
polynucleotides possessing bases complementary to
those tethered to 7 and 8 could not be recognized by
this type of intercalator–nucleobase conjugate. It can be
concluded that the hydrogen bonding between comple-
mentary bases on the phenanthridinium surface is
disfavored owing to strongly competitive hydration of
H-bond donor and acceptor sites.


It was observed that, at pH 5, the adenine conjugate
(8)–polyAHþ complex is significantly more stable than


the corresponding complexes of uracil conjugate 6 and
the reference 7 lacking the nucleobase. This can be
explained only by the additional interactions of the
adenine of 8 with ds-polynucleotide. On the other hand,
the results of binding studies for N-methylphenanthridi-
nium derivative 8 and its protonated analogue B (Fig. 1,
n¼ 3, R¼Ade)10 and polynucleotides reveal their dif-
ferent properties. The former exhibits a significantly
stronger binding to ds-polyAHþ and the latter to polyU.
Although there is no definite explanation for the observed
preferences at present, they could be a consequence of a
different density and/or distribution of the positive charge
on the phenanthridinium units of the protonated and
methylated conjugates.


NMR spectra or x-ray structural analysis of the con-
jugate–short oligonucleotide complexes is necessary to
provide a deeper insight into the specific interactions
responsible for the observed selectivity of 8 toward ds-
polyAHþ and its protonated analogue toward polyU.
Research along this line is in progress. However, relying
upon experimental data presented in this and previously
reported papers,10,11 we can stress the importance of
small structural and charge variations in the conjugates,
which can result in a dramatic change of their binding
preferences toward polynucleotides. Such variations,
however, seem to be less important for binding of simple
nucleotides in water. The results presented provide new
experimental facts relating to the structure and charge of
nucleic acid binders of intercalator–nucleobase conjugate
type that can be of high relevance for design of small
molecules capable of recognizing specific ss-regions of
DNA and RNA.


EXPERIMENTAL


General procedures. 1H NMR spectra were recorded on
a Varian Gemini 300 spectrometer operating at 300 MHz.
Chemical shifts (�) are expressed in ppm and J values in
Hz. Signal multiplicities are denoted as s (singlet), d
(doublet), t (triplet), q (quartet) and m (multiplet).


Figure 6. Optimized structure of ds-polyAþ tetramer–8 intercalative complex (only the middle two pairs of tetramers are
shown; hydrogen atoms of 8 omitted for clarity). Possible hydrogen bonding between adjacent adenine þN1-H and the N1 of 8
is indicated in (A) and (B) (distance 2.65 Å). In (C) the side view of the complex showing intercalation of the phenantridinium
unit of 8 can be seen
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Electron absorption spectra were recorded on a Varian
Cary 3 spectrometer using quartz cuvettes (1 cm). Fluor-
escence spectra were recorded on a Perkin-Elmer LS 50
fluorimeter. Mass spectra were obtained using an Extrel
2001DD spectrometer. Preparative thin-layer chromato-
graphy (TLC) was carried out using Merck Kieselgel
HF254 plates. Melting-points for phenanthridinium salts
were not determined, since these salts melt in a broad
temperature range (170–210 �C for triflate salts, 200–
280 �C for hydrogensulfate salts) followed by darkening
of the sample, that is caused by decomposition of the
permethylated phenanthridinium salt. For all products,
purity was checked by 1H NMR spectroscopy. In several
cases, a correct elemental analysis could not be obtained
owing to the polar and hygroscopic character of com-
pounds. Spectroscopic data (1H NMR, 13C NMR, HRMS,
ESMS) are available as Supplementary Material at the
epoc website at http://www.wiley.com/epoc.


UV–visible and fluorescence measurements. Nucleotides
and polynucleotides were purchased from Sigma and
Aldrich and used without further purification. Polynu-
cleotides were dissolved in sodium cacodylate buffer,
0.05 mol dm�3, pH 7, and their concentrations were
determined spectroscopically as the concentration of
phosphates. The measurements were performed in aqu-
eous buffer solution (sodium cacodylate–HCl,
0.05 mol dm�3, pH 5–7). Under the experimental condi-
tions used, the absorbance and fluorescence intensities of
6–8 were proportional to their concentrations. Spectro-
scopic titrations were performed at constant ionic
strength (sodium chloride, 0.1 mol dm�3) by adding por-
tions of nucleotide or polynucleotide solution to solutions
of the tested compound. The data obtained were corrected
for dilution. In fluorimetric titrations, an excitation wa-
velength of �max¼ 440 nm was used (where possible
checked with �exc¼ 320 nm) and changes in emission
at maxima (Table 1) were monitored. The binding con-
stants and stoichiometries of complexes of 6–8 with the
nucleotides were calculated from the concentration range
corresponding to ca 20–80% complexation by the non-
linear least-squares fitting program SPECFIT.20 The
binding constants (Ks) of 6–8 toward polynucleotides
and [bound ligand]/[polynucleotide phosphate] ratio (n)
were calculated according to the Scatchard equation18 by
a non-linear least-squares fitting method. Values for Ks


and n given in the text (ct DNA) and in Table 4 all have
satisfactory correlation coefficients (>0.999).


8-(Propyl)amino-5,6-dimethylphenanthridinium triflate
(1). 8-(Propyltosyl)amino-6-methylphenanthridine10


(230 mg, 0.57 mmol) and CF3SO3CH3 (190ml,
1.71 mmol) were dissolved in dry 1,2-dichloroethane
(5 ml) and stirred for 4 days under an argon atmosphere
at room temperature. CF3SO3H (180ml, 1.9 mmol) was
added and the reaction mixture was stirred for 2 days.
After solvent removal, a brown oil was obtained and


purified by TLC (SiO2, 10% MeOH in CH2Cl2,
Rf¼ 0.65) to give a red powder of 1 (110 mg, 46%) that
was recrystallized from CH3CN.


8-[3-(Urac-1-yl)propyl]amino-5,6-dimethylphenanthridi-
nium triflate (2). 8-(3-(Urac-1-yl)propyltosyl)(amino-6-
methylphenanthridine10 (280 mg, 0.54 mmol) and CF3


SO3CH3 (180 ml, 1.63 mmol) were dissolved in dry 1,2-
dichloroethane (7 ml) and stirred for 2 days under an
argon atmosphere at room temperature. CF3SO3H (70 ml,
0.81 mmol) was added and the reaction mixture stirred
for 2 h. After solvent removal, a brown oil was obtained
and purified by TLC (SiO2, 20% MeOH in CH2Cl2,
Rf¼ 0.16) to give a red powder of 2 (21 mg, 8%) that
was recrystallized from CH3CN.


8-(3-Bromopropyltosyl)amino-5,6-dimethylphenanthridi-
nium triflate (3). 8-(3-Bromopropyltosyl)amino-6-
methylphenanthridine10 (500 mg, 1.05 mmol) and
CF3SO3CH3 (230 ml, 2.07 mmol) were dissolved in dry
1,2-dichloroethane (10 ml) and stirred for 1 day under an
argon atmosphere at room temperature. After solvent
removal, a brown oil was obtained and purified by TLC
(SiO2, 10% MeOH in CH2Cl2, Rf¼ 0.47) to give a light
yellow oil of 3 (350 mg, 52%).


8-[3-(Aden-9-yl)propyltosyl] amino-5,6-dimethylphenan-
thridinium triflate (4). Adenine (157 mg, 1.16 mmol) that
was previously dried and NaH (46 mg, 60% w/w,
1.16 mmol), were suspended in dry DMF (10 ml) and
stirred for 1 h under an argon atmosphere at room
temperature. To this suspension, a solution of triflate 3
(250 mg, 0.386 mmol) in dry DMF (20 ml) was added
dropwise and the reaction mixture was stirred in the dark
for 24 h under an argon atmosphere at room temperature.
After solvent removal, the residue was suspended in
CH2Cl2, filtered and washed several times with CH2Cl2.
The solution was concentrated and purified by TLC
(SiO2, 20% MeOH in CH2Cl2, Rf¼ 0.1) to give a light
gray solid of 4 (50 mg, 18%).


8-[3-(Aden-9-yl)propyl]amino-5,6-dimethylphenanthridi-
nium triflate (5). Triflate 4 (50 mg, 0.07 mmol) was
suspended in dry 1,2-dichloroethane (5 ml), then
CF3SO3H (12 ml, 0,14 mmol) was added and stirred for
1 h under an argon atmosphere at room temperature.
After solvent removal, the oily residue was crystallized
from MeOH–CH3CN–diethyl ether to give an orange
powder of 5 (32 mg, 80%).


8-(Propyl)amino-5,6-dimethylphenanthridinium hydro-
gensulfate (6). To a solution of triflate 1 (100 mg,
0.24 mmol) in dry CH3CN (1 ml), a solution of tetrabu-
tylammonium hydrogensulfate (1.6 g, 4.8 mmol) in dry
CH3CN (1 ml) was added. The precipitated product was
collected by filtration to give a red powder of 6 (60 mg,
69%).


898 L. -M. TUMIR ET AL.


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 891–899







8-[3-(Urac-1-yl)propyl]amino-5,6-dimethylphenanthridi-
nium hydrogensulfate (7). Compound 7 was obtained as
described for 6; triflate 2 (15 mg, 0.03 mmol) and tetra-
butylammonium hydrogensulfate (260 mg, 0.76 mmol) in
dry CH3CN (1þ 1 ml) gave an orange powder of 7 (4 mg,
30%).


8-[-(Aden-9-yl) propyl]amino-5,6-dimethylphenanthridi-
nium hydrogensulfate (8). Compound 8 was obtained
as described for 6; triflate 5 (7 mg, 0.01 mmol) and
tetrabutylammonium hydrogensulfate (8 mg, 0.02 mmol)
in dry CH3CN (1þ 1 ml) gave an orange powder of 8
(4 mg, 57%).


Molecular modeling. The model of the four ds-polyAþ


pairs was built and optimized using two-layer ONIOM21


calculations with the Gaussian 9822 program. Methods in
the ONIOM calculations were UFF23 for a lower layer
and the density functional method (DFT) B3LYP/3–
21G*24 for a higher layer. Subsequently a second model
was built from the optimized ds-polyAþ units and 8,
which was manually docked between ds-polyAþ units.
Subsequent geometry optimizations for the second model
were also carried out.


To achieve the required computational accuracy and to
satisfy the computer time demands, the higher layer,
optimized at the DFT level, consisted of four protonated
adenine rings in the middle of the constructed model and
the entire compound 8, while the remaining parts of the
model were in the lower layer and calculated by the UFF
method. No constraints or restraints were applied to the
model.
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13. Čudić P, Žinić M, Tomišić V, Simeon V, Vigneron J-P, Lehn J-M.
J. Chem. Soc., Chem. Commun. 1995; 1073–1075.


14. Davies DB, Veselkov AN. J. Chem. Soc., Faraday Trans. 1996;
92: 3545–3557.


15. Odani A, Masuda H, Yamauchi O, Ishiguro S. Inorg. Chem. 1991;
30: 4486–4488.
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ABSTRACT: The kinetic effect of fluorophobic interactions was examined in Diels–Alder reactions and the
conjugate addition of amines to acrylonitrile at different pressures. Its magnitude is lower than for other solvophobic
media (water, ethylene glycol). Activation volumes determined in perfluorohexane are less negative for Diels–Alder
cycloadditions owing to reduced fluorophobic interactions under pressure, in line with a former study. At variance, the
conjugate addition is more pressure sensitive in the fluorous medium owing to the combination of solvophobic
acceleration and enhanced electrostriction. Some synthetic applications of the multiactivation method (pressure
� fluorophobic activation) are presented with emphasis on the beneficial solvophobic properties of the fluorous
medium. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: fluorophobic effects; pressure; activation volume; Diels–Alder reaction; conjugate addition; Passerini
reaction
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The pressure dependence of rate constants ultimately
yields the activation volume �V*, the magnitude of
which describes the volume profile. However, �V* is
seldom a one-component expression. In fact, it is known
to be a composite quantity as it must accommodate two
main effects, the structural volume variation �VS* when
the reaction variable migrates from ground to transition
state and the environmental volume term �Vm* resulting
from volume variations in solute–solvent interactions
when the molecules enter the transition state:1


�V � � �VS
� ��Vm


� �1�


This view seemed reasonably accepted until recently.
However, during the last decade, additional activation
volume components were reported, mostly connected
with �Vm*.2 The idea is to consider not only electrostatic
interactions �V�*, but also to take into account
solvophobic interactions �V�* as


�Vm
� � �V�


� ��V�
� �2�


It is therefore necessary to examine carefully the possible


medium effect in order to interpret �V* correctly,
particularly when mechanistic details are deduced.3


The occurrence of �Vm* must be envisaged when rate
constants are solvent dependent. For example, in
ionogenic reactions or simply when the transition state
is more polar than the initial and final states, the polarity
of the medium influences reaction rate constants. This is
also the case when the reaction system is subjected to
solvophobic effects.4 Such effects were shown to result
from a concentration effect increasing the number of
intermolecular collisions and also from stabilization of
the activated complex by increased hydrogen bond
interactions if the formation of these bonds is possible.5


Solvophobic media for organic molecules are essentially
water or water-like media (formamide, glycols) and
fluorous hydrocarbons.


Perfluorohydrocarbons are unique as they show poor
miscibility and solvating power toward most organic
compounds. These properties have been exploited in
organic synthesis: fluorous biphase chemistry6 (a remark-
able recent application includes hydroformylation reac-
tions;7 in addition, it should be pointed out that
fluorophobic interactions may be observed only in non-
amphiphilic fluorous media; for reactions carried out in
the amphiphilic fluorous F-626 solvent, see Ref. 7d) and
use as a surfactant-like system in supercritical carbon
dioxide.8 A case of fluorophobic acceleration in the
Diels–Alder reaction of 9-hydroxymethylanthracene with
N-ethylmaleimide has recently been reported.9 It has also
been shown that perfluorous organic solvents accelerate
Michael reactions in solid-phase chemistry on resins.10


Solvophobic interactions result from the associative
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effect forcing the organic molecules together in order to
minimize the solvent–hydrocarbon interfacial area (e.g.
to remove the solvent-accessible non-polar surface area
in the transition state). In hydrophobic media, the kinetic
acceleration is due to (i) enforced hydrophobic interac-
tions,11 (ii) hydrogen bonding12 and (iii) electrostatic
interactions.13 It is generally not easy to distinguish
which effect is the main determining parameter of the
kinetic alteration. As an example, in the cycloaddition of
methyl vinyl ketone to isoprene, all three effects take part
as shown by a pressure study.14 At variance with water
and water-like solvents, perfluorohydrocarbons are
simpler structured liquids and, accordingly, fluorophobic
interactions are expectedly easier to understand. Owing
to their very low dielectric constant and solubility
parameter, polarity effects are non-existent and hydrogen
bonding properties extremely weak. If fluorophobic
acceleration is observed, the kinetic effect must be
ascribed to solvophobicity alone. A further advantage of
using such media lies in the fact that they do not react
with the quasi totality of reagents, at variance with
alcohols and, a fortiori, with water which is usually not
tolerated in many reactions.


The aim of this paper is to report our recent results on
the effect of pressure on possible fluorophobic interac-
tions and to correlate the results with previous �V* data
determined in dissociating and/or solvophobic media.
The synthetic aspect will also be considered.


�!"�#�"


Solvophobic interactions are directly related to the
solubility of reactants. Partial solubility is required to
observe reaction. However, there is no solvophobic effect
in reactions where the substrates are fully dissolved. For
the fluorous hydrocarbon, we selected a prototypical
fluorous medium, perfluorohexane, and for reactions, we
investigated Diels–Alder reactions and the conjugate
addition of amines to acrylic compounds previously


examined under pressure in our laboratory.14,15 All these
reactions are characterized by fairly negative activation
volumes. We first studied the solvent effect at atmos-
pheric pressure. In a second step, we report the pressure
effect in these reactions according to the medium.


!���� �� 	�$%�� � ������ ���		
��


We followed the kinetics of the [4 � 2] cycloaddition of
toluquinone to isoprene (reaction A) and the conjugate
addition of tert-butylamine to acrylonitrile (reaction D) in
different solvents of various polarities defined by their �2


values (cohesion energy density) (Scheme 1, Table 1).
The lowest rate constants are found in chloroform for
both reactions. Interestingly, the relative k ratios (�
values) are around 3 and 11 for the respective reactions in
perfluorohexane, despite the lower polarity. Although the
rate increase in the fluorous medium is relatively modest
compared with the corresponding � values in water and


"����� &


���$� &' '� "��� �((�� �� ��� )�� #*+ 	�� ������� ��	 ��,����� �		������


Solvent �
2


Diel–Alder reaction (reaction A) Conjugate addition (reaction D)


105 k �b 106 k �b


C6F14 35 2.62 3.0 17.8 11.1
CHCl3 86 0.87 1.0 1.6 1.0
CH2Cl2 104 — — 1.9 1.2
CF3CH2OH (TFE) 154 28.7 33 — —
C2H5OH 161 2.23 2.6 — —
CH3OH 208 — — 6.1 3.8
HOCH2CH2OH 213 45 52 87 54
HCONH2 369 71 82 165 103
H2O 547 1270 1460 820 683


a Conditions: P = 0.1 MPa, reaction A 303.5 K, reaction D 300.7 or 317.2 K (see Ref. 14); k is given in dm3 mol�1 s�1.
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water-like media, it is perceptible. In fact, according to
Hildebrand’s theory, in the absence of solvophobic
interactions the ratios should be less than unity. The k
ratios determined in C6F14 are indicative of the existence
of fluorophobic interactions. The rate increase with
increasing polarity of the medium must be interpreted
differently according to the reaction. The conjugate
addition is an ionogenic reaction with formation of
zwitterions, obviously promoted in a more polar medium.
Fluorophobic effects also intervene, as testified by the
higher k values in C6F14. On the other hand, the rate
increase in the Diels–Alder reaction is only partly due to
increased electrostatic interactions. This is highlighted by
comparison of the � values in ethanol and TFE, which
have similar �2 values. The � value is 2.6 in ethanol, but
about 33 in TFE. The latter alcohol is known to develop a
strong hydrogen-bonding network with carbonyl
groups.16 This is also the case for ethylene glycol,
formamide and water. Solvophobic interactions take also
much importance in these media, particularly in water
(� = 1460).


In order to extend these results, we investigated the
kinetics of two other Diels–Alder cycloadditions, con-
sisting of one normal electron demand reaction (iso-


prene � methyl acrylate) (reaction B) and one inverse
electron demand reaction (hexachlorocyclopentadiene
� styrene) (reaction C) (Scheme 1).


According to Fig. 1, there is a minimum for � (in
CHCl3). The kinetic behavior of the four reactions
resembles the results reported for the Diels–Alder
cycloaddition between N-ethylmaleimide and 9-hydro-
xymethylanthracene.9 For the latter reaction, the mini-
mum is even more pronounced owing to the extremely
low solubility of both reactants in perfluorohexane, hence
resulting in enforced fluorophobic interactions.


���������� �� �() �� 	�$%��


As outlined in the Introduction, solvophobic interactions
affect �V*. In a previous study, we showed how �Vm*
followed Eqn. (2).14 The situation can be rather complex
if the medium is water or a water-like solvent. Different
activation volume terms are possibly involved which act
in divergent ways during the progression of the reaction
towards the transition state. In these media �V�* itself
must acknowledge the volume expansion due to the
decrease of hydrophobic interactions and the volume
shrinkage ascribed to the promotion of hydrogen bonding
by pressure. It is expected that the activation volumes
determined for reactions carried out in fluorophobic
media would be simpler to interpret as �V�* should be
exclusively ascribed to solvophobic interactions. Accord-
ingly, we followed the kinetics of the reactions described
in the first part of the paper in the 0–100 MPa pressure
range (Table 2) using perfluorohexane as the medium.


The �V* values were compared with those previously
reported for the same reactions in other media14,15 (Table
3). The results are instructive. Overall, one can
distinguish three trends (within uncertainty limits):


1. The conjugate addition of tert-butylamine (reaction D)
conforming to the expected electrostriction shows a
regular trend, e.g. a strong increase in �V* with
increasing polarity of the medium. �V* =
�65 cm3mol�1 in C6F14, which is the least polar
medium (for a thorough description of electrostriction


*��
�� &' '���- ��������� . �� �( � �����#� #� ��� ��/
.�������� � (�� (��� #� "���# 0!$��1� !2! �� �!2��2���
2��34 5�� � "� �� (�� ��� #�/���� ������� �� !$��1 �# �41�


���$� +' 6����� .��##��� �((�� �� �������# +*) �� .��7������8����


Pressure (MPa) A (303.5 K) B (335.2 K) C (323.3 K) D (317.2 K)


0.1 2.62 � 10�5 2.80 � 10�6 2.32 � 10�5 1.78 � 10�5


25 2.95 3.85 3.11 3.38
35 3.74 4.35 3.41 3.85
50 4.10 5.15 4.27 5.23
60 — — — 6.28
75 4.22 6.62 4.85 8.33


100 — 8.65 6.47 —
(�V*)T (cm3mol�1) �27 �36 �32 �65


a k (in dm3 mol�1 s�1).
b Precision of �V* values is estimated to be � 1.5 cm3mol�1 for Diels–Alder cycloadditions and 10% in reaction D.
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phenomena, see Ref. 17). However, considering also
the results detailed in Table 1, �V* should contain a
volume term due to fluorophobic interactions. This
volume is probably low, masked by the very negative
value for �V*.


2. The Diels–Alder reaction between isoprene and
methyl acrylate (reaction B) is characterized by a
quasi insensitivity of �V* towards medium polarity.
This is in line with an earlier observation explained by
equally matched volume effects along the reaction
coordinate.14


3. Two Diels–Alder reactions (reactions A and C) exhibit
a maximum in the �V* diagram. For both reactions
fluorophobic interactions should be relatively impor-
tant leading to �V�* � 0, thereby increasing �V*. The
maximum is observed in weakly polar solvents such as
CHCl3.


,��$������ � ��������		
�� ������� 	-���	�	


Remembering the beneficial kinetic effect of hydro-
phobic interactions, fluorophobic activation of organic


reactions could be a means to overcome difficult
syntheses. Considering the results detailed above, the
kinetics of the multiactivation process (pressure
� solvophobic activation) should be regarded as a
compromise between (i) enhanced rate constant in
perfluorohexane vs organic solvents at ambient pressure,
and (ii) reduced sensitivity to pressure for isopolar
reactions making �VT* less negative in C6F14 than in
other solvents of low polarity.


We examined several types of reactions which occur
sluggishly or not at all under normal conditions (Diels–
Alder, Michael-like and Passerini reactions) (Scheme 2).
Table 4 reports the results. It should be pointed out that
the yields reported may change on varying the reagent
concentrations, owing to the heterogeneous, even bi-
phasic system, obtained by mixing the reagents with the
fluorous medium.


According to Table 4, for each reaction, operation in
perfluorohexane improves the yield, although modestly
when compared with a solubilizing organic medium. The
improvement can certainly be ascribed fully or partly to
fluorophobic interactions. An interesting result is dis-
played in entry 1 (R = CH3). The addition of methyl vinyl


���$� .' )�.��	��� �( ��� ���"����� "� ��� �95: �� #� ��� ��/ .�������� � �( ��� ��	��� ��� �� ���


Medium � (cal cm3)�1/2 A (303.5 K) B (335.2 K) C (323.3 K) D (317.2 K)


C6F14 5.9 �27 �36 �32 �65
CHCl3 9.27 �39 �39 �35 �55
C2H5OH 12.7 �36 nd nd nd
CH3OH 14.4 nd �38 �33 �35
HCONH2 14.6 �33 nd nd �23
H2O 23.39 nd �37 �28 �25


"����� +'


���$� /' 2���-.��##��� ��%% �
�� #/����#�# �� !$��1
�


Entry Medium Type Yield (%) Ref.


1 (R = H)b CHCl3 Diels–Alder 17 18


C6F14 d° (idem) 40
1 (R = CH3)c CHCl3 Michael-like 16 17,19,20


C6F14 Diels–Alder 32
2 Acetone Diels–Alderd 8e 21


C6F14 d° (idem) 13e


3 Propanol Michael-likef 13 22


C6F14 d° (idem) 30
4 Pinacolone Passerinig 13 23


C6F14 d° (idem) 40


a Total volume 2.5 ml. No reaction in the non-fluorous medium at 0.1 MPa
under the conditions used.
b Furan 1.37 mmol, vinyl ketone 1.2 mmol, 30°C, 16 h.
c Methylfuran 1.0 mmol, vinyl ketone 0.9 mmol, 30°C, 16 h.
d Isoprene 0.75 mmol, 2,6-dimethylbenzoquinone 0.30 mmol, 20°C, 24 h.
e The ratio of the two regioisomers (about 1:1) does not change with the
medium.
f


Cinnamonitrile 1.8 mmol, propanol 2.0 mmol, P(C4H9)3 0.3 mmol, 50°C,
24 h.
g


Benzoic acid 0.45 mmol, ketone 0.40 mmol, tert-butyl isocyanide
0.50 mmol, 25°C, 16.5 h.
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ketone to 2-methylfuran can proceed according to two
different pathways: [4 � 2] cycloaddition (pathway A)19


or/and Michael-like addition (pathway B)17,20 (Scheme
2). The reaction in water or water-like solvents occurs
mostly (65–100%) according to pathway B, whereas the
situation is reversed in the fluorous medium (see Table 5).


We compared the yields obtained in different solvo-
phobic media (Table 5). The furan Diels–Alder reaction
(entry 1, R = H) proceeds chemoselectively in all
solvophobic media affording endo and exo cycloadducts.
This is a difficult reaction which occurs at ambient
pressure only under adequate catalytic activation.21 At
300 MPa the yields range from modest to excellent. In this
reaction, water and water-like media are more appropriate
than perfluorohexane. The endo preference is higher in the
latter owing to two factors, low polarity and the
solvophobic effect.24 The methylfuran Diels–Alder reac-
tion (entry 1, R = CH3), however, is better performed in
the fluorous medium since the chemoselectivity regarding
the cycloaddition is highest whereas only pathway B is
followed in water. This is ascribed to the negative
electrostatic potential developed around the oxygen atom
in methylfuran which is enhanced in water.25 The
selectivity results in ethylene glycol and formamide may
be related to small quantities of water whereas the
perfluorous compound is a highly demixing system.


At variance, the Passerini multicomponent reaction
described in entry 4 is a highly sterically hindered
reaction.23 It does not proceed in water and ethylene
glycol at 300 MPa. Perfluorohexane is the medium of
choice, making the multiactivation method as a useful tool
for the synthesis of sterically congested Passerini products
which could be of real interest as bioactive substances.26


!01!��2!��,#


3����� �����������	


Isoprene, styrene, methyl acrylate, methyl vinyl ketone


and acrylonitrile were distilled before use. Other reagents
were used as received. Solvents were dried. Kinetic
measurements were performed as follows. Weighed
reagents and internal standard (1,2,3-trimethoxybenzene
or bibenzyl, depending on the reaction) were introduced
in PTFE tubes of large volume (15 ml) for the runs in
perfluorohexane. In order to obtain homogeneous values
of rate constants, the concentration of substrates was
chosen low enough (about 2 � 10�3 mol dm�3). For runs
in the other solvents, 2.5 ml tubes were used. After
completing the residual volume with the solvent, the tube
was closed and vigorously shaken for about 30 s before
introduction into a thermostated (�0.1°C) high-pressure
vessel. After reaction, the non-fluorous solvents were
removed in vacuo, whereas the fluorous medium was
easily separated from the biphasic system and re-used in
subsequent runs. The residue was then analyzed by 1H
NMR spectroscopy (300 MHz). The kinetic data were
reproducible to better than 5% (runs in the fluorous
medium) and 2–3% (runs in the other solvents).


Activation volumes were determined in two ways: (i)
from the initial slope of the plot of log k against pressure
and (ii) from derivatization of the polynomial log
k = a � bP � cP2.


"-����� �
�	


The synthetic runs reported in Tables 4 and 5 were
carried out in the same way as those described in Refs
17–23.


 �� #�"���


Fluorophobic effects are demonstrated in Diels–Alder
reactions and conjugate additions of amines to acrylic
compounds. Their intensity is lower than for other
solvophobic media such as water and water-like solvents.
The pressure effect in these reactions carried out in


���$� 4' 2���-.��##��� ��%% �
�� #/����#�# �� #� "�.���� ��	���


Reaction Medium Yield (%) Endo (%) Selectivity (%)b


Entry 1 (R = H) Water 87 61 100
Formamide 97 60 100
Ethylene glycol 86 61 100
Perfluorohexane 40 76 100


Entry 1 (R = CH3) Water 72 — 0
Formamide 60 53 80
Ethylene glycol 70 47 35
Perfluorohexane 32 48 95


Entry 4 (Passerini reaction) Water 2
Ethylene glycol 0
Perfluorohexane 30


a Conditions as in Table 4.
b


Chemoselectivity with respect to cycloaddition.
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perfluorohexane is in line with the low polarity and the
magnitude of the solvophobicity of the medium. The
considerable promotion by pressure of the conjugate
addition in the fluorous medium must be ascribed mainly
to electrostriction effects and, only partly, to fluorophobic
interactions. The activation volume is less negative for
Diels–Alder reactions because fluorophobic interactions
are decreased when the pressure is increased. However,
despite the lower sensitivity to pressure, many reactions
may be activated when they are carried out in
perfluorohexane at 300 MPa, particularly hetero-Diels–
Alder reactions involving furans for which the chemo- or/
and stereoselectivity is improved. It might be of interest
to explore the synthetic field in more detail by increasing
the number of reactions possibly affected by fluorophobic
interactions.
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ABSTRACT: The conformational equilibria of trans-1-methoxy-2-chloro- (1), trans-1-methoxy-2-bromo- (2) and
trans-1-methoxy-2-iodocyclohexane (3), and their corresponding alcohols (4–6), were studied through a combined
method of NMR, theoretical calculations and solvation theory. They can be described in terms of the axial–axial and
equatorial–equatorial conformations, taking into account the main rotamers of each of these conformations. From the
NMR experiments at 183 K in CD2Cl2–CS2, it was possible to observe proton H2 in the ax–ax and eq–eq conformers
separately for 1 and 2, but not for 3, which gave directly their populations and conformer energies. In the alcohols the
proportion of the ax–ax conformer was too low to be detected by NMR under these conditions. Those HH couplings
together with the values at room temperature, in a variety of solvents allowed the determination of the solvent
dependence of the conformer energies and hence the vapor state energy difference. The �E (Eax–Eeq) values in the
vapor state for 1, 2 and 3 are �0.05, 0.20 and 0.55 kcal mol�1, respectively, increasing to 1.10, 1.22 and
1.41 kcal mol�1 in CD3CN solution (1 kcal = 4.184 kJ). For 4–6 the eq–eq conformation is always much more stable
in both non-polar and polar solvents, with energy differences ranging from 1.78, 1.94 and 1.86 kcal mol�1 (in CCl4) to
1.27, 1.49 and 1.54 kcal mol�1 (in DMSO), respectively. Comparison of the hydroxy and methoxy compounds gives
the intramolecular hydrogen bonding energy for the alcohols as 1.40, 1.36 and 1.00 kcal mol�1 (in CCl4) for 4, 5 and
6, respectively. Copyright  2002 John Wiley & Sons, Ltd.


KEYWORDS: trans-1,2-disubstituted cyclohexanes; conformational analysis; NMR; density functional theory
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1,2-Disubstituted cyclohexanes are useful models to
rationalize the interactions which control the conforma-
tional equilibria.1–3 Conformational preferences of this
class of compounds have been the subject of several
investigations, including one of pharmacological interest,
reported by Kay et al.4 They concluded that the trans
isomer of 2-N,N-dimethylaminecyclohexyl acetate
methiodide is active as an acetylcholinesterase substrate,
whereas the cis isomer is inactive.4


The conformational behavior of trans-1,2-disubsti-
tuted cyclohexanes has been explained mainly in terms of
steric effects involving the substituents. In the case of
trans-2-methycyclohexanol, the equilibrium is shifted
towards the eq–eq conformation, probably due to 1,3-
diaxial interaction in the ax–ax isomer, whereas for trans-
1,2-dibromocyclohexane, the ax–ax population is 68% in
CCl4 (from dipole moment measurements) owing to the


large repulsive steric interaction in the eq–eq conforma-
tion.5


However, the nature of the substituent interactions is
not limited to electrostatic and steric factors only.
Additional effects, repulsive or attractive, have been
proposed and in particular the ‘gauche effect’ has been
invoked to explain the extra stability of two gauche
electronegative atoms.1,2


The methodologies that have been employed in studies
of conformational equilibria of molecules include,
mainly, infrared6,7 and NMR spectroscopy, and in the
latter low-temperature or rigid derivatives are often
used.8,9 Infrared spectroscopy is not always an adequate
technique for conformational analysis, because an
absorption should not present the same molar absorptiv-
ities for all conformers.10,11 Use of tert-butyl derivatives
as model compounds is not possible for aliphatic systems,
and for cyclic molecules the bulky group can cause
distortions in the ring’s geometry.12


Based on these considerations Abraham and Bretsch-
neider13 developed an NMR, theoretical and solvation
calculation method, which has now been extensively
applied to aliphatic systems.14–16 An analysis of 2-
bromocyclohexanone using this methodology was re-
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cently performed, which reviewed and refined previous
data6–9 giving very satisfactory results.17 Abraham et al.18


have also studied the conformational behavior of trans-2-
fluorocyclohexanol and its methyl ether. They obtained the
OH���F hydrogen bonding attraction in the eq–eq con-
former as 1.6 kcal mol�1 (1 kcal = 4.184 kJ), and also that
the OMe���F interaction was neutral, neither attractive nor
repulsive. Bodot et al.10 concluded that OH���Cl hydrogen
bonding occurred in trans-2-chlorocyclohexanol from
infrared studies, but this was not definite for the
corresponding bromo and iodo derivatives.


The challenge of this work is apply the joint NMR,
theoretical and solvation calculation method to six trans-
1,2-disubstituted cyclohexanes (Fig. 1): trans-1-meth-
oxy-2-chloro- (1), trans-1-methoxy-2-bromo- (2) and
trans-1-methoxy-2-iodocyclohexane (3) and trans-2-
chloro- (4), trans-2-bromo- (5) and trans-2-iodocyclo-
hexanol (6), where the stable conformations of 1–6
present several degrees of freedom, due to rotation of the
methoxy and hydroxy groups. In this method, calculated
geometries for the ax–ax and eq–eq conformations are
introduced in the MODELS program,13–18 the theory of
which follows, and the reaction field parameters
obtained, together with the behavior of NMR coupling
constants in solvent of varying polarities, lead to
calculated couplings and the difference in energies
between the conformers.


 �(%�)


The DFT calculations were performed using the Gaussian
98 program19 and the solvation calculations using the
MODELS program13 (available on request from Professor
R. J. Abraham, University of Liverpool). The solvation


theory has been described fully elsewhere,13 so only a brief
description is given here. The solvation energy of any
molecule in state A is the difference between the energy in
the vapor (EV


A) and in any solvent (ES
A) of relative


permittivity �. This is given in terms of the dipolar (kA)
and quadrupolar (qA) reaction field terms plus a direct
dipole–dipole term to take account of the breakdown of the
Onsager reaction-field theory in very polar media.13 The
input for the program is simply the dipole and quadrupole
moments plus the solute radius and refractive index, both
of which are calculated in the program. In state B a similar
equation is obtained, differing only in the values of the
dipole and quadrupole terms. Subtraction of the two
equations gives �ES (ES


A � ES
B), the energy difference in


any solvent of given relative permittivity in terms of �EV


and calculable parameters. The theory has been given in
detail previously14–16 and shown to give an accurate
account of the solvent dependence for a variety of
conformational equilibria. The calculations were per-
formed with the MODELS program, using as input the
geometries from Gaussian. The dipole and quadrupole
moments of the molecules are calculated directly from the
partial atomic charges in the molecule obtained from the
CHARGE routine.20


�(*'+ * "�& &$*�'**$%�


,������� ��
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The stable conformers of compounds 1–6 were obtained
by calculating the potential energy surface (PES) through
the AM1 method. The geometries for the most stable
conformers were then optimized using DFT calculations
with the B3LYP method and 6–311 � g(d,p) (1, 2, 4 and


�	.-�� �� +���	� ��2������ �2 ���*���� �5/, 6�� ���*���� �50� ��� �75�7 �� 2��� 8�� �� ����������.�� �� � ����	� 2���
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5) or 3–21 g (3 and 6) basis set, available in the Gaussian
98 program.19 Zero-point energy corrections were also
performed at these levels. Some geometric parameters,
energies and dipole moments for the most stable
conformers of 1–6 are shown in Tables 1 and 2.


���������	���
 ���
��	�


For the halocyclohexanols (4–6), the ax–ax g� and g�


(Fig. 1) conformations are of approximately equal energy
and are always more stable than the respective anti
conformations. For the eq–eq conformations the g�


conformation is much more stable than the other forms,
which may be neglected (Table 2).


For the methoxy derivatives (1–3) the situation is
different (Table 1). Although for the chloro compound
(1) three minima (g�, g� and anti) could be located for
each conformation (ax–ax and eq–eq), for the bromine
(2) and iodine derivatives (3) only two minima for the
eq–eq conformation are observable, since the g�


conformer was not an energy minimum in the potential
energy surface. Further analysis for the chloro compound
revealed that the minimum corresponding to the eq–eq g�


conformation (� = 6.5; Ere = 0.01; � = 2.55; see Table 1
for the meaning of these properties) is not characterized
when other theoretical levels (HF and MP2/6–311G**)
were applied, and its odd convergence at the B3LYP/6–
311 � g(d,p) level was therefore neglected. Moreover,
the anti conformers are more than 2 kcal mol�1 higher in
energy when in an eq–eq conformation, and therefore
they may also be neglected. The same is true for the ax–
ax conformation, whose anti conformations are all of
much higher energy (�6 kcal mol�1). The remaining g�


and g� conformers, for the ax–ax conformation, are of
almost equal energies. All these results show that the
statistical possibility of the eq–eq conformers is one (g�)
and that for the ax–ax conformers is two (g� and g�).


Thus the populations of the ax–ax and eq–eq
conformers in solution are obtained through


Jobs � naxJax � neqJeq


nax � neq � 1


nax�neq � 2 exp���E�RT �
�E � Eax � Eeq


The most stable geometries for 1–3 (ax–ax g� and g�


 �#
� �� 0������	 ��	�� 9:�:
:�9$ ;��°<� ��2����� ������� ;=��	� >��	 ��	��< �� ��*�	� ������ ;�� 0< 2�� ����'�'
����� �'/'��	����	��� ��� ;�50<


Conformer


Methyl ether


Cla Brab Ibc


� Erel � � Erel � � Erel �


Eq–eq g� �31.6 0 3.14 �32.8 0 3.24 �36.8 0.16 3.28
anti 169.6 2.55 3.34 171.6 2.67 3.40 177.4 2.04 3.41


Ax–ax g� �31.8 0.28 1.66 �32.6 0.50 1.72 �37.1 0 2.08
g� 42.0d 0.30 2.16 40.9 0.59 2.22 43.9 0.18 2.48
anti 149.9 6.67 2.89 149.2 6.76 2.99


a Values obtained using the B3LYP/6–311 � g** level.
b Blank lacunas represent no local minimum.
c Values obtained using the B3LYP/3–21g level.
d g� conformation for the chlorine derivative is not a minimum when using MP2 or HF methods.


 �#
� �� 0������	 ��	�� 9:�:
:9 ;��°<� ��2����� ������� ;=��	� >��	 ��	��< �� ��*�	� ������ ;��0< 2�� ����'/'
��	����	��� ��	� ;15/<


Conformer


Halohydrin


Cla Bra Ib


� Erel � � Erel � � Erel �


Eq–eq g� �51.0 2.86 3.71 �52.8 2.90 3.80 �52.4 2.51 3.70
g� 63.2 0 2.43 63.6 0 2.52 60.0 0 2.15
anti 179.9 3.15 3.80 179.6 3.21 3.82 178.3 2.04 3.68


Ax–Ax g� �46.4 2.95 2.95 �47.1 3.12 1.36 �54.0 1.84 1.78
g� 63.0 2.96 2.96 63.7 3.35 2.28 66.6 2.12 2.45
anti 161.3 3.64 3.64 162.6 3.90 2.69 156.9 3.15 2.68


a Values obtained using the B3LYP/6–311 � g** level.
b Values obtained using the B3LYP/3–21 g level.
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and eq–eq g�), calculated at the B3LYP/6–311 � G(d,p)
(1 and 2) and 3–21 g (3) levels, were applied in the
MODELS program13 to determine the reaction field
parameters (Table 3).


When combined with the experimental coupling
constants in Table 4, the results obtained from MODELS
give the calculated coupling constants, also presented in
Table 4. A detailed discussion of this methodology was
presented recently.14,15,17 Relative energies in several
solvents and the molar fractions for the ax–ax conforma-
tions of 1–3 obtained in this work are presented in Table
5. The conformational trend (the eq–eq population
increases from 1 to 2 and to 3) agrees with the literature21


and the low-temperature NMR data obtained here
corroborate the joint methodology applied in this work.


Low-temperature studies were performed for com-
pounds 1–3 in CS2–CD2Cl2 (1:1). The two separate
conformers were observed at 183 K. The integration of
the H2ax proton signal gave directly the conformer
populations. The intrinsic 3JH1ax,H2ax couplings measured
at 183 K (1:1 CS2–CD2Cl2) for 1–3 were 9.58, 9.83 and
10.30 Hz, respectively, and were in a good agreement
with the values obtained using the joint NMR, theoretical
and solvation calculations method, which were 9.58, 9.85
and 10.41 Hz, respectively. 3JH1eq,H2eq couplings could not
be measured owing to the low percentages of ax–ax


 �#
� 0� ?������ @�	� *��������� 2��� �
0=�+� ���� -$�A�B!5$��� C;��*< �� $5/�C ����������


Compound Conformer k h l VM �


1 Ax–ax 0.8638 1.8483 0.5417 143.445 1.85
Eq–eq 2.0872 2.4618 0.5417 143.445 2.87


2 Ax–ax 0.7651 1.6977 0.5645 147.925 1.76
Eq–eq 1.8276 2.2640 0.5645 147.925 2.73


3 Ax–ax 0.5664 1.3370 0.6115 154.053 1.55
Eq–eq 1.4328 1.8261 0.6115 154.053 2.46


 �#
� 1� ?�	���1� *�������1����� ;�< �� � *�������	 ;2�� �5/< �� ��	��	����� ;2�� �50< ���*	�� ������� ;$D9�
�9/


� 9.<


Solvent � 1 2 3 4 5 6


CCl4 2.24 6.97 7.04 7.64 8.98 9.17 9.56
6.79 6.86 7.48


Pure liquid —b
7.36 7.48 8.08 8.13 8.65 9.00
7.59 7.69 8.28


Pyridine-d5 12.40 7.88 8.07 8.64 8.55 8.71 9.17
7.92 8.07 8.63


Acetone-d6 20.70 7.90 8.14 8.72 8.58 8.73 9.08
—c 8.26 8.81


CD3CN 37.50 8.40 8.60 9.11 8.95 9.12 9.48
8.31 8.46 8.99


DMSO-d6 46.70 8.20 8.42 8.90 8.47 8.63 9.02
—c —c —c


a Second entries
b � = 6.23 for 1, 5.98 for 2 and 5.95 for 3, and they were obtained through interpolating in a graphic of 3JH1


,H2
vs �solvent


c Calculated data are not available, owing to the abnormal behavior of acetone and DMSO for these systems.


 �#
� 2� =���� ��22������ ;=� 5� � =�75�7< � >��	 ��	��� ��	� 2������ �2 � 5� ��2������� 2�� �5/ �� ������� ���
������� � >��	 ��	�� 2�� 15/


Solvent


�E nax–ax OH���X energy


1 2 3 4 5 6 1 2 3 4 5 6 4 5 6


Vapor �0.05 0.20 0.55 0.68 0.59 0.44
CCl4 0.38 0.58 0.86 1.78 1.94 1.86 0.51 0.43 0.32 0.09 0.07 0.08 1.40 1.36 1.00
Pure liquid 0.72 0.87 1.10 1.06 1.49 1.49 0.37 0.31 0.23 0.25 0.14 0.14 0.34 0.62 0.39
Pyridine 0.89 1.04 1.25 1.35 1.54 1.59 0.30 0.26 0.19 0.17 0.13 0.12 0.46 0.50 0.34
Acetone 0.88 1.12 1.33 1.35 1.54 1.54 0.31 0.23 0.17 0.17 0.13 0.13 0.53 0.42 0.21
CD3CN 1.10 1.22 1.41 1.71 1.94 1.86 0.23 0.20 0.15 0.10 0.07 0.08 0.61 0.72 0.45
DMSO 1.06 1.19 1.39 1.27 1.49 1.54 0.25 0.21 0.16 0.19 0.14 0.13 0.22 0.35 0.17
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conformations at 183 K (5–6%), and the couplings were
too small and superimposed owing to long-range
couplings (W). However, these couplings could be
estimated by the method above and the intrinsic
3JH1eq,H2eq calculated values for 1–3 were 4.14, 2.88 and
1.18, respectively. The values of 5 and 6% of ax–ax
conformation for 1 and 2, respectively, gave a �G for 1 of
1.07 and for 2 of 1.00 kcal mol�1, the eq–eq being the
most stable, which are in agreement with solvation theory
(Table 5). For the iodo compound 3, the H2 proton of the
ax–ax conformer was obscured by the signal correspond-
ing to the cis isomer.


��������
����
�������
�


Despite the structural similarity of trans-2-halocyclohex-
anols to their methyl ethers, the governing interactions of
these systems are significantly different. Intramolecular
hydrogen bonding between halogen and hydroxyl hydro-
gen should drive the conformational equilibrium towards
the eq–eq conformation in the halohydrins. In order to
obtain the conformational preferences and the hydrogen
bonding energies in halohydrins, intrinsic couplings of
the methyl ethers, and also their energies, were needed,
since the application of the MODELS program to the
alcohols was not possible, as their couplings do not vary
sufficiently with change in solvent (large preference for
the eq–eq conformation). The intrinsic 3JH1eq,H2eq


couplings of the halohydrins were taken to be the same
as the 3JH1eq,H2eq couplings of the methoxy derivatives,
and this approximation is reasonable, since the intrinsic
3JH1ax,H2ax couplings of the methoxy derivatives obtained
at 183 K (1:1 CD2Cl2–CS2) are close to the correspond-
ing couplings for the halohydrins obtained at the same
conditions [3JH1ax,H2ax = 9.48, 9.61 and 10.26 Hz for
chloro- (4), bromo- (5) and iodohydrin (6), respectively].
Furthermore, for the estimation of the intramolecular
hydrogen bonding energies, we took into account only
the most stable conformations (see Table 2 for the
relative stabilities) and assumed that the steric effect of
the methoxyl group is similar to that of the hydroxyl
group. By subtracting the �E values of the ethers from
those for the halohydrins, the values of the hydrogen
bonding energies in any solvent for halohydrins were
obtained (Table 5).


Experimental evidence for the occurrence of intramol-
ecular hydrogen bonding in these 2-halohydrins is the
fact that the observable couplings in CD3CN, for
example, are larger than those in the corresponding
methyl ethers. Obviously, larger 3JH1,H2 values corre-
spond to larger eq–eq conformer populations. Moreover,
theoretical evidence for hydrogen bonding in the bromo-
and iodohydrin comes from the fact that its eq–eq g�


conformation is stable, whereas for the methyl ether this
conformation is not a minimum in the PES.


Certainly, hydrogen bonding is not the only existing


interaction on the halohydrins.11 Zefirov et al.1 found an
attractive interaction in some 1,2-disubstituted cyclohex-
anes, called the ‘gauche effect.’ Epiotis22 attributed this
‘gauche effect’ to an attractive interaction between nO


and nX via the �*CC orbital, when the molecules are
disposed in the eq–eq conformation, which decreases in
the order F � Cl � Br � I, for both the halohydrins and
their methyl ethers. More recent interpretations to the
‘gauche effect’ were detailed elsewhere,23–28 namely
hyperconjugation and bent bond, as follows. In 1,2-
difluoroethane, for instance, the better � donors follow
the order C—H � C—C � C—F, thus the gauche form is
stabilized by the �CH→�*CF hyperconjugation [Fig.
2(a)]. Another interaction, which favors the gauche over
the trans form, is an anti destabilization due to poorer
overlap between the C—C �-bond orbitals caused by
bond bending at the carbon nuclei [Fig. 2(b)].


Lastly, two other effects also play an important role in
defining the conformational preferences of the 2-
halohydrins: dipole–dipole and steric repulsion. The
classical 1,3-diaxial interactions present in the ax–ax
conformers shift the studied equilibria towards the eq–eq
conformers, which are predominant. However, the
increase in the halogen volume, on going from Cl to Br
and to I, leads to a strong gauche repulsion between the
oxygen and halogen atom lone pairs, which results in a
decrease in the eq–eq conformer population for the
bromo or iodo derivative in comparison with the chloro
derivative.


*�
���� �������


The conformational equilibrium of a system can change
with the medium. The solvent may also interact with the
solute, not only in terms of electrical field, but also in
some other ways. It is known, for example, that
chloroform, a proton donor solvent29 as well as
methylene chloride, leads to an anomalous behavior in
the conformational equilibrium of trans-2-fluorocyclo-
hexanol as described by Abraham et al.,18 where the eq–
eq conformer was much more stable in CDCl3 than in
CD3CN, for instance.


In this work, it was observed that for 4–6 the eq–eq


�	.-�� �� ���������� 2�1���� ��� ������ ��2�������, ;�<
9�*����E������ �� ;�< ���'���
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conformer (a more polar conformer than the average of
ax–ax conformers) population is higher in CCl4 than in
more polar solvents. This unexpected behavior can be
understood by taking into account that 4–6 may not be
well solvated by CCl4 (which is a non-polar solvent) at
the concentration at which the NMR experiments were
performed (0.1–0.2 mol cm�3) and this favors the intra-
molecular hydrogen bonding stabilizing the eq–eq
conformer. The observation that the spectrum of trans-
2-chlorocyclohexanol (4), at two different concentrations
(6 and 30 mg cm�3) in CCl4, with no significant changes
in the 3JH1,H2 values (9.05 and 8.98 Hz, respectively)
indicates that there is no relevant self-association, i.e. the
possibility of intermolecular hydrogen bonding, for this
conformer, can be excluded.


Intermolecular hydrogen bonding may occur just in the
ax–ax conformation, which presents smaller 3JH1,H2


coupling constants. However, as the couplings in the
halohydrins, in all solvents, are larger than in the
corresponding ethers (meaning a higher eq–eq popula-
tion), it can be concluded that only intramolecular
hydrogen bonding is occurring. Therefore, in the
remaining solvents, the behavior displayed by the
coupling constants and the calculated hydrogen bonding
energies (Table 5) indicated that 4–6 present intramol-
ecular hydrogen bonding, which is weaker than in CCl4
solution.


The self-association phenomenon has already been
described for some other compounds in non-polar
solvents, as for 2-bromocyclohexanone in n-hexane,7


which stabilizes greatly the equatorial conformation, and
also for the acetic anhydride in cyclohexane,30 but 2-
bromocyclohexanone showed ‘normal’ behavior in
CCl4.17


The data in DMSO, and in acetone, show that the 4–6
ax–ax conformer population is larger than expected.
However, DMSO with properties as a proton acceptor
solvent,29 and also acetone, may lead to an interaction
between the ax–ax conformation of the halohydrin
hydroxyl hydrogen with these solvents rather than for
the corresponding eq–eq conformation, or there may be
competition between the possible intramolecular hydro-
gen bonding (in the eq–eq conformation) and hydrogen
bonding with the solvent (in the ax–ax conformation).
Nevertheless, the ethers (1–3) show a very similar
conformational behavior in DMSO, which cannot be
attributed to hydrogen bonding. Moreover, in CD3CN,
which is also a proton acceptor, the coupling constants
show the expected behavior. These facts seem to suggest
that the extra and specific stabilization of the ax–ax
conformer in DMSO must be related to the intrinsic
properties of this solvent, and to some extent of acetone
also. DMSO exhibits a large negative charge density on
the oxygen atom which prevents the solvation of the eq–
eq conformer. This repulsive effect is enhanced by the
repulsive interaction between the halogen atom of the eq–
eq conformer and the solvent methyl groups.


���������	���
 �����������


In the methoxy compounds, the eq–eq conformation is
always the most stable form in solution. The energy
difference between the conformations should not be
explained only in terms of dipole–dipole and steric
effects, but also as being due to an attractive interaction
between the two heteroatoms, known as the ‘gauche
effect.’1,11,22–28 For the halohydrins, the main factor
governing the conformational equilibrium is intramol-
ecular hydrogen bonding, mainly when the compounds
are diluted in non-polar solvents, such as in CCl4
solution.


(3�(�$�(� "+


*��������


The compounds studied here are known and were
synthesized according to the literature proce-
dures.10,21,31–33 Methyl ethers were obtained by the
reaction between cyclohexene and the corresponding N-
halosuccinimide, in methanol, at room temperature for
bromine and iodine derivatives and under reflux for
chlorine. The halohydrins were obtained similarly, but
water was used instead of methanol. The NMR assign-
ments are also known,21 but a suitable interpretation is
given as follows.


��� �����	�����


1H NMR spectra were obtained on a Varian Gemini 300
spectrometer operating at 300.07 MHz. Spectra were of
ca 30 mg cm�3 solutions with a probe temperature of
296 K. The 1H NMR spectra at low temperature were
obtained at 183 K in CS2–CD2Cl2 (1:1). [2H12]Cyclohex-
ane was used as the deuterium lock for the CCl4 solutions
and pure liquid. All spectra were referenced to Me4Si and
the typical conditions were spectral width 2000 Hz with
32K data points and zero filled to 128K to give a digital
resolution of 0.03 Hz.


For the 1H–1H-gCOSY experiment, a Varian standard
pulse sequence was used. Typical conditions were 16
transients, accumulated into 2K data points with 128
experiments, with a pulse width 12.9 �s, sweep width of
ca 5800 Hz and AT of 0.17 s. The FID was zero filled to
2K data points (F2) and 2K data points (F1). Solutions
contained ca 20 mg ml�1 of sample.


�������������	�
�������	���������� 1H NMR
(CCl4, 300.07 MHz), � 1.34 (2H, m, H4 and H5), 1.40
(1H, m, H6), 1.66 (2H, m, H3 and H5�), 1.71 (1H, m, H4�),
2.00 (1H, m, H6�), 2.12 (1H, m, H3�), 3.13 (1H, dt, 7.08,
3.59, H1), 3.37 (3H, s, OCH3), 3.82 (1H, ddd, 7.26, 7.08,
4.08, H2); 13C NMR (CCl4, 75.45 MHz), � 22.1 (C5), 23.8
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(C4), 28.2 (C6), 33.4 (C3), 53.0 (C2), 56.9 (OCH3), 81.7
(C1).


�������������	�
������	���������� 1H NMR
(CCl4, 300.07 MHz), � 1.35 (2H, m, H4 and H5), 1.38
(1H, m, H6), 1.69 (1H, m, H4�), 1.79 (1H, m, H3), 1.99
(1H, m, H5�), 2.07 (1H, m, H6�), 2.24 (1H, m, H3�), 3.22
(1H, dt, 7.00, 3.21, H1), 3.36 (3H, s, OCH3), 3.96 (1H,
ddd, 7.34, 7.00, 4.04, H2); 13C NMR (CCl4, 75.45 MHz),
� 22.0 (C5), 22.8 (C4), 27.8 (C6), 32.6 (C3), 56.9 (OCH3),
60.2 (C2), 81.6 (C1).


�������������	�
������	���������� 1H NMR (CCl4,
300.07 MHz), � 1.29 (3H, m, H4, H5 and H6), 1.53 (1H,
m, H4�), 1.75 (1H, m, H5�), 1.86 (1H, m, H3), 2.11 (1H, m,
H6�), 2.25 (1H, m, H3�), 3.20 (1H, dt, 7.32, 4.04, H1), 3.31
(3H, s, OCH3), 4.04 (1H, ddd, 8.91, 7.32, 4.10, H2); 13C
NMR (CCl4, 75.45 MHz), � 22.7 (C5), 25.9 (C4), 29.0
(C6), 33.5 (C2), 36.0 (C3), 56.4 (OCH3), 82.8 (C1).


�����
�������	����������� 1H NMR (CCl4,
300.07 MHz), � 1.29 (3H, m, H4, H5 and H6), 1.60 (1H,
m, H3), 1.74 (2H, m, H4� and H5�), 2.03 (1H, m, H6�), 2.16
(1H, m, H3�), 2.47 (1H, m, OH), 3.43 (1H, dt, 8.98, 4.61,
H1), 3.64 (1H, ddd, 11.30, 8.98, 4.39, H2); 13C NMR
(CCl4, 75.45 MHz), � 23.8 (C5), 25.4 (C4), 32.6 (C6), 34.8
(C3), 66.8 (C2), 74.8 (C1).


�����
������	����������� 1H NMR (CCl4,
300.07 MHz), � 1.28 (3H, m, H4, H5 and H6), 1.62 (1H,
m, H4�), 1.72 (1H, m, H5�), 1.75 (1H, m, H3), 2.16 (1H, m,
H6�), 2.27 (1H, m, H3�), 2.44 (1H, s, OH), 3.48 (1H, dt,
9.17, 4.58, H1), 3.78 (1H, ddd, 11.70, 9.17, 4.37, H2); 13C
NMR (CCl4, 75.45 MHz), � 23.9 (C5), 26.4 (C4),
33.1(C6), 35.8 (C3), 61.2 (C2), 74.7 (C1).


�����
������	����������� 1H NMR (CCl4,
300.07 MHz), � 1.27 (2H, m, H4 and H6), 1.38 (1H, m,
H5), 1.52 (1H, m, H4�), 1.84 (1H, m, H5�), 1.88 (1H, s,
OH), 2.03 (1H, m, H3), 2.08 (1H, m, H6�), 2.45 (1H, m,
H3�), 3.57 (1H, dt, 9.56, 4.39, H1), 3.98 (1H, ddd, 12.18,
9.56, 4.18, H2); 13C NMR (CCl4, 75.45 MHz), � 24.3
(C5), 27.8 (C4), 33.2 (C6), 38.2 (C3), 43.2 (C2), 75.5 (C1).


"�4��5
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ABSTRACT: Chlorides 3 (1-aryl-1-chloro-4-methyl-7-methoxy-4-heptene) and 4 (1-aryl-1-chloro-4-methyl-4-hex-
ene) with various phenyl substituents were prepared (Y¼ p-OCH3, p-CH3, H and m-Br) and the solvolysis rates were
measured in 80% (v/v) aqueous ethanol. The rate constants of 3 correlate well with �þ, and the %þ value obtained is
�1.45� 0.15, whereas with 4 breakdown of the Hammett plot occurs, and the %þ value without the p-anisyl group is
�2.55� 0.20, indicating extended �,n-participation in 3 and simple �-participation in 4. The drastically smaller
activation parameters obtained with 3 than with 4 are consistent with the proposed mechanism in which the high
degree of order required in the transition state (large negative �Sz) is overcompensated by a small �Hz. Copyright #
2003 John Wiley & Sons, Ltd.


KEYWORDS: �,n-participation; solvolysis; benzyl chlorides


INTRODUCTION


The term ‘extended participation’ in solvolytic reactions
refers to the simultaneous assistance of at least two
neighboring groups in the rate-determining step. Typical
cases are those in which �-electrons stabilize the positive
charge generated in displacement reactions. In one of the
first examples that kinetically proved this phenomenon,
Bartlett et al.1 studied a substrate in which the substituent
on the remote aromatic ring influences the reaction rate,
and that influence is transferred through the isolated trans
double bond, suggesting that concerted bicyclization
occurs in the rate-determining step. A concerted bicycli-
zation mechanism was also established with great cer-
tainty in the investigation of biomimetic polyolefinic
cyclization carried out in our group, in which the ex-
tended �-participation of appropriately located two dou-
ble bonds was demonstrated.2,3,4


In previous work, we showed that solvolysis of chlor-
ide 1 presumably proceeds via an extended �,n-participa-
tion mechanism, involving simultaneous assistance of the
double bond and n-electrons of the methoxy group. This
is, to the best of our knowledge, the first ever reported
case of this phenomenon.5 Chloride 2 was used as a
reference model for simple �-participation, since the
assistance of its double bond has been established both
kinetically and theoretically.5 In comparison with 2
[kH/kD¼ 1.30� 0.03 in 80% (v/v) aqueous ethanol
(80E); kH/kD¼ 1.29� 0.02 in 97% (w/w) aqueous
2,2,2-trifluoroethanol (97T)], chloride 1 shows consider-
ably reduced secondary �-deuterium kinetic isotope
effects (KIE) in solvolysis (kH/kD¼ 1.16� 0.01, 80E;
kH/kD¼ 1.12� 0.01, 97T), showing less charge on the
reaction center in the transition state.6 This result was
taken as an indication of the extended �,n-participation
mechanism. The reduced enthalpy and entropy of activa-
tion in ethanolysis of 1 are in accord with this conclusion.


In order to confirm the presumed mechanism, we have
examined benzyl substrates in which �,n-electrons can
take part. The chosen structures are chlorides 3, which are
the corresponding benzyl derivatives of 1, and chlorides
4, which are the corresponding benzyl derivatives of the
reference compound 2. The substitution of the two
methyl groups with substituted or non-substituted benzyl
groups is advantageous, since the %þ values could be
measured and used as a reference in testing for concert-
edness of the mechanism. It was shown earlier that each
additional double bond that takes part in stabilization of
the positive charge generated in the transition state lowers
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the negative value of the reaction constant (%þ) by �2
units.3


RESULTS AND DISCUSSION


Series of benzyl chlorides 3 (1-aryl-1-chloro-4-methyl-7-
methoxy-4-heptene) and 4 (1-aryl-1-chloro-4-methyl-4-
hexene) were prepared (Y¼ p-OCH3, p-CH3, H and
m-Br) according to the Scheme 1 starting from esters
55,7 and 6,4,7 respectively. Chlorides were subjected to
solvolysis in 80E. Reactions were monitored by titration
of the liberated acid with an automatic pH-stat. Activa-
tion parameters were calculated from rate constants
determined at three temperatures. The measured and
extrapolated rate constants and the activation parameters
are presented in Table 1. The Hammett %þ values for the
chlorides 3 and 4, which were calculated using simple
regression analysis, are presented in Table 2 together with
some other important relevant data.


Participation of the neighboring group(s) leads to
charge delocalization away from the reaction center.
Thus, the magnitude of the Hammett %þ value, which
can be used as a measure of the charge ‘seen’ by the
aromatic ring at the reaction center, should be indicative
of assistance by neighboring groups.8 The solvolysis of
the saturated chloride 7, as with numerous other benzyl
and tertiary chlorides, proceeds by way of a kS process, in
which nucleophilic solvation occurs.9,10 The rate con-
stants of 7 correlate well with the �þ constants, and the
corresponding Hammett %þ parameter is �6.3.11 Statis-
tical analysis revealed that for series 4 a good fit was
obtained only if the point for the p-anisyl derivative was


excluded. Thus, without taking the rate constant for the
p-methoxy group into account, %þ ¼�2.55 is obtained
for the reference chlorides 4 (Table 2, Fig. 1). This
significant decrease in �%þ is caused by participation
of the neighboring double bond. A breakdown of the
linear Hammett relation in the case of the p-anisyl
compound (Fig. 1) suggests that an assisted process is
the major reaction pathway for all the variants except
the p-anisyl substrate. In the case of the p-anisyl
group, the double bond assistance is much attenuatedScheme 1


Table 1. Solvolysis rate constants and activation parameters
of some benzyl chlorides in 80% (v/v) aqueous ethanol


�Hz �Sz


t ( �C) k (10�4 s�1)a,b (kJ mol�1)a (J K�1 mol�1)a


4-m-Br 70 1.56� 0.2 75� 2 �98� 7
60 0.714� 0.10
50 0.285� 0.05
25 0.0252


4-H 70 11.5� 0.1 71� 10 �95� 29
60 4.38� 0.02
50 2.29� 0.01
25 0.214


4-p-CH3 50 16.7� 0.5 70� 3 �83� 9
40 6.67� 0.08
30 2.83� 0.06
25 1.72


4-p-OCH3 25 (4.04� 0.03)c


4876d


3-m-Br 70 8.96� 0.08 68� 5 �107� 15
60 3.86� 0.02
50 1.93� 0.02
25 0.207


3-H 50 8.29� 0.01 51� 8 �140� 25
40 4.04� 0.0
30 1.88� 0.01
25 1.26


3-p-CH3 50 13.5� 0.3 58� 1 �126� 1
40 8.36� 0.07
30 3.56� 0.02
25 2.62


3-p-OCH3 50 56.2� 0.2 47� 2 �143� 6
40 29.9� 0.9
30 16.6� 0.1
25 11.79


a The uncertainties are standard deviations of the mean.
b The rate constants lacking standard errors are extrapolated.
c Measured in 93% aqueous (v/v) acetone.
d Estimated rate constant in 80% aqueous (v/v) ethanol.12


Table 2. Linear free energy correlations for some benzyl
chlorides at 25 �C


Compound Solventa %þb


7 97T �6.28� 0.25
8 97T �3.93� 0.10c


4 80E �2.55� 0.20c


3 80E �1.45� 0.15
11 80E �1.45� 0.03


a 97T¼ 97% (w/w) aqueous 2,2,2-trifluorethanol; 80E¼ 80% (v/v) aqu-
eous ethanol.
b Uncertainties are standard errors.
c Without the data for the rate constant of the p-anisyl derivative.
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by the strongly electron-donating p-methoxy substituent.
This result is not surprising, since a similar breakdown of
the Hammett plot was obtained earlier with unsaturated
chlorides 8.10


It should be noted that the �%þ value for substrates 4 is
even smaller than the �%þ value for 8 [%þ ¼�3.9 in 97%
(w/w) TFE]. The comparison of the %þ of 4 measured in
80E and the %þ of 8 obtained in 97T is here justified, since
in numerous cases related compounds solvolyzed with the
exactly same %þ parameter in both solvents.3,12 Compar-
ison of %þ values can be taken as indicating that chlorides
4 proceed through a ‘later’ transition state along the
reaction coordinate, whereas 8 proceed through an ‘ear-
lier’ transition state, i.e. the structure of 4 is more akin to
the carbocation intermediate than that of the structure 8,
which is closer to the starting chloride. This conclusion is
completely in accord with theoretical calculations at the
MP2/6–31(G,p) level of theory obtained with the corre-
sponding dimethyl derivatives 2 and 9.4 It has been shown
that the transition state in displacement reactions with 9 is
a �-complex-like structure, whereas the transition state in
reactions with 2 is more akin to a tertiary cyclopentyl
cation. Consequently, the positive charge on the reaction
center in the transition structure of 2 is less pronounced
than that in the transition state of 9 (calculated charges
þ0.23 for 2 and þ0.58 for 9). Experimental �-deuterium
KIEs obtained with tertiary substrates 2 and 9 (1.30 for 2
vs 1.37 for 9) also support the conclusion that 4-alkenyl
derivatives solvolyze via a later transition state. The larger
depression of KIE in 2 demonstrates less charge on the
reaction center.


A value of %þ ¼�1.45� 0.15 was obtained in ethano-
lysis of substrates 3. The slope of the Hammett plot
is significantly lower than that of the reference 4, indicat-
ing that the methoxy group plays an important role in
the charge delocalization. It is important to note that, as
with benzyl chloride 11, a better fit is obtained if the
p-methoxy variant of 3 was included in the correla-
tions (Table 2 and Fig. 1). The facts that the �%þ value
is considerably lower and the neighboring group par-
ticipation for substrates 3 is not overcome by the
p-methoxy group support a different, extended �,n-
participation mechanism in which decrease of the
positive charge occurs in the reaction transition state
(3-TS).


The activation parameters presented in Table 1 are also
in accord with the proposed extended participation me-
chanism of 3. All derivatives of 3 and all derivatives of 4
have essentially the same activation parameters. Further-
more, substrates 3 have lower �Hz and lower �Sz values
than compounds 4, which solvolyze by way of simple �-
participation. Finally, substrates 3 have the same activation
parameters as the aliphatic derivative 1 (�Hz ¼ 56�
6 kJ mol�1, �Sz ¼�142� 17 J mol�1 K�1 in 80E).5


Because of the extended �, ‘n-electron delocalization
in the transition state of 3, �Hz is lower than that in the
simple �-electron delocalization process with 4 (see
Table 1). Delocalization involves bridging in the transi-
tion state, which causes a conversion of some internal
rotations to stiffer vibrations, and therefore a very nega-
tive �Sz, as is the case with all chlorides 3. The largest
contribution in decreasing the value of �Sz is caused by
the loss of two internal rotations around the two single
C—C bonds located between the two double bonds and
the methoxy group in 3. Extended �-participation me-
chanism fits excellently with the values of �Sz, since it is
known that the loss of one internal rotation in the
transition state decreases �Sz for 15–20 J mol�1 K�1.13


Figure 1. Hammett plots for some benzyl chlorides at
25 �C
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On the basis of the �-deuterium KIEs obtained in
solvolysis of 1 (kH/kD¼ 1.16� 0.01, 80E),5 it was con-
cluded that substrate 1 reacts by way of an ‘earlier’
transition state than 10, since in the latter lack of the �-
deuterium KIE occurs (kH/kD¼ 1.01� 0.02, 80E). This
assumption cannot be verified for the benzyl chlorides,
since 3 and 11 have the same Hammett %þ value. Never-
theless, same values of %þ for 3 and 11 indicate that
chloride 3 solvolyzes by way of an extended �,n-partici-
pation mechanism, probably through a 3-TS-like transi-
tion structure.


EXPERIMENTAL


Substrate preparation


4-Methyl-7-methoxy-4-heptenal. To a stirred solution of
LiAlH4 (1.90 g, 0.05 mol) in 25 ml of dry diethyl ether, a
solution of ethyl 4-methyl-7-methoxy-4-heptenoate (5)
(10.0 g, 0.05 mol) in 30 ml of diethyl ether was added
dropwise. Refluxing and stirring were continued for 3 h.
The excess of hydride was decomposed with gradual
addition of water. The precipitate was washed with
diethyl ether and the combined organic layers were dried
over anhydrous Na2SO4. The solvent was evaporated and
the crude product was purified by column chromatogra-
phy on silica gel. Impurities were removed with methy-
lene chloride and the pure product with diethyl ether. The
yield of pure alcohol was 6.10 g (77.2%).


4-Methyl-4-hexenol. The procedure is the same as de-
scribed above. From 2.69 g (0.07 mol) of LiAlH4 and
11.0 g (0.07 mol) of ethyl 4-methyl-4-hexenoate (6),
7.25 g (90.8%) of pure alcohol were obtained.


4-Methyl-7-methoxy-4-heptenal. Pyridinium chlorochro-
mate (8.32 g, 0.04 mol) was suspended in methylene
chloride (25 ml) and 6.10 g (0.04 mol) of 4-methyl-7-
methoxy-4-heptenol were rapidly added at room tempera-
ture. After 2 h, the oxidation was complete. The dark
reaction mixture was diluted with 40 ml of dry diethyl
ether, the solvent was decanted and the dark solid was
washed twice with diethyl ether. The product was isolated
by filtration of the organic extracts through Florisil and
evaporation of the solvent at reduced pressure. The crude
product was distilled (b.p. 120–125 �C), yielding 3.51 g
(56.1%) of the pure product.


4-Methyl-4-hexenal. The procedure is the same as de-
scribed above. From 13.7 g (0.06 mol) of pyridinium
chlorochromate and 7.25 g (0.06 mol) of 4-methyl-4-
hexenol, 3.12 g (46.4%) of pure aldehyde were obtained
(b.p. 105–107 �C).


1-Phenyl-7-methoxy-4-methyl-4-heptenol. A suspension
of Li powder (223 mg, 32.13 mmol), granulated Li


(223 mg, 32.13 mmol) and dry THF (10 mL) was refluxed
under a slow stream of argon for 10–15 min in an
ultrasonic bath. A solution of 4-methyl-7-methoxy-4-
heptenal (1.00 g, 6.41 mmol) and bromobenzene (1.00 g,
6.41 mmol) was added dropwise to the stirred mixture at
0 �C. The reaction mixture was alternately stirred with the
magnetic stirrer and in the ultrasonic bath for 3 h. The
excess of Li was filtered off and the filtrate was treated
with a saturated aqueous solution of NH4Cl. The alcohol
was extracted with diethyl ether and dried over anhydrous
Na2SO4. The diethyl ether was evaporated, and the
product was purified on a silica gel column. Unreacted
bromide was removed with light petroleum and the pure
alcohol was eluted with dichloromethane. The yield of
pure alcohol was 0.53 g (35.3%).


1-Phenyl-4-methyl-4-hexenol. The procedure is the
same as described above. From 223 mg (32.13 mmol)
of Li powder, 223 mg (32.13 mmol) of granulated Li,
1.20 g (10.7 mmol) of 4-methyl-4-hexenal and 2.02 g
(12.84 mmol) of bromobenzene, 0.21 g (10.3%) of pure
alcohol was obtained.


1-(4-Methoxyphenyl)-7-methoxy-4-methyl-4-heptenol.
The procedure is the same as described above. From
223 mg (32.13 mmol) of Li powder, 223 mg (32.13 mmol)
of granulated Li, 1.00 g (6.41 mmol) of 4-methyl-
7-methoxy-4-heptenal and 1.20 g (6.41 mmol) of 4-
bromoanisole, 0.17 g (10.0%) of pure alcohol was
obtained.


1-(4-Methoxyphenyl)-4-methyl-4-hexenol. The procedure
is the same as described above. From 343 mg,
(49.40 mmol) of Li powder, 343 mg (49.40 mmol) of
granulated Li, 1.20 g (10.70 mmol) of 4-methyl-4-hexenal
and 2.06 g (11.00 mmol) of 4-bromoanisole, 0.92 g
(38.0%) of pure alcohol was obtained.


1-(4-Methylphenyl)-7-methoxy-4-methyl-4-heptenol.
The procedure is the same as described above. From
223 mg (32.13 mmol) of Li powder, 223 mg (32.13 mmol)
of granulated Li, 1.00 g (6.41 mmol) of 4-methyl-
7-methoxy-4-heptenal and 1.10 g (6.41 mmol) of 4-
bromotoluene, 0.23 g (14.5%) of pure alcohol was
obtained.


1-(4-Methylphenyl)-4-methyl-4-hexenol. The procedure
is the same as described above. From 343 mg
(49.40 mmol) of Li powder, 343 mg (49.40 mmol) of
granulated Li, 1.20 g (10.70 mmol) of 4-methyl-4-hexe-
nal and 2.19 g (12.80 mmol) of 4-bromotoluene, 0.16 g
(7.30%) of pure alcohol was obtained.


1-(3-Bromophenyl)-7-methoxy-4-methyl-4-heptenol.
The procedure is the same as described above.
From 223 mg (32.13 mmol) of Li powder, 223 mg
(32.13 mmol) of granulated Li, 1.00 g (6.41 mmol) of
4-methyl-7-methoxy-4-heptenal and 1.51 g (6.41 mmol)
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of 1,3-dibromobenzene, 0.55 g (27.5%) of pure alcohol
was obtained.


1-(3-Bromophenyl)-4-methyl-4-hexenol. The procedure
is the same as described above. From 223 mg
(32.13 mmol) of Li powder, 223 mg (32.13 mmol) of
granulated Li, 2.00 g (17.8 mmol) of 4-methyl-4-hexenal
and 4.20 g (17.8 mmol) of 1,3-dibromobenzene, 1.02 g
(21.3%) of pure alcohol was obtained.


1-Aryl-1-chloro-4-methyl-7-methoxy-4-heptene (3) and
1-aryl-1-chloro-4-methyl-4-hexene (4). The appropriate
alcohol was dissolved in 10–15 ml of light petroleum,
the solution was cooled to �15 �C and SOCl2 was added
dropwise. The reaction mixture was stirred for 2 h under
reduced pressure (about 520–560 mmHg) to remove the
liberated HCl and SO2 continuously. The light petroleum
ether was then evaporated and crude chloride was used
for kinetic measurements.


Kinetic measurements


Solvolysis rates were followed in 80E titrimetrically by
means of a pH-stat (end-point titration, pH¼ 6.85). The
solvolysis rate of the methoxy variant of chloride 4 was
measured in 93% aqueous acetone, and the rate in 80E
was estimated according to experimental data for phenyl
ethyl chloride.14 Typically, 0.02 mmol of the chlorides 3
and 4 were dissolved in 20 ml of the solvent at the
required temperature thermostated at � 0.05 �C, and the
liberated HCl was continuously titrated with a 0.008 M


solution of NaOH in the same solvent mixture. Individual
measurements could be described by a first-order law
from 15% up to at least 80% completion. First-order rate
constants were calculated from about 100 determinations
by using a non-linear least-squares program. Measure-
ments were usually repeated 3–7 times. Activation para-
meters were calculated from rate constants at three
temperatures.
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ABSTRACT: Reaction of 6-methyl-12-oxo-5H,7H-dibenzo[b,g][1,5]dithiocinium salt (1-SO) with methanolic KOH
afforded a mixture of dibenzothiepin derivatives 2-SO. In order to clarify the intermediates of the rearrangement, ab
initio MO calculations with the HF/6–31G* basis set were performed on the reaction intermediates, the transition
states and related compounds. The rearrangement was explained in terms of the usual [2,3]-sigmatropic shift via a
spirocyclic intermediate, followed by a 1,3-shift of the sulfonyl group. However, a different type of rearrangement
was observed in 6-methyl-5H,7H-dibenzo[b,g][1,5]dithiocinium salt (1-S), giving an unexpected dibenzothiepin
derivative 3-S along with a small amount of a ring-opening product 8 under the same reaction conditions. The
formation of 3-S and 8 was understandable by the assumption of a cationic intermediate resulting from heterolytic
cleavage at the benzyl position. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: Sommelet–Hauser rearrangement; dibenzo[b,g][1,5]dithiocinium salt; MO calculations; [2,3]-sigma-
tropic rearrangement
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The Sommelet–Hauser rearrangement is a very attractive
reaction involving [2,3]-sigmatropic dearomatization
followed by [1,3]-shift rearomatization processes,1 by
which the [2,3]-rearrangements of sulfonium ylides can
be highly exothermic with low activation energies.2 The
Sommelet–Hauser rearrangement of 6-methyl-12-oxo-
5H,7H-dibenzo[b,g][1,5]dithiocinium salt 1-SO to 2-SO
was observed, and an interesting rearrangement via an
alternative intermediate occurred in 6-methyl-5H,7H-
dibenzo[b,g][1,5]dithiocinium salt 1-S to produce 3-S
(Scheme 1).3 In this paper, we describe the computational
study of these rearrangements by ab initio MO calcula-
tions with the HF/6–31G* basis set.


�$%#&�% '!" " %�#%% �!


����������	�
 �����
�


All the calculations were carried out at the Hartree–Hock
(HF) level with the 6–31G* basis set using the program


packages of HONDO2001.4 The calculations of transi-
tion structure search were carried out at the HF/6–31G*
level using PC Spartan Pro (Wavefunction, Irvine, CA,
USA). The initial geometries of the molecules were
assumed by the PM3 method. Frequency calculations
were carried out for the optimized geometries in order to
verify that they were a minimum or a saddle point. All
structures were optimized without geometric constrains.


�����	����� ��	���������	 �� ��� ������	����	��


The rearrangement of 1-SO into the dibenzothiepin
derivatives in 66% yield was explained in terms of
consecutive [2,3]- and [1,3]-sigmatropic shifts (the
Sommelet–Hauser rearrangement) via a spirocyclic
intermediate 5-SO as shown in Scheme 1.


In this process from 1-SO to 2-SO, the sulfonium ylide
4-SO was considered as the first generating interme-
diate.3 The anionic [2,3]-sigmatropic shift in 4-SO gives
spiro-5-SO by way of a concerted process (cleavage of
bond a), followed by a [1,3]-shift to afford the final
products 2-SO. On the other hand, the other rearrange-
ment of the sulfonium salt 1-S into 3-S was observed
under the same reaction conditions. The rearranged
product 3-S in 29% yield along with a small amount of
ring-opened product 8 could not be expected from such a
Sommelet–Hauser type of rearrangement. Another inter-
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mediate such as spirocyclic intermediate 7-S instead of 5-
S was assumed to explain the rearrangement of 1-S. The
difference in the rearrangement reaction in these ring
systems is understandable in terms of the electronic
factor rather than the steric factor.3b


In the Sommelet–Hauser rearrangement, it is consid-
ered that the anionic carbon of the ylide 4-SO attacks
transannularly the ipso carbon in the aromatic ring, which
is substituted by an electron-withdrawing group, in the
sulfonium 1-SO. On the other hand, the ipso carbon in the
sulfonium 1-S, substituted by an electron-donating group,
is not reactive enough to be attacked intramolecularly by
the anionic carbon of the ylide 4-S as compared with that
of 4-SO. Hence an alternative [2,3]-sigmatropic shift of


4-S can be considered to give the intermediate 7-S
([1,4]-shift together with cleavage of bond a) or direct
formation of cationic intermediate 6b-S by way of a
series of electrophilic attacks at the ortho carbon of the
sulfinyl group to give 6a-S and a 1,2-shift, followed by
deprotonation to furnish the spirocyclic intermediate 7-S
as shown in Scheme 1. The formation of the ring-opening
(benzyl carbon) product 8 supports the latter assumption.


�� ��
��
����	 �� �������	 �	�����������


We performed molecular orbital calculations on these
various intermediates from the ylides 4 to the final
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Compound SO SCH3 Total energy (a.u.) Relative energy (a.u.) Relative energy (kJ mol�1)


1-SO-trans-BCe out eq �1446.344666 0.008713 22.88
1-SO-cis-BCa out ax �1446.344493 0.008885 23.33
1-SO-cis-BCe in eq �1446.353378 0 (std.) 0.0 (std.)
1-SO-trans-BCa in ax �1446.352229 0.001150 3.02
1-SO-trans-TBi out in �1446.335414 0.017965 47.17
1-SO-cis-TBi in in �1446.345348 0.008031 21.09
1-SO-cis-TBo out out �1446.334313 0.019065 50.06
1-SO-trans-TBo in out �1446.339658 0.013720 36.03
1-S-BCa — ax �1371.551260 0.003741 9.82
1-S-BCe — eq �1371.555002 0 (std.) 0.0 (std.)
1-S-TBi — in �1371.547783 0.007218 18.95
1-S-TBo — out �1371.548087 0.006914 18.16


���
� *) ���������� �	��� ������ 	
 ��� ����������� +�%�� ,�%� ��� -�%� ��� ��� �	��&�� ��	����� *�%� ��� .�%� ��	��
(�� ��� ������� ������� (�� ������� �	 +�%�����'��


Compound SO SCH3 Total energy (a.u.) Relative energy (a.u.) Relative energy (kJ mol�1)


4-SO-trans-BCa trans ax �1445.891165 0.005593 14.69
4-SO-cis-BCe cis eq �1445.896758 0 (std.) 0.0 (std.)
4-SO-cis-BCa cis ax �1445.883497 0.013261 34.82
4-SO-trans-BCe trans eq �1445.885408 0.011350 29.80
4-SO-trans-TBi trans in �1445.875193 0.021564 56.62
4-SO-cis-TBi cis in —a — —
4-SO-cis-TBo cis out �1445.872324 0.024434 64.16
4-SO-trans-TBo trans out �1445.884548 0.012210 32.06
5-SO cis cis �1445.938254 �0.041496 �108.96


cis trans �1445.944893 �0.048136 �126.39
trans trans �1445.942720 �0.045962 �120.68
trans cis �1445.930751 �0.033993 �89.26


7-SO trans trans �1445.948563 �0.051805 �136.03
cis trans �1445.953492 �0.056735 �148.97


trans cis �1445.946327 �0.049569 �130.15
cis cis �1445.942507 �0.045749 �120.13


2-SO cis ax �1445.991613 �0.094855 �249.06
cis eq �1445.990224 �0.093466 �245.42


trans ax �1445.989170 �0.092412 �242.65
trans eq �1445.991557 �0.094799 �248.92


3-SO cis �1445.997794 �0.101036 �265.29
trans �1445.994768 �0.098010 �257.35
cis �1445.991791 �0.095033 �249.53


trans �1445.991338 �0.094581 �248.34


a Not optimized.
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Compound SCH3 Total energy (a.u.) Relative energy (a.u.) Relative energy (kJ mol�1)


4-S-BCa ax �1371.092446 0 (std.) 0.0 (std.)
4-S-BCe eq �1371.086938 0.005508 14.46
4-S-TBi in �1371.085175 0.007272 19.09
4-S-TBo out —a — —
5-S cis �1371.141552 �0.049105 �128.94


trans �1371.144447 �0.052000 �136.54
7-S trans �1371.149309 �0.056863 �149.31


cis �1371.147417 �0.054970 �144.34
2-S ax �1371.194839 �0.102393 �268.86


eq �1371.193415 �0.100969 �265.12
3-S �1371.192353 �0.099907 �262.33


�1371.192370 �0.099924 �262.37


a Not optimized.


%����� *)


���
� +) )������ ������� 	
 �����	� �����������


Compound SO SCH3 Total energy (a.u.) Relative energy (a.u.) Relative energy (kJ mol�1)


1-SO-TB out in �1446.335414 0.000000 0.0
6a-SO �1446.297664 0.037749 99.1
6b-SO �1446.318311 0.017103 44.9
2-SO cis exo �1445.990224 �0.117900 �309.5
3-SO cis �1445.997794 �0.125470 �329.4
4-SO exo exo �1445.872324 0.000000 0.0
5-SO trans cis �1445.930751 �0.058427 �153.4
7-SO trans trans �1445.948563 �0.076239 �200.2
1-S-TB — in �1371.547783 0.000000 0.0
6a-S �1371.531470 0.016314 42.8
6b-S �1371.520600 0.027184 71.4
2-S — exo �1371.193415 �0.108241 �284.2
3-S — �1371.192353 �0.107179 �281.4
4-S — endo �1371.085175 0.000000 0.0
5-S — cis �1371.141552 �0.056377 �148.0
7-S — trans �1371.149309 �0.064135 �168.4
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products 2 and 3 and related compounds to clarify these
rearrangement reactions. For the S-methyldithiocinium
cations 1-SO-cis, 1-SO-trans and 1-S, four stable
conformations are capable of being populated. These
are the BCa and BCe forms and the TBi and TBo forms,
where the orientation of the methyl substituent on sulfur
can be described as axial-like or equatorial-like in the BC
forms (subscript a or e) and inside or outside in the TB
forms (subscript i or o). Furthermore, we considered the
geometric isomers in 1-SO with respect to the MeS and
SO groups where the position of the oxygen can be
described as cis and trans, respectively. The BC
conformation in which the CH3S group attached at the
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 �����	� * → '


A B �E* (a.u.) �E* (kJ/mol�1)


4-SO 5-SO 0.027558 72.4
5-SO 2-SO 0.054917 144.2
7-SO 3-SO 0.053824 141.3
4-SO 7-SO 0.082214 215.9
1-S 6a-S 0.060461 158.7
6a-S 6b-S 0.044151 115.9
4-S 5-S 0.027752 72.9
5-S 2-S 0.065331 171.5
7-S 3-S 0.047725 125.3
4-S 7-S 0.068727 180.4
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equatorial-like position of the eight-membered ring was
the most stable in the starting materials, the sulfonium
salts 1-SO and 1-S, as summarized in Table 1.


The spirocyclic intermediate 5-SO gives the di-


benzothiocin derivatives 2-SO after [1,3]-sigmatropic
migration. This [1,3]-sigmatropic migration in the system
involved aromatization to give dibenzo systems. As the
constitutional elements of 4-SO, 5-SO, 7-SO, 2-SO and
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3-SO are similar to each other, it is possible to compare
the energy levels of these compounds as summarized in
Table 2.


Similar calculations were done in the rearrangement of
the dithiocinium 1-S (Table 3). In our previous specula-
tion of the rearrangement mechanism, we assumed a
mechanism via [3,3]-sigmatropic rearrangement from 5-
S into 7-S to give 3-S.3a However, the structural rigidity
in the ring system of 5-S might restrict the [3,3]-
sigmatropic rearrangement.5 Therefore, we can propose


two other reaction paths, [2,3]-sigmatropic shift from 4-S
into 7-S and direct formation of 7-S via a heterolytic
cleavage of the S—CH2 bond in sulfonium 1-S to give the
final product 3-S.


�� ��
��
����	� �� ������� ���	�����	 ������ �	�
��	���������	 �� �������	 ���1
�


According to the principle of least motion,6 spirocyclic
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intermediates 5 in which the methylsulfenyl and sulfinyl
groups are cis to the exo-methylene group with respect to
the dihydrothiophen ring after [2,3]-sigmatropic re-
arrangement of the ylides 4 are considered. Flexibility
of the ylide ring system is necessary for the first-step
[2,3]-rearrangement to proceed. Therefore, the [2,3]-
rearrangement is thought to proceed from the TBi form of
the ylide to cis-methylsulfenyl spirocyclic intermediates
as shown in Scheme 2.


When these rearrangements proceed via the ylide
intermediate, it is presumed that the intermediates and
reaction products are 4-SO-cis-TBo, 5-SO (SO/SMe =
trans/cis), 7-SO (SO/SMe = trans/trans), 2-SO (SO/
SMe = cis/eq) and 3-SO (SMe = cis) for the 1-SO series,
and 4-S-TBo, 5-S (SMe = cis), 7-S (SMe = trans), 2-S
(SMe = eq) and 3-S for the 1-S series. The relative
energies based on the sulfonium species and the ylides
are shown in Table 4. The activation energies (�E*) in
each reaction from A to B are shown in Table 5. In order
to compare with the energy levels of the sulfonium salt 1-
S and the ylide 4-S, the potential energy values of H2O
(�76.01075 a.u.) or H3O� (�76.28934 a.u.) were added
to the corresponding energy values to make the isodesmic
reaction


�1 � S� � �H2O� � �4 � S� � �H3O��


In the isodesmic reaction, the ylide system is expected to
be 483.1 kJ mol�1 less stable than the sulfonium system.
Thus, the activation energy of rearrangement from 1-S to
3-S via the ylide is 397.7 kJ mol�1 higher than that of 1-S
via 6a by way of the cationic fission of the sulfoxide
(from 7-SO to 3-SO) without consideration of the solvent
effect.


The relationship of the energy levels between the
intermediates for the rearrangements and activation
energies are shown schematically in Fig. 1. The transition
structures along the interatomic distances in the bond-
forming and bond-fission sites are illustrated in Figs 1
and 2. The transition states for each rearrangement have
been optimized at the HF/6–31G* level. These are
characterized by imaginary frequencies as shown in Figs
3 and 4.


As displayed in Figs 3 and 4, the reaction-coordinate
vectors of the corresponding transition states indicate the
bond fission and bond formation in the reaction sites.
There are several interesting points in Fig. 1. In the
rearrangement from 4-SO into 2-SO the decrease in
energy level for the first step ([2,3]-sigmatropic shift) was
about 89–144 kJ mol�1 and the second step ([1,3]-
sigmatropic shift) was stabilized by about 130–
160 kJ mol�1 (Table 2). It seems that the driving force
of the first step is caused by the conversion of the unstable
ylide into the spirocyclic intermediate in spite of the
dearomatization, followed by the second step of rear-


omatization to give the final product 2-SO. The first
steps from 4 into 5 and 7 in both rearrangements are the
rate-determining step in the formation of 2 and 3,
respectively. Judging from the activation energies,
conversion from 4-SO to 5-SO is smoother than that
from 4-SO to 7-SO. Although the process from 4-S to 5-S
is more favorable than that to 7-S according to the
calculations, the expected product 2-S was not observed
in the rearrangement.


The activation energy of the final [1,3]-sigmatropic
rearrangement from the sulfoxide 5-SO to 2-SO is
27 kJ mol�1 lower than that of the sulfide (from 5-S to 2-
S). On the other hand, the activation energy of the final
[1,3]-sigmatropic rearrangement from the sulfide 7-S to
3-S is 16 kJ mol�1 lower than that of the sulfoxide (from
7-SO to 3-SO).


The rearrangement of sulfoxide 1-SO into 2-SO is
understandable in terms of the above reaction profile,
while the rearrangement of sulfide 1-S into 3-S cannot be
explained by the above reaction profile. Therefore, the
direct pathway from 1-S to 7-S, not via the ylide 4-S, was
suggested, as shown in Fig. 2. Furthermore, it is
considered that the transition state in the consecutive
cationic reaction from 1-S to 6b-S (ionic mechanism) is
more stabilized in polar solvents such as an alcohol as
compared with the solvent effect of the rearrangement
(concerted mechanism) from 4-S to 7-S and 4-S to 5-S.
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ABSTRACT: The reaction of elemental bromine with benzene was followed using ab initio modeling. Two
mechanisms were considered as possibilities based in part on tradition and in part on more current experimental
evidence. Consideration of transition state energy rules against the conventional picture involving direct formation of
the Wheland intermediate via electrophilic attack by bromine. The preferred pathway is calculated to be through the
cation–anion radical pair which then goes to the Wheland intermediate. Copyright  2002 John Wiley & Sons, Ltd.


KEYWORDS: benzene; bromination; ab initio modeling
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The subject of electrophilic aromatic substitution has a
history extending back over ca 150 years. The mechan-
ism(s) by which the reaction occurs has been well
reviewed.1 A recent edition of a popular introductory
textbook, however, states: ‘Unlike simple alkenes,
benzene fails to react with Br2 or Cl2.’ In fact, it has
been known for some years2 that bromine reacts directly
with benzene in acetic acid as solvent. A summary of
current thinking is given in Scheme 1. First recognized as
a potential reaction intermediate, the �-complex was
initially proposed by Pfeiffer and Wizinger.3 Subse-
quently, Wheland4 carried out an early theoretical
quantum mechanical study on the nature of this complex,
now often referred to as the Wheland intermediate.
Experimental data have now firmly established the
existence of Wheland intermediates.5 When coupled
with arguments based on the Pauling–Wheland6 theory of
resonance, the concept has provided organic chemists
with justifications when discussing the relative reactivity
and directional preferences in a wide range of substituted
benzenes and arenes in general.


Dewar7 was the first to propose the formation of a
charge transfer (CT) �-complex as a step on the
substitution pathway. Over the years, the role of �-
complexes has been extensively examined. Olah and co-
workers5 made observations of rates and product
distributions for the benzylation of various arenes
supporting the role of the CT. More recently, Fukuzumi
and Kochi8 carried out detailed spectral examinations of
a wide range of arene donor–acceptor complexes. They
noted8b that for a series of arene halogenations and
mecurations, the spectral CT bands decreased in direct


proportion to the rate of formation of the substituted
products. The solvents employed were acetic and
trifluoroacetic acid. Their data on this system were
consistent with earlier studies.2,9


In their studies, Olah and co-workers5 proposed that
the complexes preceding formation of the Wheland
intermediate may form a continuum of structures with
varying degrees of �-complex to �-complex character
depending on the nature of the components and the
solvent. Subsequent workers have embraced this con-
cept.10 Hubig and Kochi11 gave a very detailed experi-
mental demonstration of the transition from a pure �-
complex to a pure �-complex.


It should be mentioned that the mechanism for alkene
halogenation has many of the aspects just reviewed.
Ruasse12 provided experimental evidence that the
bromination may proceeds by two paths. Formation of
a bromine–ethylene CT complex may precede the
formation of the ethylene bromonium ion, or the reaction
may go directly to the �-complex (2-bromoethyl cation).
The pathway depends both on the alkene structure and on
the solvent polarity. Theoretical calculations relating to
these mechanisms and including the role of the solvent
have been published by Assfeld et al.13 and by Cossi et
al.14 These studies provide an insight into possible routes
to be modeled in studying the uncatalyzed reaction of
bromine with benzene.


Recent computational work15 has supported the
concept of a family of benzene complexes from the
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extremes of the �-complex to the covalently bonded �-
complexes originally proposed as intermediates in
aromatic electrophilic substitution.


�� !��������"  #�$���


Calculations at the MP2/6–311 �� G** level were
employed in the modeling of the transition from �- to
�-arene complexes.15 All structures here were optimized
with Gaussian 9816 at the same level. It was established in
the earlier study that basis set superposition error was of
the order of 0.4–0.6 kcal mol�1 (1 kcal = 4.184 kJ) with
this basis set. Since the error in molecular energies is
generally considered to be of the order of �2 kcal mol�1


for single method calculations, no additional corrections
for BSSE were carried out. Synchronous transit-guided
quasi-Newton methods (QST2 and QST3)17,18 were used
to obtain the required transition structure, which was
refined and tested by frequency calculations (MP2/6–
311 �� G**). Structures, vibrations and pertinent mol-
ecular orbitals were examined visually by Gaussview
(Gaussian, Pittsburgh, PA, USA). The transition structure
gave a single imaginary frequency with motions
consistent with a valid transition structure (Fig. 1) for
the reaction under consideration. Subsequently, fre-
quency calculations were carried out for all structures
at the HF/6–31G* level providing a thermal enthalpy and
zero point energy corrections at 25°C and following the
precedent established by Curtiss et al.19


Corrections to the energies of pertinent structures due
to the solvent dielectric constant (acetic acid, � = 6.15 D)
were carried out using the isodensity surface polarized
continuum model.20 Charge densities were calculated
from the electrostatic potential by the method of Merz
and co-workers.21


Calculations via the polarizable conductor method
(COSMO)22 were employed to determine the role of
solute cavity formation in the solvent and the variation in
dispersion energy for the various species in this study.
For five structures containing one benzene moiety and
one bromine equivalent, the average cavitation energy
with average deviation was 15.01 � 0.68 kcal mol�1


and the dispersion contribution was �20.05 �
1.45 kcal mol�1. Since the interests in this study require
only differences in energy between two structures, the
cavitation and dispersion terms were considered to cancel
out for the present purposes.


�#��"�� ��� ����������


The enthalpy values for all pertinent structures corrected
to 25°C and to the dielectric constant of acetic acid are
given in Table 1. The reaction enthalpy change for the
formation of bromobenzene and hydrogen bromide is
exothermic by 17.2 kcal mol�1. Before discussing poten-


tial mechanistic pathways, four structures important to
that discussion will be described.


In a recent study, the modeling of various electrophiles
in forming complexes with benzene employed the MP2
method since it was important for dispersion forces not be
neglected.15 The CT complex of bromine with benzene
was initiated from a structure with the bromine axis
placed parallel to the plane of the arene ring and 4 Å
above the ring plane. The final �1 structure is shown in
Fig. 1 as 1. This structure is 0.3 kcal mol�1 above the
enthalpy of the starting reagents. Since single method
calculations are generally considered accurate within the
range of �2 kcal mol�1, caution should be observed with
regard to the slight endothermicity calculated here.
However, Fukuzumi and Kochi8a reported that the
formation constant for the bromine–benzene complex
was too small for direct measurement.


The influence of the solvent is a matter of concern for
any reaction in which polar species are involved. The
principle solvent correction methods in Gaussian 98
employ variations of the polarized continuum model in
which the shape and size of the solvent cavity are defined
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by the molecule under consideration. The external
medium about the molecular cavity is given a uniform
charge determined from the solvent dielectric constant.
The interaction between the molecule and the external
medium is then iterated until an energy minimum is
reached. The isodensity polarized continuum method of
Foresman et al.20 was chosen for this study as a
compromise between accuracy in modeling the cavity
and computational time constraints. The Gaussian code at
this point in time limits IPCM calculations by the MP2
method to single point calculations. Indeed, the IPCM
method will not perform optimizations in the solvent
cavity by any method. To surmount this difficulty for
cases where optimization in the cavity was desired, the
polarized continuum method (PCM) of Miertius and
Tomasi23 was employed using the HF/6–31 � G*
method. Single point calculations were then done on
these structures at the MP2/6–311 �� G** level as
reported in Table 1.


An earlier study established that the energy change
upon dissolving arenes in solvents of low dielectric
constant is fairly small.24 The amount of charge
transferred in forming 1 is of the order of 0.1 e, and the
solvent-corrected energy was found to be only
0.2 kcal mol�1 below the energy determined in a vacuum.
The question of a change in the geometry of 1 by
interaction with the solvent was addressed by optimizing
the structure in the solvent cavity employing HF/6–
31 � G* for the calculation. The only perceived change
was 0.1 Å in the C—Br bond length. The change in the
Br���Br distance was nil. The adjacent bromine, C-1 and
C-4 define a plane of symmetry for the ring with the


calculated atom charges (Fig. 1) symmetrically distrib-
uted.


During the course of the earlier study, Vasilyev et al.25


reported the low-temperature x-ray structure of the CT
complex of bromine and benzene. The structure indicated
the bromine to be located above one of the C—C bonds
with C—Br distances of 3.36 and 3.18 Å, respectively.
They described this structure as having a hapticity of
� = 1.52. The x-ray structure served as a starting point for
an optimization pictured as 2 in Fig. 1. With trivial
variations in the third decimal place, the C—C bonds in
the ring are all 1.40 Å, the same as for benzene. The
calculated C—Br bond lengths (3.14 and 3.19 Å) have
shifted towards a near �2 structure. In both 1 and 2 the
Br—Br distance has elongated from the isolated Br—Br
distance of 2.284 Å to 2.323 Å. Vasilyev et al.25 reported
this distance in their crystal structure as 2.303 Å and
pointed out the sensitive response of this bond length to
the state of bromine coordination. Small differences
between x-ray bond lengths and those from ab initio
calculations are to be expected as the former measure
centers on electron density whereas the latter calculates
nuclear separations.


The MP2 structures for the Wheland intermediate ions
6 and 7 are shown in Fig. 2. The bond lengths for 6 are
consistent with the resonance structures that one can
write for the pentadienyl cation. Foresman and Frisch26


have pointed out that agreement among the various
methods for calculating atomic charges is often better
achieved by employing group charges (C—H in this
case). This method of comparison has been used here
throughout. The atomic charges for 6 correspond to the
possible resonance structures for the ion with virtually no
charge on the attached bromine. In contrast, the �2-
bromobenzonium ion 7 shows a considerably larger
amount of charge on the bromine. The C—C bond in the
three-membered ring is close to that expected for an sp3–
sp3 single bond. The other ring–carbon bond lengths are
alternating sp2–sp2 single and double bonds. Ion 7 is
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Species Energy (hartree)


Bromine �5144.968689
Benzene �231.484962
Sum of bromine � benzene �5376.453651
�1 CT (1) �5376.453217
�2 CT (2) �5376.458915
Wheland ion (6) �2803.729083
Bromide ion �2572.653818
Sum of 6 � bromide �5376.382901
Wheland ion–bromide Ion pair (3) �5376.395370
�2-Bromobenzonium ion (7) �2803.713087
�2-Ion pair (4) �5376.386880
TS to Wheland (5) ion pair �5376.350447
Bromine anion radical �5145.133013
Benzene cation radical �231.218572
Sum of cation and anion radicals �5376.351585
Bromobenzene �2803.398244
Hydrogen bromide �2573.082794
Sum of bromobenzene and HBr �5376.481038


a The numbers refer to the structures in Figs 1 and 2. Supplementary
information can be obtained from author.
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5.4 kcal mol�1 higher in energy than ion 6, presumably
owing to the strain of the three-membered ring.


Intuitively, one might expect the first-formed Wheland
intermediate to exist as a tight ion pair in the low
dielectric constant of acetic acid. Initially it was assumed
that the bromide ion would be as close as the van der
Waals contact distance (3.98 Å) to the ring-bound
bromine. The contact distance was determined by
importing the MP2 geometries into graphical CPK
models in the program SPARTAN (Wavefunction Inc.,
Irvine, CA, USA). This structure is shown as 3 in Fig. 1.
As can be seen, the added bromine has taken on the
aspects of a bromide ion with a charge of �0.93e. It was
necessary to fix this distance as otherwise the optimiza-
tion of the ion pair resulted in the formation of
bromobenzene and hydrogen bromide.


The first test of structure 3 was carried out by a series
of single point MP2 calculations in which the Br���Br
distance was increased over a range of values keeping a
linear arrangement the C—Br���Br atoms. This process
requires that Coulomb work be done to separate the ionic
charges. As expected, the energy of these structures
increased in a regular fashion above that given for 3.


The arene ring of 3 in Fig. 1 carries the bulk of the the
positive charge and only a trivial amount is on the bound
bromine. Again, a series of solvent-corrected MP2
calculations were carried out with the bromide ion at
various distances along the original benzene sixfold axis.
It was necessary to fix each of the trial distances as
otherwise the structures spontaneously formed syn-1,4-
dibromo-2,5-cyclohexadiene. The closest approach of the
bromide ion was just above the �-charge cloud. This
structure poised at 3.5 Å above the ring plane represented
the lowest energy in this series but was still at a higher
energy than that for 3. In a similar fashion, an ion pair
was generated from the benzonium ion 7. The optimized
energy for this structure 4 (Fig. 1) is still 5.4 kcal mol�1


above 3, presumably owing to ring strain.
The transition structure (TS) for the direct conversion


of starting materials to the ion pair 3 was obtained by
synchronous transit-guided quasi-Newton methods.17,18


Shown in Fig. 1 as 5, the imaginary vibration correspond-
ing to the reaction coordinate showed a stretching mode
involving the C���Br���Br structure as shown. Since the
MP2 method would not allow optimization of 5 in the
solvent cavity, a series of solvent-corrected HF/6–
31 � G* single point calculations with accompanying
frequency calculations were carried out by incrementing
the C—Br bond length by 0.1 Å from 1.94 to 2.54 Å. The
structures with C—Br at 1.94, 2.04 and 2.14 Å all
displayed one negative frequency. While the energy
surface at these adjacent points indicated an almost flat
profile, all points other than the found TS (C—Br 2.043
Å) were of a higher energy, confirming 5 as the correct
TS. As Fukuzumi and Kochi8b pointed out, it is not
possible to declare unequivocally that the CT(s) are
directly on the reaction path from starting materials. The


similarities in energies for the starting materials com-
pared with CTs 1 and 2 render the question of which lies
on the reaction path moot.


Finally, the complete transfer of an electron from the
benzene to bromine would result in the formation of a
radical ion pair. Fukuzumi and Kochi8b wrote the
expression for this process as follows:


Ar � E � Ar�E�� �


�8�


Further, they proposed that ‘the ion pair [Ar�E�] is a
reasonable approximation to the transition state for
electrophilic aromatic substitution.’ They pointed out
that the radical ion pair is attained in an adiabatic process,
which would require a change in solvation energy, while
the formation of the CT is a vertical Franck–Condon
transition requiring at best a minimal solvation change. In
going from the energy calculated in a vacuum to the
solvent-corrected energy, the CT energy is lowered by
0.9 kcal mol�1 while the solvent change in energy for the
ion pair 3 is �35.6 kcal mol�1.


The energy determination for the radical ion pair 8
starts with the solvent-corrected values for the individual
radicals (see Table 1). Comparison of the isolated
Wheland ion 6 and the bromide ion with the ion pair
structure 3 shows a difference in energy due to
Coulombic interaction of 7.8 kcal mol�1. The magnitude
of this correction was confirmed by calculating the
energies in acetic acid for the lithium and fluoride ions at
infinity versus the LiF ion pair. The found Coulomb
energy difference was 12.8 kcal mol�1, the higher value
being consistent with a stronger solvent interaction with
the smaller, less polarizable inorganic ions.


Two mechanisms employing the entities just described
may be considered. The first of these is the conventional
early picture in which the arenes and the electrophile
collide, forming the Wheland ion pair intermediate that
collapses to the reaction products. The TS for this process
is shown as 5 in Fig. 1. The activation enthalpy as shown
in Fig. 3 is 64.7 kcal mol�1. With benzene there is no way
to determine what role, if any, the �2 structure 4 plays in
this process. However, Olah5b had proposed such an
intermediate as a possible explanation for his observa-
tions of low substrate but high positional selectivities in
highly exothermic electrophilic aromatic substitutions.


The second pathway follows from the mechanism put
forth by Fukuzumi and Kochi.8b The cation–anion ion
radical pair forms either directly from the reactants or
the CT complexes yielding 8, a process requiring
55.2 kcal mol�1. Given that the activation enthalpy from
CT 1 may be slightly less in energy than from the neutral
starting materials and that partial electron transfer has
already occurred, it is tempting to postulate that 1 is on
the reaction path. Certainly this possibility is consistent
with their observations that the rate of disappearance of
the CT spectral bands coincides with the rate of
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bromination. The intermediate 8 then collapses either
directly to ion pair 3 or passes through the �2-ion pair 4 to
3. Recently, it has been mentioned that a transition state
may exist between the cation–anion radical pair and the
formation of the Wheland intermediate (J. K. Kochi,
personal communication). This matter is currently under
examination.


The application of the cation–anion radical pair
mechanism to the bromination of toluene was modeled
by attaching a methyl group to the ring in structure 4 first
at C-3 and then at C-4. The resulting two structures were
then optimized (MP2/6–311 �� G**), yielding the two
CTs 9 and 10 shown in Fig. 4. These structures were then
carried through the cycle of calculations corresponding to
those in the lower half of Fig. 3. The relevant energies
including the two Wheland intermediates are shown in
Fig. 4. These results are consistent with Olah’s thinking
in that the formation of the radical ion pair from toluene
involves less energy than that for benzene and the
formation of o-bromotoluene is favored over the meta
isomer. The reaction enthalpies forming CTs 9 and 10 are
�5.5 and �5.6 kcal mol�1, respectively.


It is less clear in the toluene case what role the CT may
play, as several geometries may be conceived from the
starting materials. Two computational experiments were
carried out exploring these CTs. In the first the bromine
was placed at 4 Å above and parallel to the ring and


aligned forming a plane with CH3���C-1���C-4 and poised
over the CH3—C1 bond. The course of the optimization
was followed with Gaussview. The bromine molecule
turned out as shown as 9 in Fig. 4. This CT was clearly
the �1-complex. For the second experiment the bromine
was translated to a position midway over C-4. The
resulting CT was identical with 10 also shown in Fig. 4.
CT 10 appears closer to a true �2- complex although the
bromine is marginally closer to C-4 than to C-3. The
amount of charge transferred in each case was 0.1e. The
formation of both CTs is exothermic, in contrast to the
benzene case. However, this difference is on the border-
line of computational accuracy, and mechanistic conclu-
sions are subject to reservations.


In summary, the study of the two most likely pathways
for the direct reaction of bromine with benzene supports
the conclusion of the lower energy path to be via the
formation of a cation–anion radical pair that collapses to
the Wheland ion–bromide ion pair and then to products.
The lower energy of formation of the toluene–bromine
radical ion pair is consistent with expectations regarding
the greater reactivity of toluene. The lower energy of
formation of the two CTs studied here is also consistent
with expectation.
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ABSTRACT: When a 1:1 complex of cis-3,30-bis(diphenylhydroxymethyl)stilbene (1) with acetone was irradiated in
the solid state at room temperature using a high-pressure mercury lamp with a Pyrex filter for 6 h, a 1:1 complex of the
trans-isomer (2) with acetone was obtained without losing the guest acetone molecules. Similar results were obtained
without a guest or in the presence of other guests. Internal rotation around the double bond bearing the very large
triphenylhydroxymethyl substituent is hardly imaginable in the confinement of the crystal. Therefore, the geome-
trically easier ‘hula-twist’ (HT) mechanism with its movements primarily in the molecular plane provides a viable
mechanistic alternative for the cis–trans isomerization. The solid-state mechanism of the reaction was studied by
x-ray and atomic force microscopy (AFM) analyses. Face-selective efflorescence formed a protective cover on (100)
and can be related to the crystal structure. Further molecular migration was not detected with the sensitivity of AFM
and the crystal of 1�acetone did not lose its clarity and microscopic shape. The cis–trans conversion profits from cages
that are present in the crystal lattice. X-ray structural analysis confirmed a strong loss of crystallinity upon the
photochemical conversion of 1�acetone which precludes a definitive conformational proof of HT by x-ray diffraction.
The formation of the amorphous phase excludes a topotactic reaction. Copyright # 2003 John Wiley & Sons, Ltd.


KEYWORDS: cis–trans isomerization; inclusion crystal; x-ray structure; atomic force microscopy; hula-twist; amorphous


phase


INTRODUCTION


Photochemical cis–trans isomerizations in constrained
media have attracted special interest in recent years in
relation to the photoisomerization of chromophores in
biological systems (e.g. photoactive yellow protein and
retinoid-binding proteins).1 Recently, various cis–trans
isomerizations of C——C double bonds, e.g. of 2-benzyli-
denebutyrolactone and 1,2-dibenzoylethene, in the crystal-
line state have been reported.2,3 We now report the
unidirectional photoisomerization of cis-3,30-bis(diphenyl-
hydroxymethyl)stilbene (1) to its trans-isomer (2), neat
and in inclusion crystals with guest molecules (Scheme 1).


RESULTS AND DISCUSSION


Preparations and solid-state photolyses


The host compound (1) was prepared according to the
method shown in Scheme 2. Treatment of ethyl 3-bromo-


benzoate (3) with ethyl 3-ethynylbenzoate (4) in the pre-
sence of a Pd(II) catalyst gave 3,30-bis(carboethoxy)
diphenylacetylene (5), which upon treatment with PhMgBr
in dry THF followed by hydrogenation on Pd–BaSO4 gave
cis-3,30-bis(diphenylhydroxymethyl)stilbene (1). The host
compound (1) formed stable inclusion complex crystals
with various kinds of guest compounds (Table 1). For
example, when 1 was recrystallized from acetone, a 1:1
inclusion crystal was obtained as colorless prisms.


The various host–guest compounds of cis-1 and also
guest-free 1 (see Experimental) underwent solid-state
geometric isomerization to give the trans-isomer 2.
Very interestingly, when a single crystal (3.0� 1.0�
0.5 mm) or powder of the 1:1 inclusion complex of 1
with acetone (1�acetone) was irradiated with a 400 W
high-pressure mercury lamp using a Pyrex filter from a
distance of 10 cm at room temperature for 12 or 6 h,
respectively, a pale yellow crystal (or powder) of the 1:1
acetone complex of 2 with acetone (2�acetone) was
formed. A 92% conversion of the powder was obtained.
After photolysis, the single crystal was still clear and the
microscopic crystal shape had not changed. It is also
surprising that the guest acetone molecules were mostly
held in the crystal (about 94% retained as detected by
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thermogravimetric analysis) despite the drastic change in
the shape of the host molecule during isomerization.
Similarly, the cis–trans isomerization of 1 and of its
inclusion crystals with cyclopentanone, �-butyrolactone,
dioxane, DMSO, DMF and pyridine occurred efficiently
(although slowly) in the solid state without loss of the
guests (Table 1). On the other hand, prolonged irradiation
of 2 or of its acetone inclusion complex 2�acetone did not
change the material: no trace of 1 could be detected by 1H
NMR analysis. The unidirectional photoisomerization of
1 to 2 in the inclusion complex with acetone was
investigated by x-ray diffraction and atomic force micro-
scopy (AFM) analysis.


X-ray analysis


The molecular structure in the crystals of 1�acetone is
shown in Fig. 1. The acetone molecule is connected to the


Scheme 1. Solid-state photoisomerization of 1 to give 2


Scheme 2. Synthesis of the host compound 1


Table 1. Host–guest complexes of cis-3,30-bis(diphenylhydroxymethyl)stilbene (1) and their photoisomerization in the solid-
statea


Guest Host:guest ratio Z: m.p. (�C) Conversion (%) Host:guest ratio E: m.p. ( �C)


Acetone 1:1 77–82 92 1:1 70–75
Cyclopentanone 1:1 75–83 93 1:1 65–70
�-Butyrolactone 1:1 85–90 95 1:1 55–60
Dioxane 1:1 110–115 71 1:1 85–90
DMSO 1:2 130–135 68 1:2 120–130
DMF 1:2 78–83 72 1:2 90–95
Pyridine 1:1 93–95 92 1:1 75–78
— — 170–175 93 — 68–73


a The photolyses of powdered crystals were carried out for 6 h.


Figure 1. The molecular structure of 1�acetone with displacement ellipsoids at the 50% probability level
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host 1 by the O2—H2 � � �O3 hydrogen bond with an
O2 � � �O3 distance of 2.829(4) Å and it is not disordered.
There is also an intramolecular O1—H1 � � �O2 hydrogen
bond of the host molecule [O1 � � �O2 distance 2.993(3)
Å]. The dihedral angle between the two phenyl rings
of the cis-stilbene moiety is 47.8(1)� and the central
C21—C23——C24—C25 torsion angle is 7.5(8)�.


Supermicroscopic analysis with AFM


The crystals of 1�acetone keep their guest upon photo-
isomerization. However, at the molecular resolution (in the
Z-direction) of AFM, surface reconstruction or efflores-
cence may occur with loss of some acetone in the surface
region. This seems to be a problem at room temperature,
but less so at �17 to �15 �C (Fig. 2). Low-temperature
irradiation is also required because there are signs of local
melting if high-intensity irradiation (700 W Hg lamp
through Pyrex cooled to 14 �C) is performed at room
temperature: initially sharp crystal edges become
smoother and AFM [Fig. 3(d)] detects softened surface
regions, but not in irradiations at <�15 �C. Both almost
acetone-free (<6%) crystals of 1 and the crystals of
1�acetone undergo cis–trans photoisomerization also at
�17 to �15 �C and (more slowly) at �70 �C, as checked
by 1H NMR analysis. If a prismatic crystal of 1�acetone
was irradiated for 6 h at �17 to �15 �C through a Pyrex
filter, no microscopic change was observed even though
the crystal was 30% converted to 2�acetone.


Long irradiation (20 h; the irradiation times for high
conversion are rather long owing to internal filtering by
the strong light absorption of the product 2) up to nearly
complete conversion also did not disintegrate the single


crystals. There was the expectation that this highly space
demanding cis–trans isomerization had occurred in a
topotactic manner. Therefore, the AFM results in combi-
nation with x-ray diffraction are of particular interest for
the substantiation or exclusion of that assumption. AFM
has been used successfully to prove and disprove several
claims of topotaxy in various molecular crystals very
sensitively.4


The main surface (100) of a flat plate-like crystal of
1�acetone was irradiated at a low light intensity at 20–
25 �C and the surface change was measured at various
times. Figure 3 shows that the initial surface has some


Figure 2. Micrographs of a crystal of 1�acetone: the white
bar corresponds to 0.1mm. Left image, (010) face before
irradiation; right image, after 6 h of irradiation with a 700W
Hg high-pressure lamp through Pyrex at a 15 cm distance and
�17 to �15 �C. The irradiated crystal was tilted in order to
visualize both the (110) face and the (010) face. Two small
crystallites on (010) are the result of some remote crystal
breakage that happened on tilting it with tweezers


Figure 3. 10 mm AFM topographies of the (100) face of 1�acetone: (a) fresh surface of a flat plate specimen; (b) after 4 h; (c)
after 10 h of irradiation with an old 125W Hg lamp through Pyrex at a 3 cm distance from the lamp and 20–25 �C; (d) after 3 h
of irradiation with a 700WHg lamp at room temperature; (e) a fresh surface after 5 and (f) after 15min irradiation with a 700W
Hg lamp at �17 to �15 �C and a 15 cm distance from the lamp; the Z-scale is 100 nm
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roughness (Rms ¼ 7 nm, excluding the large feature) with
a maximum height of 62 nm (excluding the large feature)
obviously from some efflorescence on resting for 2 weeks
in a bottle without an acetone atmosphere. These values
increase to 12 and 88 nm in (b) and 9 and 85 nm in (c). It
is clearly seen [(a) and (b)] how the original positive
features increase while the craters disappear. That change
comes to a stop in Fig. 3(c). Clearly, a thin cover is
formed on (100) which prevents further efflorescence,
while the conversion to 2�acetone in the bulk exceeds
50%. If a much higher light intensity from a fresh 700 W
Hg lamp is applied, similar features form within minutes
(Rms ¼ 7 nm, maximum height 55 nm), that keep their
shape but collapse after 3 h of irradiation followed by
apparent local melting [Fig. 3(d)].


A very flat surface part of 1�acetone on (100)
(Rms ¼ 3.5 nm, maximum height 48 nm) was irradiated
under argon at �17 to �15 �C with the 700 W Hg lamp. It
gave comparable signs of efflorescence with fewer hills
and formation of craters around them on (100)
(Rms ¼ 12 nm, maximum height 116 nm) [Fig. 3(e/f)].
The surface did not change significantly further after
15 min of irradiation (Rms ¼ 12 nm, maximum height
125 nm). Therefore, these features are again interpreted
as the formation of a cover that is the result of initial
efflorescence but not of bulk photoisomerization.


Well-formed six-sided prismatic crystals of 1�acetone
were probed on all of the paired faces along the c-axis.
The now smaller developed (100) face was securely
identified by the features similar to those in Fig. 3(e)
upon irradiation. The (010) surface (Fig. 2) had humps
parallel to the long crystal c-axis and was scanned with
the AFM tip at sites where these were least pronounced.
No change was detectable. Even very long irradiation did
not change the shape of the side-face, as shown in Fig. 4.
The conversion of the crystal in Fig. 4(d) was detected
with 1H NMR to be 56%. Similarly, no change of the
surface was detected on the (110) face on irradiation
under the same conditions. Clearly, no long-range move-
ments of molecules [except for the initial efflorescence on
(100)] can be detected with AFM and this observation
points to either a topotactic reaction or the formation of
an amorphous phase in the crystal of 1�acetone to give
2�acetone. In both cases no new crystalline phase has to
be formed.


Mechanistic interpretation


The crystal structure of 1�acetone (P21/n) exhibits a
layered structure on (010) and (001). The monolayers
are in the (100) and (010) planes. All hydrogen bonds are
within the host–guest pairs (see also Fig. 1). Thus, the
layers are not interlinked by hydrogen bonds, but they
interlock considerably and do not leave good cleavage
planes for easy molecular migrations.2 This is shown in
Fig. 5, which represents a rather large crystal section.


The AFM results on (100) are in agreement with the
molecular packing: acetone molecules may escape from
the uppermost monolayer and thus start the nucleation for
the efflorescence also from lower layers which finally
creates a thin tight cover with the hills that are seen in Fig.
3. At lower temperature, the nucleation is more selective
and fewer hills can grow to a limiting height. After
buildup of the stable layer, no further distortion due to
efflorescence occurs. The (010) face can only lose the
acetone molecules that are directly at the outer surface.
The next layer acetone molecules are shielded by host
molecules and cannot escape (Fig. 5). The (110) face
exhibits a similar situation. Thus, protecting efflorescence
is only observed on (100). Furthermore, as all molecular
layers interlock, no molecular migrations apart from the
formation of the protecting efflorescence cover can occur
and no photoproduct molecules exit, as shown in Fig. 4.


How, then, might the extremely space-demanding
cis–trans isomerization of 1 to give 2 occur without
destruction of the crystal? The difficulties are evident
from a comparison of the molecular shapes of 1 (in
1�acetone) and 2 (in 2�0.75 benzene)5 in Fig. 6. The
vinylic substituents are very large. The huge geometric
change is clearly seen in addition to the conformational
difference in the two experimental shapes of these mole-
cules in the crystals. The geometry of the ‘90� rotated
transition state’ for a hardly imaginable double bond
rotational isomerization cannot be assessed and is there-
fore not modeled and depicted. A closer inspection of the


Figure 4. 7.5 mm AFM topographies of 1�acetone on its
(010) face [frequently larger than (100) in its well-formed six-
sided prisms]: (a) fresh; (b) after 4 h, (c) after 6 h and (d) after
9 h of irradiation under argon at �15 to �17 �C with a
700W Hg lamp through Pyrex at a 15 cm distance. We do
not see precisely the same site on the (010) face in (a)–(d), as
the sample holder had to be removed from the AFM stage
for the irradiations. The Z scale is 140 nm
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lattice in Fig. 5 reveals the presence of cages that appar-
ently can help to accommodate the more extended mole-
cules 2 which avoids the necessity of leaving the lattice by
far-reaching migration.2 Semiempirical PM3 calculations
indicate only minor changes of the space-filling CPK
volumes (0.3%) and surfaces (2.3%) between 1 and 2.
This is not enough to invoke static ‘cavity’ models.6


Dynamic approaches are still qualitative but can be used
in the fixed lattice for judgments in extreme situations. A
rotational mechanism would meet with the situation that it


does not initially profit from the packing as the modeling
arrives at unsurmountable van der Waals interactions
(down to 45% of the standard distance) already at �10�


rotation. If that should proceed to a ‘90� rotated transition
state’ it would require that numerous neighboring mole-
cules in the first, second and third spheres must be pushed
away from their lattice sites during the lifetime of the
electronic excitation while the reacting molecule also
translocates. The vinylic substituents are far too large for
such a process with 1. The ‘hula-twist’ (HT) mechanism of
Liu and co-workers1,7 appears more likely, as it requires
only the out-of-plane translocation of one of the C—H
units and movement of one of the huge substituents
within its molecular plane. Scheme 3 summarizes the


Figure 5. Stereoscopic representation of the crystal packing in 1�acetone on (001) with the (100) face on top and (010) to
the right; acetone can escape from the monolayers on (100) but not through the monolayers on (010); hydrogen atoms are
omitted for clarity


Figure 6. Stereoscopic representation of the space-filling
molecules from x-ray data in their crystals:5 top, 1�acetone;
bottom, 2�0.75 benzene. O, meridian; double bond C, grid


Scheme 3. Comparison of the rotational and HT mechan-
isms of the cis–trans photoisomerization of 1 showing the
difference in the conformational result
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two mechanisms giving conformers A and B, respectively.
In the HT mechanism, only one of the double bond C—H
undergoes a space saving out-of-plane translocation,
while the m-triphenylhydroxymethyl substituent at the
same C moves essentially within its original plane and
passes a structure that may be drawn similarly to a triangle.
Continuation of the in-plane movement of the aryl moiety
leads to conformer B, which might survive in the confine-
ment of a crystal lattice.3 In the rotational mechanism
either one end (180�) or both ends (90� each) of the double
bond with their huge substituents would have to undergo a
space-consuming out-of-plane translocation to form con-
former A.


Figure 5 indicates that HT might occur much more
easily along the vertical layers inasmuch as there is also
some movement possible along the horizontal layer
direction. This mechanism appears much more likely
for geometric reasons, because the doubly layered aniso-
tropic crystal packing is largely in favor (Fig. 5). How-
ever, both mechanisms can still not be quantitatively
modeled. We note that cis–trans photoisomerizations of
stilbenes with even larger dendrimeric substituents have
been interpreted as HT isomerizations on the basis of
quantum yields and fluorescence arguments, although in
solution.8 In that case the ‘confinement’ is the solvent that
would have to be pushed away by the huge substituent if
it were to rotate by ca 90� during the 10 ns lifetime of the
electronically excited dendrimer.


Most rewarding are the following questions: can the
HT mechanism be proven by x-ray diffraction in the
present case by means of a conformational analysis of
the product 2 (rotation and HT lead to different con-
formers, Scheme 3)3 if the isomerization of 1 were a
topotactic conversion, or is it a Kohlschütter-type topo-
chemical reaction9 leading to colloidal particles within
the shape of the original crystal (not to be confused with
the Schmidt-type topochemical reaction10 which assumes
formation of a crystalline phase with a provision of
minimal atomic and molecular movements)? It turned
out that an amorphous phase was occurring in the
irradiation of 1 and therefore a conformational proof of
HT was not possible with x-ray diffraction on low-
temperature (250 K) irradiation. The observed lattice
changes were very small when the single crystal was
irradiated up to 36% conversion after 3 h. Importantly, the
peak half-width of the x-ray diffraction signals did not
increase, but the peak intensity decreased gradually to
60% after 1 h and to 20% after 3 h of irradiation, while the
crystal remained transparent. The difference electron-
density maps did not show any contribution of the
trans-isomer 2. Clearly, an x-ray amorphous phase was
produced without (sub)microscopic change of the crystal
(Figs 2 and 4). Hence, the present example failed to
provide definitive experimental proof of HT by exclusion
of rotation. However, volume-conserving HT motions,
where the bulky substituents do not leave the planes
occupied by the vinylic benzene rings and only one of


the olefinic C—H units undergoes out-of-plane translo-
cation,1,3 appear most likely, owing to the presence of the
layers and of the cages that serve also for the accom-
modation of the final product 2 (Fig. 5) (the so-called
‘bicycle pedal’ mechanism for 1,3-dienes11 is also vo-
lume conserving, but does not apply here).


CONCLUSIONS


Solid-state reactions without molecular migrations be-
yond geometric relaxation are considered topotactic
processes irrespective of the chemical mechanism, but
they must always be secured at the molecular precision of
the AFM2,4,12 and essentially keep the crystal structure. A
previous claim of a topotactic trans–cis photoisomeriza-
tion of 1,2-dibenzoylethene13 was excluded by AFM as it
exhibited long-range molecular movements along clea-
vage planes.4,14 The initial hopes to realize the first
topotactic cis–trans photoisomerization with 1�acetone
crystals that did not (sub)microscopically change were
not fulfilled, as an amorphous phase occurred by neces-
sarily short-distance molecular movements that could not
be traced by AFM on the rough surfaces. This shows that
AFM is a necessary but not a sufficient condition for the
proof of topotaxy, as an amorphous phase may form
without detectable molecular migrations at the molecular
Z-scale. The unusual present results further challenge
conclusions about topotaxy that are only derived from
dynamic x-ray investigations (without invoking AFM
evidence), if there was a considerable drop in peak
intensity which is frequently not documented or ex-
cluded. It should be noted that further crystal reactions
have been found previously where the macroscopic shape
of single crystals did not change but which were never-
theless not topotactic when the (thermal) reaction oc-
curred exclusively at outer and inner surfaces15 or after
creation of submicroscopic cracks in the bulk16 or by
using the voids of empty space in the lattice.16


It is to be expected that the search for void space in
suitable positions of crystal lattices will reveal topotactic
crystal reactions4,17 without the requirement for absence
of geometric change (<4%) from reactant to product,4,17


even if there is always the possibility of the creation of an
amorphous phase.


EXPERIMENTAL


1H NMR spectra were recorded in CDCl3 on JEOL
Lambda 300 and Bruker WP 500 instruments. IR spectra
were recorded with a JASCO FT-IR 200 spectrometer.
UV spectra were measured on a Shimadzu MPS-2000
spectrometer. All melting-points were determined using a
Yanaco micro melting-point apparatus and were uncor-
rected. The details of AFM measurements on organic
crystals have been described elsewhere.2 A NanoScope II
instrument (Digital Instruments) was used in contact
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mode at 10–30 nN force with non-scraping (symmetric)
standard Si3N4 tips (spring constant 0.12 N m�1).2 The
crystals were glued to a conducting tab (Plano) on a
magnetic plate. Low-temperature irradiations used a
double-walled cooled beaker with the sample plate in
direct contact with the cold bottom (circulating bath at
�17 to �15 �C or �70 �C) at a 10 cm distance from the
quartz window and an additional 5 cm from the 700 W Hg
lamp that was cooled by tap water (14 �C) running
through a double-walled Pyrex tube. Fixed-lattice mod-
eling was performed with the program Schakal (E. Keller,
Freiburg).


3,30-Bis(carbethoxy)diphenylacetylene (5). A mixture of
ethyl 3-bromobenzoate (3) (4.5 g, 26 mmol), ethyl 3-
ethynylbenzoate (4) (5.9 g, 26 mmol), PdCl2(PPh3)2


(0.05 g), PPh3 (0.26 g) and CuI (0.05 g) in Et3N
(200 ml) was heated under reflux for 5 h. After filtration,
the organic layer was evaporated to give, after recrystal-
lization from acetone, 3,30-bis(carbethoxy)diphenylace-
tylene (5) as colorless prisms (5.6 g, yield 67%, m.p. 60–
68 �C). IR (Nujol), � 1739 (C——O) cm�1, 1H NMR
(300 MHz, CDCl3), � 1.42 (t, J¼ 7 Hz, 3H, CH3), 4.41
(q, J¼ 7 Hz, 2H, CH2), 7.45–8.22 (m, 8H, Ar).


3,30-Bis(hydroxydiphenylmethyl)diphenylacetylene (6). A
solution of 5 (4.30 g, 13.3 mmol) in dry THF (30 ml) was
added with stirring to a solution of PhMgBr in THF
(200 ml), prepared from Mg (3.30 g, 133.9 mmol) and
bromobenzene (21.0 g, 133.9 mmol), and the mixture was
stirred for 6 h. Conventional workup gave crude crystals
of 3,30-bis(hydroxydiphenylmethyl)diphenylacetylene
(6). Recrystallization of the crude crystals from acetone
gave the 1:1 inclusion complex of 6 with acetone as
colorless prisms, which upon heating gave pure 6 as a
white powder (5.9 g, yield 81%, m.p. 85–90 �C). IR
(Nujol), � 3407 (OH) cm�1; 1H NMR (300 MHz,
CDCl3), � 2.77 (s, 2H, OH), 7.25–7.33 (m, 28H, Ar).
Anal. Calcd for C40H30O2 (6; 542.66): C, 88.53; H, 5.57.
Found C, 88.30; H 5.74%.


cis-3,30-Bis(diphenylhydroxymethyl)stilbene (1). A mix-
ture of 6 (1.00 g, 1.84 mmol) and Pd–BaSO4 (0.2 g) in
THF (100 ml) was stirred under an H2 atmosphere for 6 h.
After filtration, the organic layer was evaporated to give,
after recrystallization from toluene, cis-3,30-bis(diphe-
nylhydroxymethyl) stilbene (1) as colorless prisms
(0.85 g, yield 85%, m.p. 170–175 �C).These could not
be grown larger than 0.05� 0.05� 0.3–0.4 mm and had
very rough surfaces, unsuitable for x-ray diffraction or
even AFM studies. IR (Nujol), � 3559, 3459 (OH) cm�1;
UV (CHCl3), �max (") 243 (25 000), 285 nm (15 000); 1H
NMR (300 MHz, CDCl3), � 2.86 (s, 2H, OH), 6.52 (s,
2H, ——CH), 7.14–7.27 (m, 28H, Ar). Anal. Calcd for
C40H32O2 (1; 542.66): C, 87.92; H 6.05. Found C, 88.20;
H, 5.92%.


Recrystallization of 1 from acetone gave the complex
1�acetone; m.p. 80–85 �C. IR (Nujol), � 3475, 3377
(OH), 1695 (C——O) cm�1. Anal. Calcd for C43H38O3


(1�acetone; 542.66): C, 85.68; H, 6.35. Found C 85.92,
H 6.45%.


Low-temperature photolysis of solid 1. Powdered crys-
tals of 1 (30 mg with <6% acetone) were spread on a
cooled glass surface under vacuum and irradiated with a
700 W Hg high-pressure lamp through a Pyrex filter from
a distance of 15 cm for 12 h. The conversion was detected
by 1H NMR. It was >93% (measured after 8 h) at �15 to
�17 �C and 42% at �70 �C. The corresponding experi-
ments with 1�acetone gave conversions of 56 and 10%,
respectively.


trans-3,30-Bis(diphenylhydroxymethyl)stilbene (2). Solid-
state photolysis of the powdered 1:1 acetone complex of
1 (0.20 g, 0.38 mmol) for 6 h using a 400 W high-pressure
Hg lamp gave crude crystals of the 1:1 acetone complex
of 2 with 92% conversion. Recrystallization of the crude
crystals from acetone gave the pure 1:1 inclusion com-
plex 2 with acetone as colorless needles of 2�acetone
which, upon heating, gave pure 2 as a white powder
(0.19 g, 92% yield, m.p. 68–73 �C). Irradiation of well-
developed crystals of 1�acetone gave similar conversions
at 12 h irradiation without destruction of the still clear
crystals.
2: IR (Nujol), � 3550, 3445 (OH) cm�1; UV(CHCl3),


�max (") 242 (12 500), 304 (12 900), 316 nm (9200); 1H
NMR (300 MHz, CDCl3), � 3.05 (s, 2H, OH), 6.98 (s, 2H,
——CH), 7.24–7.44 (m, 28H, Ar). Anal. Calcd for
C40H32O2 (2; 544.68): C, 88.20; H,5.92. Found: C,
88.07; H, 6.20%.
2�acetone: m.p. 70–75 �C. IR (Nujol), � 3411 (OH),


1698 and 1685 (C——O) cm�1. Anal. Calcd for C43H38O3


(2�acetone; 542.66): C, 85.68; H, 6.35. Found: C, 85.26;
H, 6.50%.


Irradiation of 2 and 2�acetone. The powdered crystals of
2 or 2�acetone were irradiated for 12 h using a 400 W
high-pressure Hg lamp to give crystals of 2 or 2�acetone
unchanged (determined by 1H NMR).


Preparation of single crystals of 1�acetone. Single
crystals of 1�acetone were prepared by slow evaporation
of an acetone solution of 1 at room temperature. Both
prismatic (Fig. 2) and plate-like crystals [the latter with
(100) as the main face] could be obtained. For AFM
investigation, the prismatic crystals were taken directly
from a saturated solution and dried on a filter-paper in air.
All of the paired faces along the c-axis could be mounted
horizontally.


Synthesis of the other inclusion complexes 1�guest in
Table 1. The other inclusion complexes of 1�guest were
synthesized by recrystallization of 1 from the neat guest
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compounds. Guest-free crystals of 1 that were suitable for
x-ray diffraction or AFM could not be obtained from
toluene.


General procedure for the photoisomerization of the
other inclusion complexes in Table 1. Amounts of
50 mg of the powdered crystals of the 1�guest inclusion
complexes were irradiated as described above and the
data are summarized in Table 1. The conversion was
determined by 1H NMR analysis. The guest molecules
were still present in all cases.


X-ray structure analysis of cis-3,30-bis(diphenylhydroxy-
methyl)stilbene�acetone (1�acetone). Crystal data:
C40H32O2 �C3H6O, Mr¼ 602.77, crystal dimensions
0.4� 0.3� 0.2 mm, colorless prism. X-ray intensities
were measured on a Rigaku AFC-7R diffractometer
with Mo K� radiation at 297 K, monoclinic P21/n: a,
24.413(3); b, 16.229(3); c, 8.634(1) Å; �, 99.07(1)�; V,
3378.0(9) Å3; Z, 4; Dx, 1.185 g cm�3; �, 0.073 mm�1. A
crystal specimen was sealed in a capillary, and there was
no intensity decay of standard reflections. Data collection
of 9071 reflections (�max: 27.5�), 7764 independent
reflections (Rint: 0.022), 3144 observed reflections with
I> 2	(I), 423 parameters. The hydroxyl H atoms were
located from difference syntheses and refined isotropi-
cally. The other H-atom positional parameters were
calculated geometrically and constrained. R(F)¼ 0.054
for 3144 observed reflections, wR(F)¼ 0.0911 for all
5994 reflections. CCDC 187574 contains the supplemen-
tary crystallographic data for this compound. These data
can be obtained free of charge via www.ccdc.cam.ac.uk/
conts/retrieving.html (or from the Cambridge Crystal-
lographic Data Centre).


In the low-temperature irradiation in the x-ray diffract-
ometer a single crystal of 0.6� 0.5� 0.2 mm was coated
with adhesive, mounted and kept constant at 250 K using
cold nitrogen gas. Lattice constants before photolysis
(monoclinic P21/n), a, 24.383(5); b, 16.233(5); c,
8.6096(16) Å; �, 99.241(15)�; V, 3363.3(14) Å3 changed
to a, 24.416(8); b, 16.246(7); c, 8.625(2) Å; �, 99.18(3)�,
V, 3378(2) Å3 after photolysis for 3 h with a 250 W


ultra-high-pressure Hg lamp through a Pyrex filter. The
peak half-widths of the x-ray diffraction signals did not
increase, but the peak intensity decreased gradually. On
average, the peak intensity decreased to 60% after 1 h and
to 20% after 3 h of irradiation. The crystal structure
analyses before and after photolysis did not show any
change. The transparent crystal was sent from Yokohama,
Japan, to Oldenburg, Germany, and its chemical conver-
sion was measured as 36% by 500 MHz 1H NMR in
CDCl3.


Acknowledgement


K. T. acknowledges financial support from the Asahi
Glass Foundation.


REFERENCES


1. Liu RSH, Hammond GS. Chem. Eur. J. 2001; 7: 4537–4544.
2. Kaupp G, Haak M. Angew. Chem., Int. Ed. Engl. 1996; 35: 2774–


2777; Kaupp G. In Comprehensive Supramolecular Chemistry,
vol. 8, Davies JED (ed.). Elsevier: Oxford, 1996; 381–423.


3. Kaupp G. Photochem. Photobiol. 2002; 76: 590–595.
4. Kaupp G. Curr. Opin. Solid State Mater. Sci. 2002; 6: 131–138.
5. Ohba S, Hiratsuka T, Tanaka K. Acta Crystallogr., Sect. E 2002;


58: o1013–o1015.
6. Gavezzotti A. J. Am. Chem. Soc. 1983; 105: 5220–5225; Zimmer-


man HE, Nesterov EE. J. Am. Chem. Soc. 2002; 124: 1169–1171.
7. Liu RSH, Asato AE. Proc. Natl. Acad. Sci. USA 1985; 82: 259–


263.
8. Uda M, Mizutani T, Hayakawa J, Momatake A, Ikegami M,


Nagahata R, Arai T. Photochem. Photobiol. 2002; 76: 596–605.
9. Kohlschütter V. Z. Anorg. Allg. Chem. 1919; 105: 1–25.


10. Schmidt GMJ. J. Chem. Soc. 1964; 2014–2021.
11. Liu RSH, Hammond GS. Proc. Natl. Acad. Sci. USA 2000; 97:


11153–11158; Müller AM, Lochbrenner S, Schmid WE, Fuss W.
Angew. Chem., Int. Ed. Engl. 1998; 37: 505–507.


12. Kaupp G. Adv. Photochem. 1995; 19: 119–177.
13. Bart JCJ, Schmidt GMJ. Recl. Trav. Chim. Pays-Bas 1978; 97:


231–238.
14. Kaupp G, Schmeyers J. J. Photochem. Photobiol. B: Biol. 2000;


59: 15–19.
15. Kaupp G, Schmeyers J, Kato M, Tanaka K, Harata N, Toda F.


J. Phys. Org. Chem. 2001; 14: 444–452.
16. Kaupp G, Schmeyers J, Kato M, Tanaka K, Toda F. J. Phys. Org.


Chem. 2002; 15: 148–153.
17. Nakanishi H, Jones W, Thomas JM, Hursthouse MB, Motvalli M.


J. Phys. Chem. 1981; 85: 3636–3642.


912 K. TANAKA ET AL.


Copyright # 2003 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 905–912








��� �� ����	
����	� 	� �����������������	�� 	 �
���
�������� ���	�������� �� �� ���� 	� 
� ��� 
��
������ �� �	!��
�	�
� ����†


����"�# $
�
��%���* &
�	!�� '
����%�� 
�� (
"�!���" )*��	+�%��


���������� 	
 ������ ��������� ��� �����	�	�� ����	� ���������� 	
 �����	�	�� ������ ����	�� �	����
���������� 	
 ��������� ���  ����	����� ��	�����	�� ����	���� ����������� !���"� �#���	��	��� �	����


Received 28 September 2002; revised 12 December 2002; accepted 17 December 2002


ABSTRACT: AM1 calculations suggest that the [2 � 3] cycloaddition of triphenylnitrone 1 to nitroalkenes 2a–c in
the gas phase takes place in a concerted manner. However, the azolidine ring bonds C3—C4 and O1—C5 are not
formed fully synchronously. Kinetic factors favor the formation of cycloadducts with nitro group in position C-4 of
the azolidine ring (path A). Introduction of toluene, acetone or acetonitrile as a reaction medium increases the
activation barriers for both regioisomeric paths. Simultaneously, the energy profiles for path A undergo qualitative
change. In this case, two transition states and an intermediate with zwitterionic character were localized by means of
the AM1/COSMO method. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: [2 � 3] cycloaddition; nitrones; nitroalkenes; regioselectivity; solvent effect; AM1
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This work is a continuation of our systematic studies
concerning the mechanistic aspects of thermally allowed
cycloadditions with participation of nitroalkenes as 2�-
components.1–7 In previous paper in this series6 we
reported AM1/COSMO calculations for [2 � 3] cyclo-
addition of (Z)-C,N-diphenylnitrone to trans-�-nitro-
styrenes. We concluded there that in toluene solution
the reaction with p-dimethylamino-�-nitrostyrene takes
place in a concerted manner. However, when very
electron-deficient p,�-dinitrostyrene was used as a
dipolarophile, a change in mechanism to one involving
a zwitterionic intermediate was found. This suggests that
the reaction course can be profoundly influenced by
variations in the electronic features of alkenes. In order to
provide a better understanding of this phenomenon, we
are now extending our investigations to the study of
substituent and solvent effects on the reaction. For this
purpose C,C,N-triphenylnitrone (1) and trans-R-substi-
tuted nitroethylenes (2a–c) with different electron
distributions on the reaction sites were chosen as model
compounds (Scheme 1). Theoretically, the reaction


should lead to regioisomeric (4SR,5RS)-2,3,3-triphenyl-
4-nitro-5-R-isoxazolidines (3a–c) and (4RS,5SR) 2,3,3-
triphenyl-4-R-5-nitroisoxazolidines (4a–c). In practice,
however, at 298 K in toluene solution a high degree of
regiochemical control was observed and only 4-nitro-
isoxazolidines 3a–c were obtained (in addition to a small
quantity of benzophenone).7


[2 � 3] Cycloaddition of nitrones to conjugated
nitroalkenes provides an important synthetic route for
the regio- and stereoselective synthesis of nitroisoxazo-
lidines, which in a number of cases are difficult, or even
impossible, to obtain in another way. Therefore, a
detailed understanding of the reaction mechanism is
essential. It is necessary to note that for nitrone [2 � 3]
cycloadditions to some electron-deficient dipolarophiles,
Black et al.8 and Abou-Gharbia and Joullie9 suggested
the possibility of a zwitterionic mechanism. Some years
ago such a mechanism was unequivocally confirmed by
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Huisgen et al.10,11 for cycloaddition of 2,2,4,4-tetraethyl-
1-oxocyclobutane-3-thione S-methylide and of adaman-
tanethione S-methylide to dimethyl 2,3-dicyanofumarate.
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All calculations on the reactions in the gas phase were
carried out using the AM1 method in the MOPAC 93
(Fujitsu) package of programs,12 implemented on a
Pentium III (733 MHz) computer. Although the AM1
method is unsuitable for the calculation of absolute
activation energies because the electron correlation is
neglected,13,14 the relative activation energies of reac-
tions with different substituents or stereochemically
different transition states can be estimated fairly
accurately, since these species involve similar bonding
and thus similar correlation energy changes from
reactants to transition states.15 Moreover, calculations
by this method are much faster than those by any ab initio
methods14 and, as we showed recently, for nitroalkenes
and nitrones give reliable values.6 Analogously to the
[2 � 3] cycloaddition of nitropropene with methylazide,5


for calculation purposes the reactants were envisaged as
placed on two parallel planes with the carbon–carbon
double bond of nitroalkenes 2a–c situated symmetrically
over the ����C=N(O)— moiety of nitrone 1. The distance
of 10 Å between the oxygen atom of the nitrone and the �
(path A) or � (path B) carbon atom of nitroalkene was
chosen arbitrarily. Optimizations of the stable structures
were performed with the EF routine, whereas the
transition states were calculated using the SADDLE
procedure followed by the NLLSQ and/or TS method.
The keyword PRECISE was used. The requested
convergence for the gradients of energy was always less
than 0.2 kcal mol�1 Å�1 rad�1 (1kcal = 4.184 kJ). Sta-
tionary points were characterized by frequency calcula-
tions. All reactants, products and local minima had
positive Hessian matrices. All transition states showed
only one negative eigenvalue in their diagonalized
Hessian matrices, and their associated eigenvectors were
confirmed to correspond to the motion along the reaction
coordinate under consideration. For several reactions,
IRC calculations were performed to connect previously
computed transition structures with local minima and
products.


Geometry optimizations of the stationary structures
in the presence of solvent were carried out using the
AM1/COSMO method implemented in the MOPAC 93
package. In this method, the solvent is assimilated to a
continuous medium, which surrounds a molecule-shaped
cavity in which the solute is placed. The solvent is
characterized by its relative permittivity (EPS), effective
solvatation radius (RSOLV) and the number of segments
per atom (NSPA), which defines the solvent-accessible
surface area based on the van der Waals radii.
Analogously as in previous papers,5,6 we used EPS of


2.3, 20.0 and 35.9 corresponding to toluene, acetone and
acetonitrile, respectively,16 RSOLV of 1 Å and NSPA of
40. The same calculation methodology was applied to the
solutions as to the gas phase. All structures were
optimized to an energy gradient less than 0.5 kcal mol�1


Å�1 rad�1. Because a problem was detected in IRC
calculations when the COSMO routine was included, the
transition structures were verified by increasing and
decreasing newly formed C—C and C—O bonds by
0.1 Å and optimizing the so-obtained geometry with the
EF procedure. All calculations were performed for
298 K. The absolute entropies of stationary structures
were estimated from the complete vibrational analysis.
Enthalpies were corrected to Gibbs free energies using
the calculated entropies.


In this paper the letters R, LM, TS and P design
starting supermolecules (1 � 2), local minimas, transition
states and products, respectively. Their molecular proper-
ties are given in Table 1.
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In the gas phase, the energy profiles of all of the reactions
studied are similar (Fig. 1). In the first step, interactions
of 1,3-dipole molecules with the molecules of a
dipolarophile lead to formation of LM supermolecules,
which correspond to local minima on the potential energy
hypersurface (PES). This process occurs without an
activation barrier. In LM, the reagent geometries remain
practically unchanged. The reagents rearrange in space so
as to maximize electrostatic interactions between the
reaction centers (Fig. 2). The magnitude of the charge on
the reaction centers changes slightly, but the charge
distribution remains unaffected. No charge transfer
between the LM components was detected. The ex-
istence of LM on the PES decreases the enthalpy (�H≠)
of the reaction system by 5.93–6.50 kcal mol�1 relative
to the substrates (Table 2). However, the Gibbs free
energy (�G≠) values exclude the existence of stable LM
structures at 298 K, because of large negative entropy
changes. It is interesting that similar species have
recently been found in the reaction of ozone with
ethylene in the gas phase and were confirmed by ab
initio calculations.17,18


The next critical point on the PES was found to be a
saddle point. In this area, the transition state structures
(TS) exhibit a large degree of rehybridization at the
reaction centers. The bonds between the O1 and N2
atoms and between the C4 and C5 atoms undergo
noticeable elongation. These changes are greater for path
A than for path B. The new �-bonds form simultaneously,
although to different extents for different reaction paths.
The transition states leading to adducts 4a–c are more
symmetrical (Table 1 and Fig. 2). In particular, the newly
formed bonds C3—C4 and C5—O1 have lengths of
3.00–2.80 Å and 1.64–1.58 Å in the adducts 3a–c and,
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2.59–2.32 Å and 1.88–1.90 Å in the adducts 4a–c,
respectively.


In all of the TS structures, charge transfer (t) between
the substructures was observed. This effect is stronger for
the transition states leading to the regioisomers 3a–c
(0.39–0.50e) than in the case of alternative transition
states leading to 4a–c (0.09–0.18e). The extent of charge
transfer increases with increase in electron-acceptor
character of the substituent in the alkene molecule.


The calculated activation Gibbs free energies (Table 2)
indicate that in the reactions of nitrone 1 with alkenes
2a–c, adducts containing a nitro group in position 4 (path
A) will be kinetically preferred. The preference, defined as
��G≠ = �G≠


B � �G≠
A, is very clear. In the case of the


reaction with alkenes 2a, 2b and 2c, ��G≠ = 6.58, 3.74
and 4.70 kcal mol�1, respectively. On the other hand,
when activation barriers for path A and path B are
considered, it is noticeable that the electron-withdrawing
cyano group in the trans-position to the nitrovinyl moiety
lowers the barrier more than the electron-donating methyl
group. However, evaluation of these quantities is not easy,
since Eyring parameters for the reaction under study have
not been experimentally determined in the gas phase.


Passing over the TS barrier leads the reacting system to
the energy minimum P, which corresponds to the fully
formed cycloadduct. Gibbs free energies of the product
formation from the alkenes 2a, 2b and 2c are 10.91, 8.64
and 9.07 kcal mol�1 for path A and 8.00, 7.40 and
6.21 kcal mol�1 for path B, respectively. Hence nitroi-


soxazolidines 4a–c should be more thermodynamically
stable then the regioisomeric nitroisoxazolidines 3a–c.
As expected, the azolidine rings formed are not flat.


When the presence of toluene as a solvent is simulated,
the energy profiles for path A of the reaction undergo
significant change. Then, not two, but the following four
critical points are localized on the PES between
substrates (R) and products (P): local minimum (LM),
two transition states (TS1 and TS2) and an intermediate
(I). However, no qualitative change is observed for path
B (Fig. 3 and Table 1).


For both regioisomeric reaction paths, the reactant
structure undergoes only slight change within LM. As in
the gas phase, no charge transfer between reactants is
observed in toluene. However, �G of the system at LM is
substantially smaller by 0.64–2.73 kcal mol�1.


As in the gas phase, in the dielectric medium path A is
kinetically preferred (��G≠ = 10.0–14.9 kcal mol�1).
Hence the predicted regioselectivity is in full agreement
with the experimental data7 and with PMO predictions.1


Within the first transition state (TS1), only one of the
newly formed �-bonds is in an advanced state of
completion. This is the bond between the C5 and O1
atoms (Fig. 4). The length of the C3—C4 bond is much
greater than the bond lengths typical for transition states.
Passing over the activation barrier corresponding to TS1
to the intermediate I requires a considerable amount of
energy (�G≠ = 36.38–38.82 kcal mol�1). The intermedi-
ate I has zwitterionic character, as indicated by the charge


-
��� �0  ���� %��������� 
	� ��� )�� �* ����	������	� 	
 ���%���������	�� � �	 ����	��+���� �
,�


Solvent [�] Reactants


Path A Path B


Struc-
ture


�H≠


(kcal mol�1)
�S≠


(cal mol�1 K�1)
�G≠


(kcal mol�1)
Struc-
ture


�H≠


(kcal mol�1)
�S≠


(cal mol�1 K�1)
�G≠


(kcal mol�1)


Gas phase [1.0] 1 � 2a LM �6.50 �81.97 17.93 LM �4.55 �77.50 18.55
TS 23.36 �79.38 47.02 TS 31.08 �75.57 53.60


1 � 2b LM �5.93 �84.57 19.27 LM �5.28 �78.33 18.06
TS 21.41 �88.14 47.68 TS 28.34 �77.46 51.42


1 � 2c LM �6.17 �78.21 17.14 LM �6.50 �74.81 15.80
TS 20.42 �75.68 42.97 TS 24.96 �76.20 47.67


Toluene [2.3] 1 � 2a LM �1.80 �54.71 14.50 LM �2.73 �57.36 14.36
TS1 20.23 �54.18 36.38 TS 35.18 �54.06 51.28


I 19.42 �50.93 34.60
TS2 24.09 �53.96 40.17


1 � 2b LM �2.25 �63.81 16.77 LM �0.64 �54.80 15.69
TS1 21.00 �59.78 38.81 TS 33.76 �56.89 50.71


I 18.44 �59.93 36.29
TS2 21.60 �59.98 39.48


1 � 2c LM �2.41 �63.44 16.50 LM �0.91 �59.86 16.93
TS1 19.96 �56.65 36.84 TS 30.21 �55.82 46.84


I 18.49 �59.39 36.18
TS2 21.25 �56.55 38.10


Acetone [20.0] 1 � 2c TS1 21.66 �56.00 38.34 TS 31.57 �64.09 50.67
I 13.24 �61.92 31.69


TS2 24.60 �59.06 42.20
Acetonitrile [35.9] 1 � 2c TS1 22.29 �56.70 39.19 TS 31.88 �65.91 51.53


I 12.68 �60.40 30.67
TS2 24.98 �64.06 44.07
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distribution within I and the amount of charge transferred
between its substructures.


Formation of the five-membered heterocyclic ring of
the product P from the zwitterion I occurs via the
transition state TS2 (Fig. 3). In comparison with I, the
formation of the C3—C4 bond is clearly advanced within
the transition state TS2 (Fig. 4). The transition I→P
requires a relatively small activation energy
(�G≠ = 1.92–5.57 kcal mol�1). In each case in toluene
solution the activation Gibbs free energy for the process
R→P is lower that those calculated for the gas phase.
Moreover, the data in Table 2 indicate that the reactivity
of nitroalkenes 2 decreases with increase in electron-
donating character of the substituent in a trans position to
the nitrovinyl moiety (1a � 1b � 1c). This phenomenon
is in excellent agreement with kinetic data obtained for
these reactions in our laboratory (A. Baranski, unpub-
lished results). It should be noted, however, that the
solvent effect calculated with the COSMO procedure
does not account for specific effects, which may be
important with the activated systems of solutes and
solvents.19,20 An increase in polarity of the reaction
medium (� = 20.0 and 35.9) slightly changes the energy
profiles, as shown for the reaction with nitroalkene 2c
(Fig. 3). Namely, no local minima (LM) are observed
along the reaction coordinate between the substrates and
the first transition state on the reaction path leading to the
adduct 3c. The Gibbs free energy (�G≠) required to cross


the first activation barrier increases by 1.50 and
2.35 kcal mol�1 in acetone and acetonitrile, respectively,
in comparison with toluene. However, in those solvents
the Gibbs free energy of the intermediate I is lower than
that in toluene (Table 1). The enthalpy required to pass
the second activation barrier also increases upon solvent
change from toluene to more polar solvents. In acetone,
the second activation barrier increases by
8.59 kcal mol�1 and in acetonitrile by 11.48 kcal mol�1


relative to toluene.
Theoretically, there is also a possibility of rotation


around the C4—C5 bond within the structure I.
Consequently, the substituent configuration on the C4
atom can change to yield the isomeric structure I� (Fig. 4).
The relationship between the rotamers I and I� and their
reactivity is illustrated in Scheme 2, which is the basic
Curtis–Hammett kinetic system.21 In the case of the
cycloaddition of alkene 2c to nitrone 1 in toluene, the
activation barrier of 6.84 kcal mol�1 corresponding to the
transition state TS1� has to be overcome (Fig. 3). The
transition I�→P� is similar to the transition I→P, although
the former requires less energy. The �G≠ difference for
the reaction with alkene 2c is 1.13 kcal mol�1. However,
the rotation around the C4—C5 bond (I→I�) is
energetically disfavored, because the energy required
for ring closure to the product P with preserved original
substituent configuration is lower than that for P�. The
difference is 4.92 kcal mol�1.
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Cyclization of the zwitterion I can also proceed
according to a different scheme. There is a possibility
of bond formation between the cationic center on the
carbon atom of the ����C=N(O)— fragment in nitrone
and the anionic center on the oxygen atom of the NO2


group in an alkene to yield the product P7 (Scheme 2,
Figs 3 and 4). Such cyclization is favored by electrostatic
interactions between the reaction centers, as exemplified
for the reaction with 2c (Table 3). However, this process
is not favored kinetically, because the seven-membered
ring closure to form P7 requires overcoming the
activation barrier �G≠ = 9.95 kcal mol�1, while the
Gibbs free energy barrier for the five-membered ring
closure to form P does not exceed 2 kcal mol�1.


In toluene solution, structures of the transition state for
path B are similar to those in the gas phase (Table 1). The
activation barriers follow similar trends. The �G≠ values
for the reaction with alkenes 2a, 2b and 2c decrease by
2.33, 0.71 and 0.83 kcal mol�1, respectively. An increase
in solvent polarity leads to an increase in activation Gibbs
free energy. For the reaction with nitroalkene 2c, the
value of �G≠ increases by 1.36 kcal mol�1 in acetone and
by 1.67 kcal mol�1 in acetonitrile.


In a dielectric medium, the structures corresponding to
the minima P are similar to those in the gas phase. The
Gibbs free energy of the product formation changes by
0.59 to �1.83 kcal mol�1 for path A and 0.04 to
1.45 kcal mol�1 for path B.


����2/ ,�� 


From the AM1 calculations presented in this paper, it
follows that the [2 � 3] cycloaddition of C,C,N-tri-
phenylnitrone (1) to nitroalkenes 2a–c in gas phase
occurs by a concerted mechanism, although the newly
formed bonds, C3—C4 and O1—C5 (Fig. 2), are not
formed synchronously. Kinetic factors favor the forma-
tion of cycloadducts with the nitro group in the C-4
position of the azolidine ring.


Introduction of toluene as a solvent increases the
activation barriers for both regioisomeric reaction paths.
It does not, however, affect the reaction regioselectivity
although the energy profiles for path A undergo
qualitative change. In this case, two transition states
(TS1 and TS2) and the intermediate (I) with zwitterionic
character have been localized along the reaction
coordinate between substrates and products. In more


polar solvents, such as acetone or acetonitrile, a two-step
mechanism leading to 4-nitroisoxazolidines becomes
more explicit. The energy difference between the
transition state TS2 and the intermediate I increases.
Simultaneously, the local minimum (LM) between the
substrates (R) and the first transition state (TS1)
disappears. We are now finishing a kinetic study
including secondary isotope and solvent effects. Some
observations appear to confirm the possibility of a non-
concerted mechanism of the reaction studied. These
results will be published separately.
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ABSTRACT: The gas-phase elimination kinetics of several arylethyl N,N-dimethylcarbamates and �-phenylalkyl
N,N-dimethylcarbamates were determined in the temperature range 299.6–399.9°C and pressure range 18–95 Torr.
The reactions in a static system, seasoned with allyl bromide, and in the presence of a free radical suppressor are
homogeneous and unimolecular and follow a first-order rate law. The rate coefficients are given by the Arrhenius
equations: for 4-phenethyl N,N-dimethylcarbamate, log[k1 (s�1)] = (11.32 � 0.22) �(166.9 � 2.5) kJ mol�1


(2.303RT)�1; for methylphenethyl N,N-dimethylcarbamate, log[k1 (s�1)] = (12.07 � 0.36) �(178.6 � 4.3) kJ mol�1


(2.303RT)�1; for 4-methoxyphenethyl N,N-dimethylcarbamate, log[k1 (s�1)] = (11.03 � 0.60) �(167.3 � 7.1)
kJ mol�1 (2.303RT)�1; for 4-nitrophenethyl N,N-dimethylcarbamate, log[k1 (s�1)] = (11.31 � 0.54) �(163.7 �
6.1) kJ mol�1 (2.303RT)�1; for 3-(4-methoxyphenyl)propyl N,N-dimethylcarbamate, log[k1 (s�1)] =
(13.52 � 0.54) �(208.4 � 6.8) kJ mol�1 (2.303 RT)�1; for 4-phenyl-1-butyl N,N-dimethylcarbamate, log[k1


(s�1)] = (12.00 � 0.34) �(185.2 � 4.2) kJ mol�1 (2.303 RT)�1; and for 5-phenyl-1-pentyl N,N-dimethyl carbamate,
log[k1 (s�1)] = (11.79 � 0.31) �(182.2 � 3.9) kJ mol�1 (2.303RT)�1. The results imply the absence of anchimeric
assistance of the phenyl group, while the acidity of the benzylic �-hydrogen appears to be responsible for a small but
significant rate augmentation in these eliminations. Copyright  2002 John Wiley & Sons, Ltd.


KEYWORDS: arylethyl N,N-dimethylcarbamates; �-phenylalkyl N,N-dimethylcarbamates; gas-phase elimination;
kinetics; mechanism
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The use of several structure–reactivity relationships for
the gas-phase elimination kinetics of a considerable
number of 2-substituted-ethyl N,N-dimethylcarbamates1


gave meaningless results, except for Taft original �*
values. Three good slopes were originated at �*
(CH3) = 0.00. Mechanisms were suggested on the basis
of this relationship. However, the point positions of
phenyl (C6H5) and isopropenyl [CH2=C(CH3)] as
substituents Z in (CH3)2NCOOCH2CH2Z were found to
fall far above the three slopes of the lines. These
substituents were believed to enhance the rate of
elimination due to neighboring group participation or to
the acidity of the benzylic and allylic C�—H bond.


In association with the above considerations, and
previous work on the gas-phase pyrolytic elimination of


2-phenethyl chloride,2 the presence of the methoxy
(OCH3) group at the 4-position of pheneylethyl chloride
suggested the participation of the aromatic nuclei by a
significant increase in the rate of HCl elimination. In
addition to this work, the phenyl susbtituent was also
found to assist anchimerically the gas-phase elimination
of �-phenylalkyl methanesulfonates.3 The C6H5 sub-
stituent at the 2- and 4-positions with respect to the C—O
bond of the methanesulfonate confirmed participation in
the rate of pyrolysis. Moreover, the five-membered
structure which is favorable for anchimeric assistance
yielded to some extent a cyclic product, tetralin.
Neighboring phenyl group participation at the 3-position
was found to be absent.


Because of the dichotomy as to whether the anchimeric
assistance of the phenyl substituent or the acidity of the
benzylic C�—H bond enhanced the rate of elimination of
2-substituted-ethyl N,N-dimethylcarbamates, the present
work was aimed at examining the gas-phase pyrolysis
kinetics of several arylethyl N,N-dimethylcarbamates and
�-phenylalkyl N,N-dimethylcarbamates, and it was
possible to reveal which of these two factors affects the
rate of elimination of these carbamates.
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The unimolecular elimination of 2-substituted-ethyl N,N-
dimethylcarbamates in the gas phase is described by the
reaction


�CH3�2NCOOCH2CH2Z��CH3�2NCOOH�CH2=CHZ


� �1�
�CH3�2NH � CO2


where Z = 4-CH3C6H4, 4- CH3OC6H4, 4- NO2C6H4,
4- CH3OC6H4CH2, 4- C6H5CH2CH2 or 4- C6H5CH2-
CH2CH2. The stoichiometry of reaction (1) implies for a
long reaction time Pf/P0 = 3, where Pf and P0 are the final
and initial pressure, respectively. The average Pf/P0


values at four temperatures and ten half-lives were 2.8 for
4-methylphenethyl N,N-dimethylcarbamate, 2.9 for 4-
methoxyphenethyl N,N-dimethylcarbamate, 3.0 for 4-
nitrophenethyl N,N-dimethylcarbamate, 2.1 for 3-(4-
methoxyphenyl)propyl N,N-dimethylcarbamate, 3.0 for
4-phenyl-1-butyl N,N-dimethylcarbamate and 2.9 for 5-
phenyl-1-pentyl N,N-dimethylcarbamate. The departure
from Pf/P0 �3 for 3-(4-methoxyphenyl)propyl N,N-
dimethylcarbamate may be due to some significant
condensation or polymerization of the corresponding
product 3-(4-methoxyphenyl)-1-propene. An authentic
sample of this unsaturated product, when introduced into
the reaction vessel, gave rise to a decrease in pressure to
yield an unidentified solid. The stoichiometry of reaction
(1), up to 30–74% reaction, was checked by comparing
the extent of decomposition of the substrates from
pressure measurements with that obtained from quanti-
tative gas—liquid chromatographic (GLC) analyses of
the corresponding olefin formation (Table 1).


The elimination reaction (1) was found to be hom-


ogeneous, since no significant variations in rates were
obtained when using packed and unpacked seasoned
vessels with allyl bromide with a surface-to-volume ratio
of 6.0 relative to that of the normal vessel. (Table 2).
However, the packed and unpacked clean Pyrex vessels
showed a marked effect on 4-nitrophenethyl N,N-
dimethylcarbamate and 5-phenyl-1-pentyl N,N-dimethyl-
carbamate.


The effect of addition of different proportions of the
free radical inhibitor cyclohexene or toluene is described
in Table 3. Nevertheless, the pyrolyses of these
carbamates were carried out in the presence of at least
twice the amount of the inhibitor in order to avoid any
possible free radical chain reactions. No induction period
was observed. The rate coefficients were reproducible
with a relative standard deviation not greater than 5% at a
given temperature.


The first-order rate coefficients of the carbamates
calculated from k1 = (2.303/t)log[2P0/(3P0 � Pt)] were
found to be independent of the initial pressure (Table 4).
A plot of log(3P0 � Pt) vs time gave a good straight line
up to 30–70% decomposition. The temperature depen-
dence of the rate coefficient and the corresponding
Arrhenius equations are given in Table 5 (95%
confidence coefficient from least-squares procedure).


According to the data in Table 6, if neighboring group
participation is the paramount factor affecting the rate of
elimination of these phenethyl N,N-dimethylcarbamates,
the 4-CH3 and 4-OCH3 substituents in the benzene ring
should have given a significant augmentation in rates
compared with 4-H and 4-NO2 groups. On the other hand,
the relative rates depicted in Scheme 1 suggest that the
assistance of the benzylic �-hydrogen may be responsible
for a small but significant rate increase in the rate of
elimination.


A further approach to elucidating whether neighboring


%���� +� #���$�����% �& �$� ��������


Substrate Temperature (°C) Parameter Value


4-Methylphenethyl N,N-dimethylcarbamate 339.6 Time (min) 5 10 20 31
Reaction (%) (pressure) 20.0 37.1 58.9 73.6
Olefin (%) (GLC) 18.5 35.8 59.2 73.3


4-Methoxyphenethyl N,N-dimethylcarbamate 349.9 Time (min) 6 8 10 15 20
Reaction (%) (pressure) 29.4 37.7 42.7 58.8 62.8
Olefin (%) (GLC) 28.2 36.8 43.0 56.5 62.4


4-Nitrophenethyl N,N-dimethylcarbamatea — — — — — — —
3-(4-Methoxyphenyl)propyl N,N-dimethylcarbamate 379.6 Time (min) 5 6 7 8


Reaction (%) (pressure) 17.4 22.2 25.0 30.8
Olefin (%) (GLC) 16.9 22.5 25.7 31.9


4-Phenyl-1-butyl N,N-dimethylcarbamate 369.6 Time (min) 4 6 8 10 15
Reaction (%) (pressure) 22.7 31.6 39.6 46.4 59.0
Olefin (%) (GLC) 21.8 31.6 38.3 46.0 58.5


5-Phenyl-1-pentyl N,N-dimethylcarbamate 379.1 Time (min) 4 5 6 8 10
Reaction (%) (pressure) 28.9 33.9 39.2 44.6 53.9
Olefin (%) (GLC) 29.0 33.5 40.0 44.2 54.1


a The stoichiometry was difficult to determine because the olefin product could not be obtained quantitatively.
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group participation may influence the rate of elimination
is to examine the effect of the C6H5 ring along the carbon
chain of �-phenylalkyl N,N-dimethylcarbamates. The
comparative rates in Scheme 2 suggest the absence of
anchimeric assistance of the C6H5 group at the 2-position
for a three-membered structure and at the 4- and 5-
positions for more favorable five- and six-membered


structures. This argument is derived from the lack
of rate increase and possible formation of ring-closed
products. The experimental findings imply that the
acidity of the benzylic C�—H bond assists the
elimination process, while the rate decreased on inter-
position of a CH2 group with respect to the N,N-
dimethylcarbamate.


%���� ,� '��������% �& �$� ��������


Compound S/V (cm�1)a 104 k1 (s�1)b 104 k1 (s�1)c


4-Methylphenethyl N,N-dimethylcarbamate at 339.6°C 1 7.29 7.30
6 7.18 7.07


4-Methoxyphenethyl N,N-dimethylcarbamate at 349.9°C 1 9.01 9.55
6 9.20 9.50


4-Nitrophenethyl N,N-dimethylcarbamate at 330.2°C 1 12.1d 13.0
6 12.5d 13.6


3-(4-Methoxyphenyl)propyl N,N-dimethylcarbamate at 379.6°C 1 7.96 7.21
6 8.16 7.31


4-Phenyl-1-butyl N,N-dimethylcarbamate at 369.6°C 1 9.40 9.55
6 9.22 9.39


5-Phenyl-1-pentyl N,N-dimethylcarbamate at 379.1°C 1 13.2 15.5
6 10.7 15.8


a S = Surface area; V = volume.
b Clean Pyrex vessel.
c Vessel seasoned with allyl bromide.
d k Value up to 20% decomposition.


%���� -� (&&��� �& �$� &��� ������ �$)��� �� ������


Substrate Temperature (°C) Ps (Torr)b Pi (Torr)b Pi/Ps 104 k1 (s�1)


4-Methylphenethyl N,N-dimethylcarbamate 349.7 77.5 — — 11.6
65 52 0.8 11.7
51 83.5 1.6 11.6
75.5 187.5 2.5 11.8
37 136 3.7 11.7


4-Methoxyphenethyl N,N-dimethylcarbamate 349.9 31 — — 9.42
50.4 73.5 1.5 9.54
68 108 1.6 9.35
40 129 3.2 9.03


4-Nitrophenethyl N,N-dimethylcarbamate 330.2 41 — — 13.0
84 90.5 1.1 13.2
27.5 40 1.5 13.1
18 51.5 2.9 13.2
24.5 107.5 4.4 13.0
32 163.5 5.1 13.2


3-(4-Methoxyphenyl)propyl N,N-dimethylcarbamate 399.2 54.5 — — 22.1
51 45.5 0.9 22.2
64 86.5 1.4 22.0
43 146.5 3.4 21.9
32 168 5.3 22.4


4-Phenyl-1-butyl N,N-dimethylcarbamate 369.6 54 — — 9.61
62.5 47 0.8 9.63
64.5 97 1.5 9.39
51 173 3.4 9.83


5-Phenyl-1-pentyl N,N-dimethylcarbamate 379.1 32 — — 27.7
63 54 0.9 15.1
52 74 1.4 15.6
53.5 134.5 2.5 15.5
37 125.5 3.4 15.7


a Temperature �360°C with cyclohexene inhibitor, �360°C, with toluene inhibitor.
Ps, Pressure of the substrate; Pi, pressure of the inhibitor.
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������� ���	�
���� The arylethanol or the �-phenylalk-
anol (0.15 mol) was added to N,N-dimethylcarbamyl
chloride (0.15 mol) in 50 ml of carbon tetrachloride and
the reaction mixture was heated until no more HCl gas
was evolved.


���������� ����
�������	��������� This compound
was prepared as reported previously.1


����������������� ����
�������	��������� This sub-
strate was distilled several times to 99.5% purity as
determined by GLC (DB-5MS capillary column, 30
m � 0.250 mm i.d., 0.25 �m). B.p. 124°C at 2 Torr
(1 Torr = 133.3 Pa), yield 61%. 1H NMR, � 2.3 (s,
3H, CH3), 2.8 (m, 8H, 2CH3, —CH2O—), 4.2 (t,
2H, CH2), 7.1 (m, 4H, C6H5). MS, m/z 207 (M�), 119
[CH3C6H4CH2CH2]�.


������������������ ����
�������	��������� Several
distillations of this carbamate gave a purity of 99.6% as
determined by GLC (FFAP–Chromosorb W AW, 80–100
mesh). B.p. 160°C at 2 Torr, yield 70%. 1H NMR, � 2.9
(m, 8H, 2CH3, —CH2O—), 4.2 (t, 2H, CH2), 6.8–7.1 (m,
4H, C6H4), 7.8 (s, 3H,CH3O). MS, m/z 237 (M�), 133
[CH3OC6H4CH2CH2]� 121 [CH3OC6H4CH2]�.


���������������� ����
�������	��������� This solid
compound was recrystallized several times with water to
99.0% purity. M.p. 81°C, yield 66%. 1H NMR, � 2.8–2.9
(s, 3H, 3CH3), 3.1 (t, 2H, —CH2O—), 4.3 (t, 2H, CH2)
7.4–8.2 (m, 4H, C6H4). MS, m/z 236 (M�), 150
[NO2C6H4CH2CH2]�, 120 [NO2C6H4]�, 88 [(CH3)2-
NCOO]�, 72 [(CH3)2NCO]�, 46 [NO2]�, 44 (CO2).


�������������������������� ����
�������	���������
This starting material was prepared by the above-
mentioned method. B.p. 165°C at 1 Torr, yield 65%.
After several distillations the purity was 99.4% as


determined by GLC (DB-5MS capillary column, 30 m
� 0.250 mm i.d., 0.25 �m). 1H NMR, � 1.8–1.9 (q, 2H,
C—CH2—C), 2.6–2.8 (m, 2H, CH2—C), 2.8–2.9 [s, 6H,
(CH3)2N], 3.7 (s, 3H, OCH3), 3.8–4.1(t, 2H, —CH2O—),
6.8–7.1 (m, 4H, C6H4). MS, m/z 237 (M�), 147
[CH3OC6H4CH2CH2CH2]�, 133 [CH3OC6H4CH2-
CH2]�, 119 [CH3OC6H4CH2]�, 72 [(CH3)2NCO]�, 44
(CO2).


������������� ����
�������	��������� The above
method was used for the preparation of this substrate.
B.p. 150°C at 22 Torr, yield 67%. Several distillations
gave a 98.9% purity by GLC (DB-5MS capillary column,
30 m � 0.250 mm i.d., 0.25 �m). 1H NMR, � 1.7 (m, 4H,
CH2CH2), 2.6 (t, 2H, CH2Ph), 2.9 [s, 6H, (CH3)2N], 4.1
(t, 2H, OCH2), 7.2–7.3 (m, 5H, C6H5). MS, m/z 221 (M�),
133 [C6H5CH2CH2CH2CH2]�, 119 [C6H5CH2CH2-
CH2]�, 105 [C6H5CH2CH2]�, 91 [C6H5CH2]�, 72
[(CH3)2NCO]�, 44 (CO2).


�������������� ����
�������	��������� This com-
pound was prepared by the above procedure. B.p.
158°C at 2 Torr, yield 80.0%. Several distillations gave
a 99.0% purity by GLC (DB-5MS capillary column, 30 m
� 0.250 mm i.d., 0.25 �m). 1H NMR, � 1.4 (m, 2H, C—
CH2—C), 1.7 (m, 4H, CH2—C—CH2), 2.6 (t, 2H,
CH2Ph), 2.9 [s, 6H, (CH3)2N], 4.0 (t, 2H, OCH2), 7.1–7.3
(m, 5H, C6H5). MS, m/z 235 (M�), 147 [C6H5CH2-
CH2CH2CH2CH2]�, 133 [C6H5CH2CH2CH2CH2]�, 119
[C6H5CH2CH2CH2]�, 105 [C6H5CH2CH2]�, 91
[C6H5CH2]�, 72 [(CH3)2NCO]�, 44 (CO2).


Quantitative chromatographic analyses of the unsatu-
rated olefinic products were performed by GLC with a
DB-5MS capillary column, 30 m � 0.250 mm i.d.,
0.25 �m film thickness. However, 4-Methoxystyrene
was analyzed by GLC with an FFAP–Chromosorb W
AW, 80–100 mesh column. The solid product 4-
nitrostyrene was difficult to analyze quantitatively using
different types of GLC columns. The identifications of
substrates and products were performed by GLC–MS


%���� 0� ������)��% �& �$� ���� ���&������ &��� ���� �����	��


Substrate Temperature (°C) Parameter Value


4-Methylphenethyl N,N-dimethylcarbamate 359.1 P0 (Torr) 27 45 79 95
104k1 (s�1) 19.8 20.2 20.0 20.2


4-Methoxyphenethyl N,N-dimethylcarbamate 349.9 P0 (Torr) 21.4 31.4 40 50.4
104k1 (s�1) 9.35 9.42 9.03 9.54


4-Nitrophenethyl N,N-dimethylcarbamate 330.2 P0 (Torr) 18 24.5 32 41 84
104k1 (s�1) 13.2 13.0 13.2 13.1 13.2


3-(4-Methoxyphenyl)propyl N,N-dimethylcarbamate 390.6 P0 (Torr) 40.5 51 63 82.5
104k1 (s�1) 12.7 12.8 12.9 12.9


4-Phenyl-1-butyl N,N-dimethylcarbamate 369.6 P0 (Torr) 48 51 64 79.5
104k1 (s�1) 9.49 9.83 9.39 9.50


5-Phenyl-1-pentyl N,N-dimethylcarbamate 379.1 P0 (Torr) 30 48 52 63
104k1 (s�1) 15.5 15.3 15.6 15.3
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(Saturn 2000, Varian) with a DB-5MS capillary column,
30 m � 0.250 mm i.d., 0.25 �m film thickness.


������	 � The pyrolyses kinetics were studied in a static
system as described4,5 with some modifications and
additions of modern electronic and electrical devices.
The reaction vessel was seasoned with allyl bromide, and
the experiments were performed in the presence of at
least twice the amount of the free radical inhibitor
cyclohexene or toluene. The rate coefficients were
determined manometrically or by quantitative chromato-
graphic analyses of the olefinic products. The tempera-
ture was controlled by a resistance thermometer
controller, Shinko DIC-PS 25RT, and an Omega Solid
State SSR240AC45, maintained within �0.2°C and


measured with a calibrated platinum–platinum–13%
rhodium thermocouple. No temperature gradient was
found along the reaction vessel. The substrates 4-
methoxyphenethyl N,N-dimethylcarbamate dissolved in
dioxane, 4-nitrophenethyl N,N-dimethylcarbamate dis-
solved in chlorobenzene and the other carbamates in pure
liquid form were injected with a syringe through a
silicone rubber septum directly into the reaction vessel.
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Z k1�10�4 (s�1) Ea (kJ mol�1) Log A (s�1) �S≠ (J mol�1K�1) �H≠ (kJ mol�1) �G≠ (kJ mol�1)


C6H5 35.3 166.9 � 2.5 11.32 � 0.22 �42.74 161.6 188.7
C6H5CH2


a 5.72 181.2 � 3.2 11.71 � 0.26 �35.27 175.9 198.2
4-CH3OC6H4CH2 2.10 208.4 � 6.8 13.52 � 0.54 �0.62 203.1 203.5
C6H5CH2CH2 5.22 185.2 � 4.2 12.00 � 0.34 �29.72 179.9 198.7
C6H5CH2CH2CH2 5.69 182.2 � 3.9 11.79 � 0.31 �33.73 176.9 198.3
4-CH3C6H4 21.5 178.6 � 4.3 12.07 � 0.36 �28.38 173.3 191.3
4-CH3OC6H4 16.8 167.3 � 7.1 11.03 � 0.60 �48.28 162.0 192.6
4-NO2C6H4 63.4 163.7 � 6.1 11.31 � 0.54 �42.92 158.4 185.6


a From Ref. 1.


)���
� +


)���
� ,


Copyright  2002 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2003; 16: 40–46


GAS-PHASE ELIMINATION OF ARYLALKYL N,N-DIMETHYLCARBAMATES 45







�(4(�(��()
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ABSTRACT: The enol � keto and thiol � thione prototropic tautomerisms in 2-imidazolone and 2-thioimidazolone
were studied by ab initio methods in the frame of MO theory. The energetics of these reactions were derived using
various basis sets and levels including both polarization and diffuse functions. To account for electron correlation,
second-, third- and fourth-order Møller–Plesset perturbation theory was applied. The thermodynamics for both
reactions indicate that the keto and thione are the predominant species in the gas phase, whereas in solution the enol
and keto forms are present in comparable concentrations. For both tautomerization reactions the transition states for
the intramolecular mechanism were found and fully characterized. The calculated energetic barrier for the enol–keto
system is 41.6 kcal mol�1, whereas that for the thiol–thione system is 32.5 kcal mol�1 (1 kcal = 4.184 kJ). The study
of the solvent effect, using the PCM model, on Ea reveals that solvents lower the barrier by ca 11 and 7 kcal mol�1 for
the enol–keto and thiol–thione systems, respectively. Copyright  2002 John Wiley & Sons, Ltd.


KEYWORDS: intramolecular proton transfer; tautomerism; 2-imidazolone; 2-thioimidazolone; MO theory


���� !"��� �


The proton transfer reaction is one of the simplest and
most important reactions in chemistry and biology.1–13 In
general, biological systems are so complex that they are
not computationally accessible to be simulated at high
levels of theory. Accordingly, one is forced to simplify
the problem and hence to work on the ‘active’ part of the
molecule only. 2-Imidazolone (IZ) in its enolic form
would be the active part of 8-oxo-7,8-dihydro-2�-
deoxyguanosine (8-oxo-dG), an intermediate in the
oxidative stress of guanine (G), and considered as the
most biologically relevant G damage in oxidized
genomic DNA, although Vialas et al.14 found that the
artificial Mn–TMPyP/KHSO5 nuclease can oxidize dG to
a 4-imidazolone nucleoside within 1 min without 8-oxo-
dG being involved. In 8-oxo-G, the aglycone moiety of 8-
oxo-dG, the imidazole ring of the purine has been
oxidized at C-8 to yield a hydroxyimidazole derivative
fused to the 2-amino-6-oxopyrimidine ring.15–18 Using
transition-state calculations, Mishra and Mishra19


showed that tautomerism of G where tautomeric forms
co-exist would be facilitated by the presence of H� and


OH� fragments coming from water and that the co-
existence of both tautomers ‘appears to make C-8 carbon
atoms’ susceptible to attack by OH� fragments, and
hence a good explanation is given for the formation of 8-
oxo-dG which ‘serves as a biomarker for the oxidative
damage to DNA.’ If one considers the hydroxyimidazole
ring only (C-8 becomes C-2), its prototropic tautomerism
(enol–keto) can theoretically be studied at high levels by
ab initio methods. As a part of our continued interest in
the electronic structure of small bioactive molecules, in
this work we studied the enol–keto interconversion
reaction in IZ. The study of the prototropic tautomerism
in IZ is important since if the enol form is present at an
appreciable concentration, the 8-oxo-dG intermediate
and the oxidative stress attack at the C-8 atom of
deoxyguanine will be both experimentally and theoreti-
cally supported. The thiol–thione tautomerism in 2-
thioimidazolone (TIZ) was also studied to compare the
effect of replacing oxygen by sulfur on the thermo-
dynamics of both molecular systems. TIZ has been
suggested as a chemical precursor of some oxo
compounds found in a group of marine alkaloids such
as aplysinopsin and polyandrocarpine.20 The results show
that the keto and thione species are predominant in IZ and
TIZ, respectively, in the gas phase. In solution, the enol
tautomeric form is present at ca 50%, whereas the thiol
form remains constant at ca 4%. For both molecular
systems the intramolecular proton transfer mechanisms
were elucidated and the corresponding activation en-
ergies calculated.
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Geometry optimizations for all species studied were
carried out at the HF/6–31G** and MP2/6–31G** levels
using the Gaussian 98 series of programs.21 The initial
geometries were those found for imidazole22 and 1-p-
chlorophenyl-4-(�-D-erythrofuranosyl)-4-imidazolone-2-
thione.23 Comparing the energies calculated at the MP2/
6–31G**//HF/6–31G** and MP2/6–31G**//MP2/6–
31G** levels for the enol–keto and thiol–thione molecu-
lar systems, we found that the energy difference
in IZ is ca 0.004 kcal mol�1, whereas in TIZ it is
0.016 kcal mol�1 (1 kcal = 4.184 kJ). Accordingly, it
seems clear that optimization at the correlated level is
not necessary to obtain accurate energies. In addition, the
difference in the calculated bond lengths are just ca
0.04 Å, whereas the bond angle variation on going from
the HF/6–31G** to the MP2/6–31G** level is ca 1.02°
for both molecular systems. Frequency and IR intensities
predicted at the equilibrium geometries (HF/6–31G**)
produce all real values and hence all four structures are
local minima. Energy calculations were performed using
various basis sets to determine the optimum level to be
employed and to determine the effect of including both
polarization and diffuse functions. In all cases electron
correlation at the second-, third- and fourth-order Møller–
Plesset theory in the frozen approximation were used.
The QCISD was also explored, although our limited
computer facilities did not allow us to include triple (T)
and quadruple (Q) substitutions. The calculated energies
were corrected for zero point vibrational energies (ZPE)
and the enthalpy and free energy changes for the
tautomerization reactions were derived from the sums
of the electronic and thermal enthalpies and free energies,
respectively. The transition states (TSs) for both reactions
were located using the synchronous transit-guided quasi-
Newton (STQN) method24,25 implemented in the Gaus-
sian 98 package.21 STQN uses a quadratic synchronous
transit approach to approach close to the quadratic region
of TS. The TSs were further optimized by quasi-Newton
or eigenvector-following algorithms.26 The TSs were
characterized as described elsewhere.27 In fact, frequency
calculations produced just one imaginary frequency for
each TS. The imaginary frequencies were 2359i and
2140i cm�1 for IZ and TIZ, respectively. These high
frequencies indicate that the potential energy barriers are
very narrow. Animation of the imaginary vibrational
modes using either Gaussview28 or Gopenmol29 clearly
showed that they lead to the reactants (enol or thiol
forms) and the products (keto or thione). In addition, the
TS → enol (or thiol) and TS → keto (or thione) reaction
paths were followed using the IRC (intrinsic reaction
coordinate) procedure. The calculated TSs for the enol �
keto and thiol � thione reactions connect the corre-
sponding TS with the reactants and products and hence
we can conclude that real TSs were found.


To estimate the solute–solvent interactions, we applied


the PCM (polarized continuum method)30–35 after testing
its capability to reproduce the solvation free energies of
more than 40 neutral molecules in different solvents.
Although the method behaved well in most cases studied,
it failed to reproduce the experimental data in a number
of cases. This was particularly true when a solvent other
than water was used. PCM as modified by Wiberg and co-
workers,36,37 known as IPCM (isodensity polarized
continuum method), did not perform well in reproducing
the experimental data. The free energies of solvation
derived from PCM calculations contain the electrostatic
and the non-electrostatic terms (cavitation, dispersion
and repulsion energies). Since the structural parameters
change very little on going from the from the gas phase to
solution and therefore no large effect on solvation free
energies is to be expected, the gas-phase geometries were
used in applying the PCM method. In fact, this
assumption has been proved to be acceptable in many
cases.27,38 In the present study, geometry optimization at
the HF/6–31G** level in DMSO using Onsager’s SCRF
method showed that the largest variations in bond
distances and angles are ca 0.07 Å and 0.39°, respec-
tively.19,27 The free energies in solution (G°soln) were
calculated from G°soln equals; �G°gas � �G°s, where
�G°s is the free energy of solvation. The concentrations
for each species were approximately estimated from the
corresponding �G° values. The solvents in the present
work were isooctane (� = 1.90), CCl4 (� = 2.23), chloro-
form (� = 4.90), THF (� = 7.58), CH2Cl2 (� = 8.93),
octanol (� = 10.34), ethanol (� = 24.55), dimethy sulf-
oxide (DMSO) (� = 46.70) and H2O (� = 78.39).
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IZ and TIZ are each capable of existing in two tautomeric
forms: IZ can exist as the enol and keto and TIZ as the thiol
and thione tautomers. Figure 1 shows the optimized
geometries for these tautomers. The atom numbering used
in Table 1 is also given in Fig.1. Table 1 shows that for all
four tautomeric species the torsional angles are either 0 or
180° and accordingly all possess planar structures. The
enol and thiol rings possess a single and a double C—N
bond and in the keto and thione forms both distances are ca
1.37 Å, i.e. a typical single C—N bond in five-membered
rings. The C-4—C-5 bond is double-bond in character
with values lying within the range 1.32–1.34 Å. The
internal bond angles show an interesting trend on going
from enol (or thiol) to keto (or thione). Comparing the
structural parameters given in Tables 1 and 2, it can be
inferred that the N-1—C-2—N-3 angles increase by ca 10°
in the enol and thiol species with the corresponding
decrease in the C-2—N-3—C-4 angles by the same
amount. In keeping with these variations, the N-3—C-4—
C-5 angles decrease by ca 4° yielding bond distances
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longer in the enol (1.343 Å) and thiol (1.346 Å) compared
with the keto (1.327 Å) and thione (1.331 Å). These
structural effects lead to compressed enol and thiol forms
(Cs symmetry) with respect to the C2v symmetric keto and
thione species. The exocyclic bond distances and angles
are in good agreement with the experimental values.39–41


The enol–keto and thiol–thione TSs are also planar
since the dihedral angles do not change more than 0.06°.


The enol–keto TS [TS(EK)] and thiol–thione TS
[TS(TT)] resemble the enol (or thiol) tautomer in its
bond distances except for C-2—O-6 (and C-2—S-6),
which is in between the two tautomeric forms. In both
TS(EK) and TS(TT), H-10 bridges N-3 and O-6 or S-6,
respectively. In TS(EK) the bridge is slightly asymmetric
since a difference of ca 0.06 Å between the N-3���H-10
and O-6���H-10 non-bonded distances is found. On the


(����	 �� (���)�� ���������� ��� ���� ���*���+ ,�� ��� ��������� ,���� �, -. ��� �� �!/ 012 ��� �!/��1 � ���� ���3�
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Enol TS Keto Thiol TS Thione


Bond distances (Å)
N1—C2 1.340 1.331 1.368 1.348 1.328 1.344
C2—N3 1.283 1.308 1.368 1.287 1.307 1.344
N3—C4 1.382 1.383 1.393 1.376 1.379 1.387
C4—C5 1.343 1.341 1.327 1.346 1.344 1.331
C2—06/S6 1.328 1.267 1.202 1.764 1.735 1.683
C5—H7 1.068 1.068 1.068 1.068 1.068 1.068
C4—H8 1.070 1.068 1.068 1.070 1.068 1.068
N1—H9 0.992 0.992 0..991 0.992 0.992 0.993
N3���H10 1.295 0.991 1.358 0.993
O6 (S6)���H10 0.945 1.354 1.324 1.681
Bond angles (°)a


N1C2N3 113.7 111.4 103.8 112.5 110.6 104.5
C2N3C4 104.4 107.6 110.8 105.2 107.7 111.1
N3C4C5 110.8 108.0 107.3 110.5 108.0 106.6
N1C206(S6) 119.6 138.7 128.1 121.3 141.2 127.8
N1C5H7 122.3 121.7 122.4 122.3 122.0 122.5
N3C4H8 121.1 123.3 122.4 121.2 122.9 122.5
C2N1H9 125.7 126.3 122.0 126.6 125.8 121.8
C2O6(S6)H10 108.1 72.0 94.8 61.3


a All dihedral angles are either 0.0 or 180.0°.
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other hand, the bridge in TS(TT) is markedly asymmetric
as the corresponding non-bonded distances differ by ca
0.3 Å. In TS(EK) and TS(TT) the internal ring angles are
similar to those in the reactant and the product tautomers,
whereas the angles involving the exocyclic oxygen and
sulfur atoms show large departures from the original
species. The animation of the imaginary normal modes,
2359i cm�1 for TS(EK) and 2140i cm�1 for TS(TT),
show that they lead either to the reactants (enol or thiol)
or the products (keto or thione). In fact, in both TSs, the
hydrogen atom attached to N-3 moves towards or away
from the oxygen (or sulfur) atom with a fairly large
amplitude of vibration, and synchronously the oxygen or
sulfur atoms perform similar movements, although with
smaller amplitude of vibration. Accordingly, as the
oxygen or sulfur atoms approach the hydrogen atom,
the enol tautomeric form is produced, whereas to obtain
the products (keto or thione) both hydrogen and oxygen
(or sulfur) move away from each other. IRC calculation
in the forward or reverse directions led to the enol (or
thiol) and keto (or thione), allowing us to conclude that
the TSs are fully characterized.


&�	��	��
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The energetics for the tautomeric reactions of IZ and TIZ
calculated at several levels are given in Table 2, from
which it can be inferred that the inclusion of electron
correlation at the second-order Møller–Plesset theory and
using the 6–31G** basis set stabilizes the entire enol–


keto system by ca 560 kcal mol�1. A similar stabilization
for the thiol–thione system is obtained. On going from
MP2 to MP3, additional stabilization of ca 10–
15 kcal mol�1 takes place for both cases studied here,
whereas at the MP4SDTQ level both molecular systems
are again stabilized by ca 30 kcal mol�1. Using the triple
split valence 6–311G** basis set and including diffuse
functions on the heavy atoms, the IZ and TIZ systems
gain an additional 70 and 10 kcal mol�1, respectively.
When diffusion functions are added to the hydrogens just
0.25 kcal mol�1 is gained. Calculations at the QCISD/6–
311��G** level did not produce a stabilization
comparable to the MP4SDTQ/6–311 �� G** level. In
fact, the QCISD energies are between the MP4SDTQ/6–
31G** and MP4SDTQ/6–311G** levels. Enthalpies and
free energy changes of ca �8.1 and �8.3 kcal mol�1


were calculated for the enol � keto tautomerization
reaction, leading to the conclusion that the keto form is
the only species present in the gas phase. For the thiol �
thione reaction, �H°taut and �G°taut are ca �2.9 and
�1.9 kcal mol�1, respectively, implying that although
thione is the predominant species in the gas phase, the
thiol form is present in ca 4% concentration. For IZ, the
calculated activation energies Ea(IZ) for the forward
[enol → TS(EK)] and reverse [keto → TS(EK)] reactions
are ca 41.6 and 49.2 kcal mol�1, respectively. For TIZ,
Ea(F) and Ea(R) are 32.5 and 35.0 kcal mol�1, respec-
tively. Since the activation barrier for thiol → thione
interconversion is ca 9 kcal mol�1 smaller than that for
the enol → keto reaction it seems clear that the former
reaction is easier in the gas phase.
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Energya Enol TS Keto Thiol TS Thione


HF/6–31G** �299.696243 �299.604162 �299.711511 �622.334825 �622.264422 �622.355142
MP2/6–31G** �300.490602 �300.519899 �300.603272 �623.182605 �623.129957 �623.195715
MP3/6–31G** �300.606641 �300.527946 �300.618783 �623.207290 �623.148158 �623.221238
MP4/6–31G**b �300.652039 �300.581113 �300.6666532 �623.254107 �623.199809 �623.267466
MP4/6–311G** �300.773661 �300.653193 �300.786688 �623.365778 �623.313038 �623.376026
MP4/6–311�G** �300.788313 �300.716266 �300.800973 �623.378076 �623.323678 �623.386413
MP4/6–311��G** �300.788712 �300.716651 �300.801402 �623.378510 �623.324174 �623.386937
QCISD/6–311��G** �300.743591 �300.666334 �300.756407 �623.333233 �623.274771 �623.343394
ZPE 0.082162 0.76434 0.081793 0.075849 0.073369 0.080302
Hcorr 0.087606 0.081719 0.87376 0.082159 0.078875 0.085933
Gcor 0.054512 0.048747 0.053957 0.046348 0.044820 0.051716
S 69.652 69.396 70.335 75.371 71.673 72.015
�(D) 2.273 3.655 4.534 2.704 4.350 6.513
E0 � ZPEc �300.706550 �300.640217 �300.719609 �623.302661 �623.250805 �623.306635
E0 � Hcorr �300.701106 �300.634932 �300.714026 �623.296351 �623.245299 �623.301004
E0 � Gcorr �300.734200 �300.667904 �300.747445 �623.332162 �623.279354 �623.335221
�H°d �8.107 �2.920
�G°d �8.311 �1.920
Ea (F)d 41.625 32.540
Ea (R)d 49.819 35.034


a Energies, thermal contributions to H° and G° in hartree; S in cal K�1 mol�1.
b MP4 = MP4SDTQ.
c E0, energy at the MP4SDTQ/6–311 �� G**//HF/6–31G** level.
d �H°, �G° and Ea in kcal mol�1.
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The solvent effect on the tautomerization reactions
reported here was calculated using the PCM method.
Solvents of low, medium and high polarities were tried.
The solvation free energies (�G°s), free energies in
solution (G°soln) and relative values (�G°soln) are given in
Table 3. The percentages of keto and thione forms
present in each solvent are also given. The �G°s values
indicate that the keto and enol species are always almost
equally solvated, most likely owing to the small
differences in dipole moment (ca 2.26 D) and in the
total non-electrostatic terms (ca 0.50 kcal mol�1),
whereas the thione form would be better solvated than
the thiol form. In fact, the thione dipole moment is ca 4 D
greater than that of the thiol. The solvent exerts a marked
influence on the enol and keto concentrations. The
concentration of the enol form increases from ca 1% in
the gas phase to ca 48% in the most polar to 55% in the
less polar solvent. On the other hand, solvent polarity
seems to have very little effect on the thione–thiol
system. In fact, for the sulfur-containing system Table 3
shows that the thione tautomer would be easily the most


important species both in the gas phase and in solution.
Table 4 shows the solvent effect on the activation
energies for the forward reactions. The solvent polarity
effect on Ea is also strong. In fact, a high-polarity solvent
such as water decreases Ea(F) by ca 11–8 kcal mol�1 with
respect to the value found in the gas phase.
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Solvent Enol Keto Thiol Thione


�Gs° (kcal mol�1)


Isooctane (1.90) �3.99 �3.88 �2.47 �4.33
CCl4 (2.23) �4.93 �4.88 �3.17 �5.51
CHCl3 (4.90) �8.51 �8.57 �5.92 �9.91
THF (7.58) �9.78 �9.86 �6.93 �11.45
CH2Cl2 (8.93) �10.16 �10.24 �7.23 �11.90
Octanol (10.34) �10.45 �10.53 �7.47 �12.25
EtOH (24.55) �11.59 �11.66 �8.39 �13.60
DMSO (46.70) �12.00 �12.07 �8.73 �14.09
H2O (78.39) �12.19 �12.26 �8.88 �14.31


G°soln (kcal mol�1)a


Isooctane �12.30 �12.19 �4.39 �6.25
CCl4 �13.24 �13.19 �5.09 �7.43
CHCl3 �16.82 �16.88 �7.84 �11.83
THF �18.09 �18.17 �8.85 �13.37
CH2Cl2 �18.47 �18.55 �9.15 �13.82
Octanol �18.76 �18.84 �9.39 �14.17
ETOH �19.90 �19.97 �10.31 �15.52
DMSO �20.31 �20.38 �10.65 �16.01
H2O �20.50 �20.57 �10.80 �16.23


�G°soln Keto (%) �G°soln Thione (%)


Isooctane 0.11 45 �1.86 96
CCl4 0.05 47 �2.34 98
CHCl3 �0.06 52 �3.99 99
THF �0.08 53 �4.52 100
CH2Cl2 �0.08 53 �4.67 100
Octanol �0.08 53 �4.78 100
EtOH �0.07 52 �5.21 100
DMS0 �0.07 52 �5.43 100


a G°soln = �G°gas � �G°s.


��)�	 -� !������ �,,��� �� �������� ����+��


Enol → TS(EK) Thiol → TS(TT)


�G°s
a Ea (F) �G°s


a Ea (F)


Gas — 41.6 — 32.5
Isooctane �3.50 38.1 �1.90 30.6
CCl4 �4.39 37.2 �2.55 30.0
CHCl3 �7.80 33.8 �5.03 27.5
THF �9.03 32.6 �5.93 26.6
CH2Cl2 �9.40 32.2 �6.19 26.3
Octanol �9.68 31.9 �6.31 26.1
ETOH �10.79 30.8 �7.20 25.3
DMSO �11.19 30.4 �7.49 25.0
H2O �11.38 30.2 �7.62 24.9


a TS solvation energy.
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From the above results we can draw the following
conclusions.


1. The enol � keto and thiol � thione tautomerization
reactions are unlikely to occur in the gas phase.


2. The keto and thione tautomers are largely the
predominant species in the gas phase.


3. The TSs are planar with H-10 bridging between N-3
and O-6 (or S-6) atoms. In TS(IZ) the bridge is quasi-
symmetric, whereas in TS(TIZ) it is asymmetric.


4. The intramolecular proton transfer mechanism takes
place more easily in the thiol–thione system, in the gas
phase.


5. The enol tautomeric form is present in high concen-
tration (ca 50%) in all solvents studied, whereas the
thiol form remains fairly constant at a modest 2–4%
concentration.


6. Activation energies are decreased by ca 8–
11 kcal mol�1 by solvent effects.


The intermolecular proton transfer and solvent-
assisted mechanisms are just being explored, although
owing to our limited computational facilities the levels of
theory most likely will be lower than that used in this
work.


Since old UV data indicate that only the keto and
thione species are present in high-polarity solvents,
experimental information in low- and medium-polarity
solvents is called for.
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ABSTRACT: A new Schiff base of gossypol with 2-(aminomethyl)-15-crown-5 (GSCB) was shown to be capable of
complexation with Ca2�, Ba2� and Pb2� cations. This process of complex formation was studied by electrospray
ionization mass spectrometry, 1H NMR and FT-IR spectroscopy and by the PM5 semiempirical method. It was found
that gossypol Schiff base can form a 1:2 complex with Ca2�, 1:1 or 1:2 complexes with Pb2� and only a 1:1 complex
with Ba2� cation. In all complexes the Schiff base of gossypol exists as an enamine–enamine tautomer. The cations
are coordinated through oxygen atoms from the crown part, lone pairs at the N-atoms and O-atoms of the O1H(O1�H)
hydroxyl groups. The structures of these complexes were calculated by the PM5 semiempirical method and are
discussed. Copyright  2003 John Wiley & Sons, Ltd.


KEYWORDS: gossypol; crown ethers; gossypol Schiff base; gossypol Schiff base complexes; Ca2�; Pb2�; Ba2�;
binding constants; 1H NMR; COSY; Fourier transform infrared; electrospray ionization mass spectrometry; PM5
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Gossypol, 2,2�-bis(8-formyl-1,6,7-trihydroxy-5-isopro-
pyl-3-methylnaphthalene) is a yellow, toxic compound
isolated from cottonseed oil,1–4 and has been shown to be
an effective antifertility agent in the male population of
different species.5–11 It has been reported also that
gossypol inhibits the growth of American and African
trypanosomes because it is a powerful inhibitor of their
metabolism.12,13 Moreover, it has been found that
gossypol is an unspecific inhibitor because it competes
with the coenzyme NAD, and therefore it inhibits most of
the dehydrogenases that use this coenzyme.14,15 This
polyphenolic compound possesses reversible inhibition
activity to calcineurin16 and in the presence of Cu2� and
Fe3� cations it is also capable of nicking supercoiled
DNA.17 Furthermore, this compound and its derivatives
have been extensively studied as possible antimalarial


drugs,18 and as potential cures for diseases such as HIV
infections19–21 and cancer.22–24


Gossypol Schiff bases also possess biological activity
similar to that of gossypol but their lower toxicity due to
the absence of aldehyde groups means that they can be
safely used in medical therapy.17,25


Gossypol Schiff bases can occur in imine–imine and
enamine–enamine tautomeric forms, which are analo-
gues of aldehyde–aldehyde and ketol–ketol tautomeric
forms of gossypol, respectively (Scheme 1).21,26–29


Different tautomers of gossypol and gossypol Schiff
bases form complexes with various metal cations.30–33


The new Schiff base studied in this paper is a
combination of two parts characterized by two different
functions: the crown ether part well known as an effective
and highly selective agent in the reaction of complexation
of alkali and alkaline earth metal cations,34–41 and the
gossypol part showing high biological activity. Mutual
competition of these parts of gossypol Schiff base in the
complexation of various metal cations is a very
interesting problem, and stimulated our study of the
properties of complexation of gossypol Schiff base with
Ca2�, Pb2�, Ba2�, Sr2�, Mg2�, Co2�, Ni2�, Fe2�, Cu2�,
Zn2�, Fe3� and Bi3� cations by electrospray ionization
(ESI) mass spectrometric, spectroscopic and semi-
empirical methods.
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The Schiff base of gossypol with 2-aminomethyl-15-
crown-5 was synthesized as described previously.28 The
perchlorates Ca(ClO4)2, Pb(ClO4)2 Ba(ClO4)2,
Sr(ClO4)2, Mg(ClO4)2, Co(ClO4)2, Ni(ClO4)2,
Fe(ClO4)2, Cu(ClO4)2, Zn(ClO4)2, Fe(ClO4)3 and Bi
(ClO4)3 were obtained from Sigma and were used
without any purification. The salts are hydrates, however,
and it was necessary to dehydrate them by several (6–10)
evaporations from a 1:5 mixture of acetonitrile and
absolute ethanol. The dehydration of the perchlorates was
detected by the FT-IR spectra in acetonitrile.


Spectral-grade CH3CN solvent was stored over 3Å
molecular sieves for several days. All manipulations with
the substances were performed in a carefully dried and
CO2-free glove-box.


����������� �� ��������� �� !���"��� �� ��� ����
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The 1:1 and 1:2 complexes of Schiff base of gossypol
with Ca2�, Pb2� and Ba2� cations were obtained by
adding suitable amounts (1.96 � 10�4 or
3.92 � 10�4 mol) of M(ClO4)2 (M = Ca, Pb, Ba) dis-
solved in acetonitrile to the gossypol Schiff base
(1.96 � 10�4 mol) dissolved in absolute ethanol. The
solvents were evaporated to dryness under reduced
pressure and the oil residue was dissolved in dry CH3CN
for FT-IR or in CD3CN for 1H NMR measurements. All
complexes were orange–brown.


The purity of the complexes was controlled by NMR
and elemental analysis: C52H72N2O32Ca2Cl4 (calculated
C 42.81, H 4.97, N 1.92; found C 42.82, H 4.95, N
1.91%); C52H72N2O24PbCl2 (calculated C 45.02, H 5.23,
N 2.02; found C 45.04, H 5.21, N 2.01%);
C52H72N2O32Pb2Cl4 (calculated C 34.83, H 4.05, N
1.56; found C 34.82, H 4.04, N 1.55%); C52H72N2O24-


BaCl2 (calculated C 47.41, H 5.51, N 2.13; found C
47.39, H 5.52, N 2.15%).


All manipulations with the substances were performed
in a carefully dried and CO2-free glove-box.
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ESI mass spectra were recorded on a Waters/Micromass
(Manchester, UK) ZQ mass spectrometer equipped with a
Harvard Apparatus syringe pump. All sample solutions
were prepared in acetonitrile. The measurements were
performed for the solutions of the Schiff base of gossypol
(2 � 10�6 mol dm�3) with Ca2�, Pb2�, Ba2�, Sr2�,
Mg2�, Co2�, Ni2�, Fe2�, Cu2�, Zn2�, Fe3� and Bi3�


cations (1 � 10�5 mol dm�3) taken separately. The
samples were infused into the ESI source using a Harvard
pump at a flow-rate of 20 �l min�1. The ESI source
potentials were capillary 3kV, lens 0.5 kV and extractor
4 V. In the case of standard ESI mass spectra the cone
voltage was 30 V. The source temperature was 120°C
and the desolvation temperature was 300°C. Nitrogen
was used as the nebulizing and desolvation gas at flow-
rates of 100 and 300 l h�1, respectively.


�� ��� ������������


NMR spectra of the 1:1 and 1:2 complexes of gossypol
Schiff base with Ca(ClO4)2, Pb(ClO4)2 and Ba(ClO4)2


were recorded in CD3CN using a Varian Gemini
300 MHz spectrometer. All spectra were locked to the
deuterium resonance of CD3CN.


1H NMR measurements in CD3CN were carried out at
operating frequency 300.075 MHz, flip angle pw = 45°,
spectral width sw = 4500 Hz, acquisition time 2.0 s,
relaxation delay d1 = 1.0 s and T = 293.0 K and using
TMS as the internal standard. No window function or
zero filling was used. The digital resolution was 0.2 Hz
per point. The error of chemical shift value was
0.01 ppm.
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The FT-IR spectra of gossypol Schiff base and its 1:2
complex with Ca(ClO4)2 and also 1:1 complexes with
Pb(ClO4)2 and Ba(ClO4)2 were recorded in
0.05 mol dm�3 acetonitrile solutions. The spectrum of
the solvent was subtracted form the spectra of the
complexes and the ranges of its absorption were omitted.


A cell with Si windows and wedge-shaped layers was
used to avoid interferences (mean layer thickness
170 �m). The spectra were taken with an IFS 113v FT-
IR spectrophotometer (Bruker, Karlsruhe, Germany)
equipped with a DTGS detector, resolution 2 cm�1,
NSS = 125.


.�������� ����"���


Elemental analysis was carried out on a Perkin-Elmer
CHN 240 instrument.


������������� ��� ������������


PM5 semiempirical calculations were performed using
the Win Mopac 2002 program.42 In all cases full
geometry optimization was carried out without any
symmetry constraints.43
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The structures of the imine–imine and enamine–enamine
tautomers of the studied Schiff base together with the
atom numbering are shown in Scheme 1.


.����������" ���� �����������"


ESI mass spectrometric data for the mixtures of GSCB
with various cations are given in Table 1. They show the
disappearance of the characteristic m/z signals which
could be assigned to the respective complexes formed
between GSCB and cations such as Sr2�, Mg2�, Co2�,
Ni2�, Fe2�, Cu2�, Zn2�, Fe3� and Bi3�. Thus, GSCB
molecules are not able to form stable complexes with
these cations.


The characteristic m/z signals of various types of
GSCB complexes with Ca2�, Pb2� and Ba2� cations are
found in the ESI spectra (Table 1). In the presence of
excess amount of Ca2� cations, GSCB forms only
complexes of 1:2 stochiometry because no m/z signal of
[GSCB � M]2� cation characteristic of the 1:1 complex
is detected in the ESI mass spectrum. Under the same
experimental conditions, the GSCB molecule forms two
various types of complexes with Pb2�, which is indicated
by the m/z signals assigned to the 1:1 complex


[GSCB � M]2� and 1:2 complex [GSCB � 2M]4� in
the ESI spectrum. In contrast to the situation with Pb2�


cations, the GSCB molecule forms only the 1:1 complex
with the Ba2� cation.


Apart from the signals assigned to [GSCB � M]2� and
[GSCB � 2M]4� complexes, the ESI mass spectra also
revealed a signal characteristic of [AC � M]2� cation.
This signal was assigned to the cation of the complexed
aminomethyl crown part after fragmentation of GSCB
(Scheme 2). Further information on the structures of the
complexes of GSCB with the cations studied was
obtained from spectroscopic and semiempirical studies.


The binding constants (Ka) for GSCB complexes with
Ca2�, Ba2� and Pb2� were obtained from the ESI mass
spectra, following the method described in Ref. 44. The
values of logKa determined by the ESI method are shown
in Table 2.
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The 1H NMR data of GSCB and its 1:1 and 1:2
complexes with Ca2�, Pb2� and Ba2� cations are given
in Table 3. The COSY spectra of all complexes
demonstrate the existence of the enamine–enamine
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Mx� m/z


[AC � M]2� [GSCB � M]2� [GSCB � 2M]4�


Mg2� — — —
Ca2� 144 — 265
Sr2� — — —
Ba2� 193 559 —
Zn2� — — —
Pb2� 228 594 348
Ni2� — — —
Co2� — — —
Cu2� — — —
Fe2� — — —
Fe3�b — — —
Bi3�b — — —


a GSCB = gossypol Schiff base with 2-(aminomethyl)-15-crown-5;
AC = 2-(aminomethyl)-15-crown-5.
b [AC � M]3�, [GSCB � M]3�, [GSCB � 2M]6�.
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tautomer of GSCB within these complexes. This is
confirmed by the coupling between the N16H
(12.36 ppm) and C11H (9.70 ppm) or C17H (4.02 ppm)
protons. An examplary COSY spectrum of the complex
GSCB with Ca2� cations is shown in Fig. 1.


In all 1H NMR spectra the signals of the O1H (O1�H),
O6H (O6�H) and N16H (N16�H) protons are observed
separately in the ranges 6.41–7.02, 7.69–8.15 and 12.36–
13.28 ppm, respectively. With the formation of the
complexes of GSCB with 2Ca2� cations, the signals of
the O1H (O1�H) protons are shifted slightly towards lower
frequencies. Thus, the strength of the hydrogen bonds in
which these OH groups are involved becomes more
comparable. In the spectra of GSCB–Pb2� and GSCB–
Ba2� complexes the chemical shifts of the signals of O1H
and (O1�H) protons are different. One signal remains in
the same position and the other is shifted towards lower
frequencies. This result shows that one of the OH groups
is more strongly hydrogen bonded than the other. The
chemical shifts of the signals of O6H and (O6�H) protons
are comparable to those observed in the GSCB spectrum,
whereas the chemical shift of the N16H (N16�H) protons is
shifted towards higher frequencies. This result indicates
the decreasing strength of the intramolecular NH���O=C
hydrogen bond both due to the involvement of the lone
electron pair on N16 atom and the conformational
changes about the C11—N16 (C11�—N16�) bond in the
complexation process.


The signals of the protons from the crown part are
observed in the GSCB spectrum in the range 3.35–
3.84 ppm as a multiplet. With the complex formation of


the GSCB molecules with the studied Ca2�, Pb2� and
Ba2� cations, the corresponding signals shift towards
lower frequencies and occur in a slightly wider range,
indicating different interactions of these cations with the
oxygen atoms of the crown part. Probably these
interactions are not fixed but different oxygen atoms
can be involved in them. The strongest interactions
between the oxygen atoms of the crown part are observed
for the GSCB–2Ca2� complex, because in this case the
signals of the protons are strongly shifted toward
higher ppm values and the multiplet occurs in the widest
range.
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Figure 2(a) presents the FT-IR spectrum of the 1:2
complex of GSCB with Ca(CIO4)2, and the spectra of the
1:1 complexes of GSCB with Pb(CIO4)2 and Ba(CIO4)2


are given in Fig. 2(b) and (c), respectively. All spectra are
compared with that of GSCB in acetonitrile solution. The
GSCB molecule and its complexes with Ca2�, Pb2� and
Ba2� cations in acetonitrile solution exist as the
enamine–enamine tautomer, as indicated by the absence
of the bands characteristic of the imine–imine tautomer
assigned to the naphthalene ring vibrations at about
1550 cm�1.27


In the range 3700–3000 cm�1, where v(O–H) vibra-
tions occur, there are two bands at 3484 and 3375 cm�1 in
the GSCB spectrum. The band at 3484 cm�1 can be
assigned to the stretching vibrations of O1H and O1�H
groups, and the band at lower wavenumbers (3375 cm�1)
to the stretching vibrations of O6H and O6�H groups, both
engaged in relatively weak intramolecular hydrogen
bonds. This assignment is confirmed by the 1H NMR
data and is in agreement with the PM5 semiempirical
calculations. It is also in agreement with our interpreta-
tion of the FT-IR spectra of gossypol discussed in earlier
papers.27,45 Furthermore, according to these interpreta-
tions, the vibrations of the strongest hydrogen-bonded
proton in the O���HN hydrogen bond should be observed
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Complex Solvent ESI logKa


GSCB–Pb2� CH3CN 2.6
GSCB–2Pb2� CH3CN 4.2
GSCB–2Ba2� CH3CN 8.5
GSCB–2Ca2� CH3CN 10.4
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Compound


Chemical shift (ppm)


JC11H–N16HC(CH3)2 CH3 HC(CH3)2 H–O1 H–C4 H–O6 H–C11 H–N16 H17 Hc
b


GSCB 1.48 (d) 2.00 (s) 3.44 (sept) 6.41 (s) 7.59 (s) 8.12 (s) 9.71 (d) 13.28 (m) 3.48 (t) 3.35–3.84 (m) 13.85
GSCB–2Ca2� 1.50 (d) 2.00 (s) 3.47 (sept) 6.46 (s) 7.59 (s) 7.69 (s) 9.70 (d) 12.36 (m) 4.02 (t) 3.69–4.46 (m) 13.36


6.48 (s)
GSCB–Pb2� 1.51 (d) 2.00 (s) 3.76 (sept) 6.42 (s) 7.59 (s) 8.14 (s) 9.72 (d) 12.87 (m) 3.46 (t) 3.41–4.35 (m) 12.42


6.93 (s)
GSCB–Ba2� 1.52 (d) 2.00 (s) 3.82 (sept) 6.42 (s) 7.59 (s) 8.15 (s) 9.71 (d) 12.95 (m) 3.49 (t) 3.39–4.14 (m) 12.59


7.02 (s)


a s, Singled; d, doublet; t, triplet; sept, septet; m, multiplet.
b Hc: the proton signals from the crown ether part of the gossypol Schiff base.
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in the FT-IR spectrum in the region of about 3000 cm�1.
This absorption is readily visible in the spectra taken in
chloroform solutions.27 The low intensity of this absorp-
tion can be explained by the fact that the proton is more
localized at the N16 atom than at the O7 atom and that in
the intramolecular N16H���O7 hydrogen bond it shows
almost imperceptible proton polarizability.46–49


The FT-IR spectrum of the 1:2 complex of GSCB with
Ca2� cations is shown in Fig. 2(a) and the corresponding
spectrum on an extended scale in the range 1675–
1500 cm�1 in Fig. 3(a). As a result of complexation of
Ca2� cations by the GSCB molecule, some changes in the
spectrum in the range 3500–3000 cm�1 and a new band at
1632 cm�1 are observed. The appearance of the new band
at 1632 cm�1 indicates that the intramolecular hydrogen
bonds formed between N16H (N16�H) and O7 (O7�) atoms
from the carbonyl groups of the GSCB molecule have
weakened. On the other hand, because of the interaction
of the N16, N16� lone electron pairs with Ca2� cations, the
NH protons have become more acidic i.e. the NH���O=C
hydrogen bond should be stronger. This contradiction can
be explained by the conformational changes about the
N16—C11 bond after the complex formation of GSCB


with Ca2� cations. Such an explanation is in good
agreement with the 1H NMR data and also with our PM5
semiempirical calculation.


The interaction of the Ca2� cations with the lone
electron pairs of the N16 and N16� atoms can be directly
concluded from the so-called Bohlmann band charac-
teristic of N-bases with lone electron pair at the nitrogen
atom, which occurs in the region 3000–2800 cm�1 (Fig.
4). In the spectrum of GSCB the Bohlmann band is
observed at 2873 cm�1, whereas in the spectrum of the
GSCB–2Ca2� complex this band vanishes completely
and a new band arises at about 2895 cm�1.


The v(O1H) and v(O6H) vibrations arise as an intense
broad band in the GSCB–2Ca2� spectrum with a
maximum at 3426 cm�1 instead of two separate bands
observed in the spectrum of GSCB. This result
demonstrates that both types of OH groups are hydrogen
bonded with more comparable strength than in the case of
other GSCB–cation complexes. This is also confirmed by
the 1H NMR data (Table 3). Furthermore, PM5 calcula-
tions show that these OH groups are involved in different
types of hydrogen bonds.


The FT-IR spectra of the 1:1 complexes of GSCB with


��!��� �2 ;�	 ������	��� �<3= �(����� 	
 �� �>% �	�(�4 	
 �3�' ���� ��%� �� �1:�5 �	����	�
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Pb2� and Ba2� cations are shown in Fig. 2(b) and (c) and
the corresponding spectra on an extended scale in the
range 1675–1500 cm�1 in Fig. 3(b) and (c), respectively.
After complexation of Pb2� or Ba2� cations by GSCB,
the changes in both spectra are very similar. In these
spectra the band at 3484 cm�1 assigned to the v(O1H)
stretching vibrations partially vanishes and a new band at
3344 cm�1 appears, whereas the band at a lower
wavenumbers (3375 cm�1) of the v(O6H) vibrations
remains at an almost unchanged position at 3378 cm�1.
The position of the new band at 3344 cm�1 indicates the
involvement of one of the O1H or O1�H hydroxyl groups
in a slightly stronger intramolecular hydrogen bond
within the GSCB–Pb2� or GSCB–Ba2� complexes. This
result is in agreement with NMR and semiempirical data.


The information on the interactions of the free electron
pairs at N16 and N16� atoms with Pb2� and Ba2� cations in
the respective complexes can be extracted from the FT-
IR spectra shown in Fig. 4. The Bohlmann band observed
in the FT-IR spectrum of GSCB shifts slightly in the
spectra of the 1:1 complexes of GSCB with Pb2� and
Ba2� cations from 2873 to 2882 cm�1. This shift
however, is weaker than that in the spectrum of the 1:2
GSCB–Ca2� complex. This result indicates that the
nitrogen atom coordinates Ca2� cations more strongly


than Pb2� and Ba2� cations and no differences in the
coordination strength between the Pb2� and Ba2� are
observed.


��� ������������


The heats of formation (HOF) of the enamine–enamine
form of GSCB and its complexes with Ca2�, Pb2� and


��!��� #2 �; &6 �(���� 	
 �� ���	������ �	����	�� 	
 7�	���
����8 �� �	�(�4� 	
 �3�' ���� ����	�� ��� 7�	� �����
����8 
	� �	�(����	� �(���� 	
 �3�'� 7�8 �>% �	�(�4 ����
��%�� 7+8 �>� �	�(�4 ���� #+%� ��� 7�8 �>� �	�(�4 ����
'�%�
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Ba2� cations are displayed in Table 4. Unfortunately, the
structure of the GSCB–Ba2� complex cannot be
calculated by the PM5 method.


The data in Table 4 demonstrate that the most stable


complexes are formed between GSCB and two Ca2�


cations. For the 1:1 complex of GSCB with Ca2� only
half of the GSCB molecule is involved in the coordina-
tion of Ca2� cation and the other half remains free. This
explains the preferential formation of the 1:2 complex
between GSCB and Ca2� cations in the presence of
excess of these cations in the solution. In the case of Pb2�


cation, the formation of the 1:1 and 1:2 complexes is
possible and the structure of the 1:2 complex is slightly
favoured.


The calculated structures of the GSCB:2Ca2�


and GSCB:Pb2� are given in Scheme 3(a) and (b),
respectively. It is interesting that the structure of the
GSCB–2Pb2� complex is very similar to that of the
GSCB–2Ca2� complex.


The interatomic distances between oxygen atoms and
cations and partial charges of the cations and O-atoms are
given in Table 5. The lengths and angles of the hydrogen
bonds formed between the O-atom from the crown and
O1H and O1�H protons are collected in Table 6. The
partial charge of the cations increases for weaker cation
complexation by the N- and O-atoms from the GSCB.


The semiempirical calculations on the GSCB–2Ca2�


and GSCB–2Pb2� complexes have shown that not only
oxygen atoms of the crowns but also the oxygen atoms of
the O1H and O1�H groups interact strongly with the
cation. Furthermore, these groups form intramolecular
hydrogen bonds with O-atoms of the crown parts (Table
6). These hydrogen bonds are stronger in the GSCB–Pb2�


complex than in the GSCB–2Pb2� and GSCB–2Ca2�


complexes, which is in agreement with FT-IR and NMR
data discussed above.


&+�&1-�
+��


A new Schiff base of gossypol with 2-(aminomethyl)-15-
crown-5 was shown to be characterized not only by
potential biological activity but also by the ability to form
selective complexes with Ca2�, Pb2� and Ba2� cations. It
was demonstrated that many other cations (Sr2�, Mg2�,
Co2�, Ni2�, Fe2�, Cu2�, Zn2�, Fe3� and Bi3�) cannot
form stable complexes with the new Schiff base.


Ca2� cations form stable 1:2 complexes, whereas the
Pb2� and Ba2� form 1:1 complexes with GSCB.
Additionally with Pb2� cation GSCB can also form
stable complex of 1:2 stoichiometry. The formation of
such complexes was established from the ESI mass
spectra.


Spectroscopic measurements and semiempirical cal-
culations showed that the structures of 1:2 complexes of
GSCB with Ca2� and Pb2� cations are comparable. The
same is true for the 1:1 complexes of GSCB with Pb2�


and Ba2� cations. In all complexes the cations are
coordinated in the enamine–enamine tautomeric form by
the lone pairs of N-atoms and oxygen atoms from the
crown part of the molecules.


����� 42 *�� 	
 
	�����	� 	
 �3�' 7�� �����/�����

	��8 ��� ��� �	�(�4� ���� #+%� ��� ��%� ����	��
��������� +� �� #�. ���	� 7?���	(�� %��%8


Compound HOF (kcal mol�1)a


GSCB �414.49
GSCB–Pb2� (complexed) �618.29
GSCB–Pb2� (non-complexed) �393.45
GSCB–2Pb2� (complexed) �624.22
GSCB–2Pb2� (non-complexed) �372.79
GSCB–Ca2� (complexed) �607.56
GSCB–Ca2� (non-complexed) �400.35
GSCB–2Ca2� (complexed) �639.78
GSCB–2Ca2� (non-complexed) �386.33
a 1 kcal = 4.184 kJ.


�� ��� 3
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In the 1:2 complexes of GSCB with Ca2� or Pb2�, both
oxygen atoms from the O1H and (O1�H) groups are also
engaged in coordination process and simultaneously
hydrogen bonded with the O-atoms of the crowns.
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ABSTRACT: The molecular structure of the parent bis- and tris(2-thienyl)methinium ions were studied by first-
principles methods (second-order Møller–Plesset many-body perturbation theory and density functional theory). In
contrast to bis(2-thienyl)methinium, tris(2-thienyl)methinium is non-planar with torsion angles between the thienyl
groups and the central plane of about 30°. The calculations on tris(2-thienyl)methinium resulted in two almost
isoenergetic conformers with barriers to isomerization less than 10 kcal mol�1 (1 kcal = 4.184 kJ). In order to discuss
the 13C chemical shifts of Crystal Violet and of heteroanalogous compounds with thienyl-2-, with 5-amino-thienyl-2-,
with 5-methylmercapto-thienyl-2- and with 5-amino-1,3-thiazolyl-2-heteroaryl groups, the structure was optimized at
the DFT B3-LYP/6–31G(d) level and the chemical shifts were calculated at the DFT-GIAO/6–311 � G(2d,p) level of
theory. In general, the experimental chemical shifts correlate very well with the experimental values. The lowest
energy electronic transitions in the UV–VIS region were calculated by time-dependent density functional response
theory (TD-DFRT) using the DFT B3-LYP/6–31 � G(d) basis set. For cationic dyes the agreement between the
results of TD-DFRT calculations and experiment was less good than for neutral sulfur-containing compounds.
Semiempirical calculations (PPP, ZINDO/S) are better in that case and are more efficient. Copyright  2002 Wiley &
Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc


KEYWORDS: tris(2-thienyl)methinium ions; molecular structure; 13C NMR chemical shifts; UV–VIS spectral data;
quantum chemical calculations
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The heterocycles 1 and 2 are the parent compounds of a
series of cationic dyes. Novel heterocyclic analogues
of the well-known Crystal Violet chromophore 3 such
as tris(5-donor-substituted-2-thienyl)methinium com-
pounds 4 and their aza analogues 5 have been prepared
recently and characterized spectroscopically.1 In analogy
with its carbocyclic counterparts,2 sulfur-containing
compounds are deeply coloured with intense absorption
maxima at about 600 nm. Less is known about the
structures of these compounds. Two different structures
A and B may be anticipated for bis(2-thienyl)methinium
(1) and tris(2-thienyl)methinium (2). Studies on the
structure by MMX3 and MM21 force field methods did
not give a uniform answer about the isomers. X-ray
diffraction analysis of tris(2-thienyl)methinium (2) per-
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chlorate revealed a structure of low symmetry, closer to
A than to B.3 Triphenylmethinium dyes of the series 3
display a propeller-shaped structure in the crystal.4 The
structure of 3 was also discussed theoretically by INDO
calculations.5 Additional, more recent information is
available with 13C chemical shifts of dyes of the series 4
and 5.1 To the best of our knowledge, first-principles
methods have not yet been employed in the study of the
structures and properties of triheteroarylmethinium ions.


The aim of this study was twofold: first, to define the
molecular structure of the parent compounds 1 and 2 by
post-Hartree–Fock ab initio quantum chemistry and,
more generally, by density functional theory (DFT); and
second, to calculate and to interpret experimental NMR
and UV–VIS spectral data for bis(2-thienyl)methinium
(1), tris(2-thienyl)methinium (2) and the derivatives 4
and 5 by DFT-based methods.


�*-.,(#('*%#/


The study was based on the Hohenberg–Kohn–Sham
density functional theory (DFT).6 The hybrid HF/DF
exchange functional defined by Becke’s three-parameter
equation7 was employed throughout this study. It was
used in conjunction with the Lee–Yang–Parr correlation
functional8 and, in some test calculations, with the
Perdew 98 functional,9 denoted B3-LYP and B3-P89,
respectively. Whereas molecular geometries were calcu-
lated mainly by means of the polarized split-valence
double-zeta basis set 6–31G(d) (VDZ, for short), the
more extended valence triple-zeta basis set 6–
311 � G(2d,p) (VTZ) was used in calculating magnetic
shielding constants � by the ‘gauge-independent atomic
orbital’ (GIAO) method.10,11 NMR 13C chemical shifts �
were obtained by subtracting the calculated magnetic
shielding � of the carbon nuclei from the shielding of
carbon of the reference compound (tetramethylsilane,
�0 = 183.35 ppm).


The molecular geometries were fully optimized. The
stationary points on the DFT energy surface were
characterized as local minima and transition structures
by the number of negative eigenvalues of the Hessian
matrix (zero or one, respectively). A single imaginary
frequency defines the transition structure. In search of
transition structures the tight optimization convergence
criterion was used (opt = tight). The good performance of
DFT in calculating relative energies and molecular
geometries was confirmed by second-order many-body
perturbation theory (MBPT2) calculations, commonly
denoted as Møller–Plesset perturbation theory calcula-
tions (MP2).12 The outcome of MP2(fc)/6–31G(d)
calculations in this study justifies the application of the
computationally less demanding DFT B3-LYP/6–31G(d)
model for the whole series of triheteroarylmethinium
compounds. DFT electron densities were computed from
SCF converged Kohn–Sham orbitals. Total charges were


defined by the traditional Mulliken analysis or by natural
population analysis.13 The natural population analysis
provides atomic charges based on occupancies of the
orthonormal natural atomic orbitals on each center.


Because of the large computational expenditure in
calculating UV–VIS spectral features by high level
correlated ab initio methods organic compounds were
preferably studied by semiempirical methods.14 These
methods are single-reference-based (SCF-CI), usually
taking singly excited configurations only into account
(CIS). The empirically scaled ZINDO/S method was
spectroscopically parameterized for a few important
elements of the periodic table. However, the method is
not devoid of shortcomings. Thus, less satisfactory results
were obtained for sulfur-organic compounds and the
method failed entirely with some low-energy colour-
determining transitions.15 Since multi-reference-based ab
initio methods16 are prohibitive for the compounds of
larger size, time-dependent density functional theory may
be considered as an alternative. In contrast to ZINDO/S,
this method is a first-principles method, i.e. this method
needs no parameterization in excited-state calculations.
Moreover, the method is easily applicable for additional
main group elements of the periodic table. In calculating
sulfur-organic compounds, TD-DFT performs definitely
better than ZINDO/S.15 However, erratic cases were also
found with TD-DFT. To test the scope and limitations of
the methods, more complex dye chromophores such as
tri(2-thienyl)methinium and related ions were calculated
in this study.


The TD-DFRT calculation of the excitation energies is
done in two steps:6,17 first, SCF-DFT calculation of the
single-particle Kohn–Sham orbitals and the correspond-
ing energies, and second, calculation of the excitation
energies. More specifically, the frequency-dependent
linear response (R) of the electron densities is studied
with respect to an external field that is a time-dependent
perturbation. The dynamic polarizability describes the
response of the dipole moment to a time-dependent
electrical field. The polarizability diverges for definite
frequencies. It has poles at the electronic excitation
energies. This calculation also provides the oscillator
strengths of the respective electronic transitions. The TD-
DFRT approach differs basically from SCF-CI method,
such as ZINDO/S. The first-mentioned method is
transition oriented whereas the latter is state oriented.
The TD-DFRT transition energy is defined in terms of
ground-state properties. The calculations were per-
formed, in turn, with B3-LYP functionals. Since transi-
tion energies are less sensitive to the basis set, 6–31 � G*
is sufficient and was used in all TD-DFRT calculations.


TD-DFRT differs grossly from ZINDO/S in computer
time. ZINDO/S approximately scales with N1. Scaling
amounts to N3 in the present implementation of TD-
DFRT. Two aspects, however, are in common for the two
different approaches: first, in contrast to the high-level
correlated ab initio calculations they are not dependent
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on sophisticated considerations in performing the calcu-
lations, and may be rather considered as ‘black box’
procedures, and second, the transitions in both methods
can be interpreted in terms of single-electron excitations.
The electron excitations are defined by the molecular
orbitals that are either Kohn–Sham orbitals, in the case of
TD-DFT, or Hartree–Fock orbitals, in of the case of SCF-
CI (e.g. ZINDO/S).


The quantum chemical calculations were carried out
using the 1998 release of the Gaussian suite of programs
(Revision A.7).18


)0�,/(� #%+ +'��,��'*%
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The structures A and B of bis(2-thienyl)methinium (1)
turned out to be minima of the energy surface. The cis
conformer 1A is lower in energy. As documented in
Table 1, the isomers differ in energy by less than
1.5 kcal mol�1 (1 kcal = 4.184 kJ). The distance between
the sulfur atoms of 1B was calculated to about 3.35 Å.
Thus, the interatomic SS distance is shorter than the sum
of the van der Waals radii (about 3.70 Å). Although a
local stabilization effect between the sulfur atoms of the
cis isomer cannot be excluded, the isomer 1B is hardly
energetically favoured over the trans isomer 1A. The
same holds for tris(2-thienyl)methinium (2). In the case
of 1 the barrier to isomerization amounts to less than
25 kcal mol�1. Structure and energetics are nearly
independent of the theoretical model. Selected bond
lengths of bis(2-thienyl)methinium (1) are given in Table
1.


Because the electrons of the thienyl groups are
delocalized over the whole cation structure, the bond
lengths of 1 differ significantly from those of the free
thiophene when calculated at the same level of theory (cf.
footnote in Table 1). The cation 1 displays a longer 1–2
bond (S–b, in Table 1) and a shorter 1–5 bond (S–e) bond
relative to the bonds of thiophene. In addition, the CC
bond 3–4 (c–d) is shortened and the carbon–carbon bonds
2–3 (b–c) and 4–5 (e–d) are elongated. The CC bonds of
the thienyl ring and the central CC bonds are comparable
in length to aromatic CC bonds (about 1.40 Å).


As is well known,19 CS bond lengths are overestimated
in DFT calculations. The results of MP2 B3-LYP/6–
31G(d) calculations with the same basis set are more
accurate for thiophene and for other sulfur-containing
heterocycles. For example, the MP2 CS bond length of
1.718 Å of thiophene corresponds to an experimental
bond length of 1.716 Å in the gas phase (average of ED
and MW data20), whereas the DFT B3-LYP CS bond is
considerably larger (1.736 Å). The error is reduced when
DFT calculations are performed with a more extended
basis set, e.g. 6–311 � G(2d,p) (VTZ), or with an
exchange correction defined by P86.21 Apart from the
CS bonds, the bond lengths are nearly the same in the
different theoretical models. The relative energies of the
isomers in this study were also not very sensitive to the
molecular structure. Satisfactory results were obtained by
the less computationally demanding DFT B3-LYP/6–
31 � G(d) (VDZ) model. Therefore, the calculations of
the structure of the more complex cationic dyes were
exclusively performed by the last-mentioned theoretical
model.


According to the MP2 and DFT calculations, the
isomeric bis(2-thienyl)methinium ions 1A and 1B are
fully planar and of Cs and C2v symmetry, respectively. By
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Bond


trans cis TS (cis–trans)c


LYP
VDZ


LYP
VTZ


P86
VDZ


MP2
VTZ


LYP
VDZ


LYP
VTZ


P86
VDZ


MP2
VTZ


LYP
VDZ


LYP
VTZ


P86
VDZ


MP2
VTZ


a–b 1.401 1.395 1.397 1.400 1.399 1.394 1.395 1.398 1.364 1.357 1.362 1.368
b–c 1.411 1.406 1.408 1.416 1.411 1.407 1.408 1.416 1.432 1.428 1.428 1.432
c–d 1.397 1.391 1.393 1.390 1.397 1.391 1.393 1.390 1.380 1.373 1.373 1.376
d–e 1.387 1.382 1.385 1.394 1.387 1.383 1.385 1.395 1.408 1.404 1.404 1.416
S–b 1.764 1.757 1.751 1.738 1.766 1.759 1.753 1.741 1.782 1.777 1.769 1.758
S–e 1.714 1.706 1.703 1.700 1.713 1.705 1.702 1.700 1.694 1.685 1.685 1.677
�E/�E≠ 0.0 0.0 0.0 0.0 �1.1 �0.9 �1.2 �1.5 20.1 22.2 20.0 17.4


a Becke’s three parameter hybrid functional (B3); abbreviations of the basis sets: VDZ = 6–31G(d), VTZ = 6–311 � G(2d,p).
b Bonds lengths of thiophene calculated by B3-LYP VDZ (MP2 VDZ): S—C 1.736 (1.718), C—C (essentially double bonds) 1.367 (1.376), C—C (essentially
single bond) 1.430 (1.420) Å.
c Imaginary frequencies: TS (LYP) 269 cm�1, TS (P86) 266 cm�1.
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contrast, tris(2-thienyl)methinium displays only a planar
carbenium centre (C�C3) and the thienyl groups are
distorted out-of-plane. The question may be asked
whether the distortion is correctly predicted by DFT.
Theoretical studies on biphenyl and diheteroaryls led
Karpfen et al.22 to the conclusion that DFT under-
estimates torsional angle of sterically hindered bonds
whereas MP2 provides more reasonable results. How-
ever, as shown in Table 2, this problem seems not to
occur with the compounds under study. The angles
between the thienyl groups and the central C�C3 plane of
2A calculated by DFT and MP2 are practically the same
(30.3 and 30.5°, respectively). Hence DFT appears
reliable for modelling the 3D structure of triphenyl- and
triheteroarylmethyl cations.


Tris(2-thienyl)methinium (2) has much in common
with bis(2-thienyl)methinium (1). This concerns both the
bond length characteristics and the relative energies
between the isomers. The propeller-shaped 2A displays
the axially symmetric structure with D3 symmetry. The
structure is shown in Fig. 1.


This conformer was obviously found by the MMX
force field calculation.3 The structure of the isomeric
compounds is of C1 symmetry (see Fig. 1). To distinguish
conformer 2B from the symmetrical propeller conformer
2A, the designation ‘SS-cis’ conformer is used in the
following. In principle, the SS-cis conformer is also
propeller-like but with the sulfur atoms of two thienyl
groups are turned to each other. The S���S distance of the
sulfur atoms of these groups amount to 3.31 (DFT) and
3.30 Å (MP2), closely similar to that in the bis(2-thienyl)
compound 1B. The geometry calculated for the SS-cis


conformer is reminiscent of a structure found in the solid
state.3 Since the structure in the crystal triaryl- and
triheteroarylmethinium ions is effected by crystal forces
and interaction with the counterion,4 the agreement
between the theoretical and experimental geometry
should only be qualitative. The S���S distance in the
crystal 2B is considerably shorter (3.21 Å) than
calculated. The average angles between the thiophene
rings reported in experimental study amounts to 47°,3


compared with 49° calculated by DFT. The experimental
CS bond lengths are shorter than those calculated by DFT.
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Bond


2A 2B TS1b TS2b fully planarc


B3LYP MP2 B3LYP MP2 B3LYP B3LYP B3LYP


a–b 1.434 1.425 1.433 1.426 1.418 1.430 1.467
b–c 1.400 1.409 1.401 1.408 1.414 1.410 1.408
c–d 1.405 1.396 1.404 1.397 1.399 1.400 1.401
d–e 1.382 1.392 1.382 1.391 1.384 1.381 1.375
S–b 1.766 1.752 1.766 1.740 1.769 1.771 1.785
S–e 1.712 1.700 1.713 1.701 1.713 1.712 1.704
SCCC 30.3 30.5 �30.5 �31.6 4.0/87.5d 0.0/53.8d 0.0
�E/�E≠ 0.0 0.0 �0.1 ��0.1 9.5 9.2 (23.9)
a Basis set 6–31G(d).
b Imaginary frequencies calculated by DFT: TS1 69 cm�1, TS2 68 cm�1.
c Three imaginary frequencies.
d First value, SCCC dihedral angle of the cis-oriented thienyl groups; second values, dihedral angle of the third thienyl group.
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Two transition structures were discerned on the DFT
energy surface of 2. In both cases, two thienyl rings are
coplanar in the cis or trans arrangement. In the transition
structures TS1 and TS2 the third thiophene ring is
situated perpendicular to one or the other planar bis(2-
thienyl) substructure, respectively. The imaginary fre-
quencies of the transition structures indicate a torsional
movement of this thienyl group. The calculated barrier to
torsion of 2 is less than 10 kcal mol�1 and hence about
10 kcal mol�1 lower than for 1. Thus, compounds of the
structure 2 are flexible and the isomers will efficiently
equilibrate thermally at ambient temperature.


The fully planar structure 2A of D3h symmetry,
however, is not a stationary point on the hypersurface.
This structure has three imaginary frequencies. This
compound is about 25 kcal mol�1 less stable than the
propeller conformation (cf. Table 2). Based on an
unspecified ‘molecular model,’ the planar structure was
mistakingly assumed to be favoured over the propeller-
shaped structure.23


Replacement of one of the thienyl groups of 2 leads to
6. In analogy with 2, there are two conformers, which
differ in energy by less than 0.1 kcal mol�1. According to
the DFT calculations, the SS-cis conformer of 6 exhibits
an S���S distance of 3.25 Å, comparable to that of 2B
(3.31 Å). Replacement of a second thienyl group of 6 by
phenyl results in 7. Again, the molecule is propeller-like
twisted. The ring dihedral angle between the two phenyl
groups amounts to 62.6°. The corresponding angle
calculated for triphenylmethinium 3 (R = H) is slightly
smaller (56.0°), corresponding to a torsional angle of 54°,
on average, in the x-ray structure.4 The torsion of thienyl
groups with respect to the plane of the central carbenium
is again about 30°.
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The calculated structures of 4a and 5a are similar to that
of tris(2-thienyl)methium (2). Selected geometric par-
ameters of the amino-substituted compounds are as-
sembled in Fig. 2. The calculated CC bond lengths are
essentially smoothed out over the thienyl fragments
including the amino donor groups. In accordance with the
polymethine concept,24 the electron delocalization may
be related to chain-like fragment structures. In the case of
4a these are nonamethine substructures with terminal
nitrogen atoms. Amino substitution strengthens the bonds
of the central carbon atoms. Again, the tris(5-amino-2-


thienyl)methinium 4a and its aza analogue 5a have either
the symmetrical propeller-like structure or the SS-cis-
type structure with small differences in energy (0.1 and
1.1 kcal mol�1, respectively). MM2 force field calcula-
tions suggested a minimum energy structure of 4
(R = NMe2) with two 5-amino-2-thienyl groups arranged
in a coplanar fashion and the third one perpendicular.1


According to DFT, this structure is a transition structure
calculated to be 8.6 kcal mol�1 higher in energy than 2B.
Actually, the minimum energy structure is propeller-like
twisted and should equilibrate at room temperature with
isomeric structures.


The amino groups of 4 and 5 are slightly pyramidal in
the DFT optimum structures (about 13° in the case of 4a).
A comparison between the structural data showed that the
amino group is a good model for the computationally
more demanding morpholino group. For that reason the
morpholino group was replaced by the amino group in
most calculations (cf. Table 3). For comparison crystal
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violet 3a was also calculated and selected structural
parameters were presented in Fig. 2.


%-) ��
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The 13C NMR spectral shifts of morpholino-substituted
triheteroarylmethinium ions reported recently1 were not
allocated to the definite carbons. A tentative assignment
is given by DFT-GIAO calculations. First, experimental
assignments by HMQC/HMBC 2D NMR spectroscopy
were performed. The assignments of 4b and 5b are in
perfect agreement with the theoretical prediction. The
results of a more comprehensive study will be reported
elsewhere (E. Kleinpeter, H. Hartmann and J. Fabian, in
preparation) The experimental assignment of the chemi-
cal shifts of the parent compounds tris(2-thienyl)methi-
nium (2) and triphenylmethinium (3) have already been
published.23


It should be mentioned that NMR chemical shifts may
be of different origin in theory and experiment.
Theoretical shifts are defined for each atom of a definite


species but experimental shifts may be due more than one
species equilibrating on the NMR time-scale. Fortu-
nately, the calculated chemical shifts of the different
thienyl groups of the SS-cis conformer are nearly the
same. Actually, the chemical shifts of the corresponding
carbons of the thienyl groups of the SS-cis conformer
differ by 1 ppm on average. On the other hand, the shift
values of the SS-cis conformer differ by less than 1.5 ppm
from those of the propeller conformer. Hence the
chemical shifts should hardly be effected by the presence
of a equilibrium between the conformers.


Theoretical and experimental chemical shifts in the
series 2–5 are given in Table 3. Experimental chemical
shifts of the central carbon atoms measured in dimethyl
sulfoxide are about 10 ppm lower than the calculated
values. Without doubt, the large systematic error is
essentially due to the solvent effect not considered in the
calculations. Because of the ionic nature of the solute, the
interaction with the polar solvent molecules is relatively
strong. This solvent effect obviously results in an
enhanced magnetic shielding of the carbon atoms. The
deviation between theoretical and experimental chemical


(���
 �1 � ���!�� � #��-��� �!��!��� �� �1&�������! �0� ������! ������2 �!��!��� 
!��� �� &!��� �� ��� 3��� !��� ��
��� ��� �� �1&�������! 
!��� �� ��� ��� �� !���. �&��! !������ ��3�� ��� ��&�  � � ���!�� �. ��� ����!��  � ��� !����
�������� � �!���� �� ��
�� -��� ��� �! &� �� ��� �������&� � �� ��� � ���!�� � � ��3����� �


Compound R
Type of


correlationa


Atomic position


Solvent Ref.


Correlationb


a b c d e m n r


3 H 212.76 147.96 150.24 137.24 152.08 —
H A 211.6 140.6 143.3 131.1 144.1 H2SO4 23 �19.37 1.08 0.9994


3 NH2 186.25 136.06 148.36 118.57 161.12 —
Morpholino B 176.53 127.29 139.25 113.42 155.44 DMSO-d6 1 �1.18 0.96 0.9973


3 NMe2 186.03 134.83 146.44 117.14 162.41 —
Morpholino C 176.53 127.29 139.25 113.42 155.44 DMSO-d6 1 �3.17 0.93 0.9991


2 H 167.64 156.79 153.01 139.81 167.05 —
Hc D 153.3 132.8 137.9 124.3 143.7 H2SO4 23 �1.90 0.87 0.9101
H D� 164.60 142.82 147.36 133.38 152.69 CF3COODc �5.26 0.91 0.9111


4 NH2 154.63 138.15 149.73 115.94 181.35 —
Morpholino E 142.29 123.23 142.38 110.18 171.02 DMSO-d6 1 �3.05 0.95 0.9883


4 SMe 157.58 151.54 148.40 131.16 192.83 —
SMe F 149.10 144.02 138.71 129.02 171.79 DMSO-d6


d �36.91 0.70 0.9957
4 Morpholino 157.46 137.17 149.09 111.93 183.60 —


Morpholino G 142.29 123.23 142.38 110.18 171.02 DMSO-d6 1 �10.85 0.86 0.9828
5 NH2 154.17 188.36 164.39 — 139.75 —


Morpholino H 142.93 177.18 158.74 — 124.63 DMSO-d6 23 �23.90 1.08 0.9876
a Pairs of calculated and experimental data under comparison (see Fig. 3). The overall correlation (S) of the data listed in this table is �exp � �
�0�04�calc� � 0�94� r � 0�9686.
b �exp � � n �calc� � m.
c Assignment according to Ref. 1.
d A. Noack and H. Hartmann, this study.
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shifts in the series 3–5 is more than twice as large as for
neutral compounds calculated at the same level of
theory11 (about 4 ppm). This error is not confined to
GIAO results. IGLO calculations based on ab initio
quantum theory also predicted larger chemical shifts for
simple carbenium ions than found experimentally,25 such
as for the tert-butyl cation measured in magic acid. The
largest change in the chemical shift occurs at the central
carbon. The calculated chemical shifts of the central
carbons decrease in the order 3 (R = H) �3 (R = NH2) �4
(R = H) �4 (R = SMe) �4 (R = NH2) by 58 ppm between
the first and the last compound. The decrease was
experimentally found to 69 ppm. Similarly, the calcu-
lated chemical shift decreases in the order 2 �6 �7 by
38 ppm (experimental, 28 ppm).


It is tempting to attribute the pronounced change in
chemical shift to differences in the charge distribution.
Unfortunately, the charge on an atom in a molecule can
neither be defined unequivocally nor is subject to
experimental measurement. Regardless of this difficulty,
reasonable information is gained from charges. The
prototype relationship between 13C chemical shifts and �-
charges is known as the Spiesecke–Schneider equation
found for uncharged and charged (N � 1)� hydrocar-
bons,26 where �-charges are defined by formal charges in
terms of resonance structures. According to the slope of
the linear relationship, one charge unit corresponds to a
change in chemical shift of about 160 ppm. The 5-
aminothienyl group of 4a is expected to reduce the
positive charge at the central carbenium ion more
efficiently than 4-aminophenyl and, to a much larger
extent, with respect to phenyl. A decrease of the charge
should bring about an upfield shift at the central carbon.
To calculate �-charges, the planar carbocations of benzyl
(8), p-aminobenzyl (9) and 5-aminothienylmethyl (10)
were considered instead of the non-planar cations 3–5.
The calculated charge distributions and the chemical
shifts at the exocyclic carbon atom are given in Table 4.


Independent of the theoretical model, the positive
charge is overwhelmingly accommodated at the phenyl
fragment rather than at the methylene group. As is to be
expected, the 5-aminothienyl is the strongest donor group
and phenyl the weakest. The �-charge of the exocyclic
‘carbenium carbon’ decreases in the order 8 �9 �10 to


only 0.18e. This is half the value expected from the
Spiesecke–Schneider relationship. The total charges
calculated by Mulliken population analysis (MPA)
suggest an even lower decrease and aminophenyl appears
as a stronger donor than aminothienyl in this theoretical
model. The net atomic charges calculated by the more
elaborated natural population analysis (NPA), however,
reflects the results of the analysis by �-charges fairly
well. This concerns both the magnitude of the intramol-
ecular electron transfer and the above-mentioned order of
the positive charge at the exocyclic carbons. However,
the charge is only a qualitative measure for chemical
shifts.


The plots of the experimental vs theoretical shifts are
shown in Figure 3. The individual combinations A–H of
the plot are defined in Table 3. The experimental and
theoretical values of triphenylmethinium (plot A), tris(4-
aminophenyl)methinium (plot C), tris(5-morpholino-2-
thienyl)methinium (plot G) and tris(2-amino-5-thiazo-
lyl)methinium ions (plot H) show close linear correla-
tions. The correlation coefficients are about 0.99 or
larger. According to the data in Table 3, the correlation
does not deteriorate much if the morpholino group of 3b
is modelled by NMe2 (G vs E).


The calculated shifts of tris(2-thienyl)methinium (2)
are clearly at variance with the experiment. The
correlation coefficient decreases to 0.91 (see Table 3,
D). Change of the solvent did not alter the result. In the
consequence, the correlation including all data of Table 3
is poor (r = 97). The chemical shifts of the carbon of the
thienyl groups of 2 are shifted to higher fields than
expected from theory. Abarca et al.23 reported a erratic
behaviour of the chemical shifts of 2 on comparing the
shifts in the series tris(2-thienyl)methinium (2), bis(2-
thienyl)phenylmethinium (6) and 2-thienyl(diphenyl)-
methinium (7) in sulphuric acid relative to those of the
corresponding carbinols in chloroform. If the experi-
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Parameter C6H5 CH2 NH2 C6H4 CH2 NH2 C4H2S CH2


�-Chargesa


MPA 0.65 0.35 0.40 0.37 0.23 0.40 0.42 0.17
Total chargesb


MPA 0.77 0.23 0.04 0.84 0.12 0.10 0.77 0.13
NPA 0.55 0.45 0.19 0.48 0.33 0.20 0.53 0.27


a Presuming a core charge of 1 for the methinium carbon and 2 for the amino-nitrogen, formal charges were calculated as ‘�-charges’ from the gross atomic
population.
b The charge the hydrogen atoms were added to the charge of the adjacent non-hydrogen atoms (nitrogen or carbon).
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mental shifts of 2, 6 and 7 are calculated by DFT-GIAO
the exceptional behaviour of 2 is confirmed. Whereas the
mean absolute deviation of 6 and 7 amounts only to
4 ppm, the error of 2 increases to 10 ppm. Attempts failed
to explain this discrepancy by structural modification of
2. The effect of a change of the S���S distance of the SS-
cis conformer 2B or a change of the angle of twist of the
thienyl rings of the propeller-shaped structure 2A did not
result in a sufficiently large decrease of the chemical
shifts of 2. In an extreme structural modification, thienyl
rings are forced into a common plane. Abarca et al.23


assumed the formation of the planar structure to explain
the discrepancy. However, as mentioned above, planar-
ization of 2 is energetically not favoured. In addition, the
calculated change in chemical shifts is weak. Dimeriza-


tion of 2 in a hypothetical collinear stack also has a minor
effect on the chemical shifts.


,646'� ��
����� ����


The results of the calculations on the planar bis(2-
thienyl)methinium (1B) and the propeller-shaped tris(2-
thienyl)methinium 2A and tris(5-morpholino-2-thienyl)-
methinium (4bA) ions are listed in Table 5.


If 2A and 4bA display D3 symmetry, two degenerate
transitions of symmetry E �� A1 are calculated. The first
two transitions bring about the longest wavelengths
absorption bands in the visible and the second two the
absorption band in the UV region. These lowest energy


 ����
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transitions are essentially of the � → �* type. As expected
from the former calculation on polymethine dyes,24 TD-
DFRT transition energies are overestimated. The error is
between 0.37 and 0.41 eV for the colour band and hence
nearly twice as large as for neutral sulfur-containing
compounds.15 In the wavelength scale the error appears
larger. The origin of the error is not understood. Based on
the DFT optimum geometries calculations were also
performed by the semiempirical ZINDO/S14 and by the
PPP (Pariser–Parr–Pople) methods27 using, in the latter
case, the formerly derived parameters.28 The data are
given in Table 5. A full singly-excited configuration
interaction was employed in the all-valence electron and
�-electron approximation, respectively. The absorption
wavelengths of the colour bands calculated by ZINDO/S
are in better agreement with the experiment than those of
TD-DFRT (average errors of 0.09–0.38 eV, respectively).
With an extremely low computational expenditure, the
traditional PPP �-approximation27 also works satisfacto-
rily. In this approach, the non-planarity is taken into
account by DFT geometry and by resonance integrals
reduced with regard to the twisting of the molecular
fragments. However, the occurrence of a very intense
colour band and less intense shorter wavelength absorp-
tion band in the UV region is correctly predicted by all
three methods. These transitions are essentially � → �* in
nature with dominant HOMO–LUMO contributions. On
passing from 2 to 4b, the bathochromic shift of the
morpholino group is well predicted by TD-DFRT (about
0.06 eV) and by ZINDO/S (0.05 eV). Because of the
unfavourable scaling of TD-DFRT with the dimension of
the system, the computer time for the morpholino-
substituted compound (34 ‘heavy atoms’) is very long,
but is short with semiempirical calculations. Therefore, as
long as only � → �* transitions of chromophoric com-
pounds are of interest, the semiempirical methods perform
better and are more efficient.


�*%�/,�'*%�


DFT calculations on Crystal Violet and triheteroaryl-
methinium chromophores with three equal substituents in
corresponding positions predict a propeller-shaped mol-
ecule of D3 symmetry with dihedral angles between the
plane of the substituents and the central C�C3 fragment
of about 30°. In the case of tris(2-thienyl)methinium and
derivatives, a second minimum structure was found at
slightly lower energy than the symmetrical conformers.
This structure has two oppositely inclined thienyl rings
with the sulfur atoms posed to one another 3.35 Å in
distance. The barriers to isomerization are less than
10 kcal mol�1. Hence the conformers should thermally
equilibrate at ambient temperatures and the chemical
shifts of the conformer are averaged on the NMR time-
scale. The calculated DFT GIAO 13C chemical shifts of
the conformers are closely similar. This enabled the
experimental shifts to be tentatively assigned to the
nuclei. The theoretical and experimental shift values
exhibit a close correlation. In spite of the relatively large
size of the molecules, heterorarylmethinium dyes can be
calculated, in principle, by time-dependent density
functional response theory. The results agree reasonably
well with the experimental results. However, as long as
the interest is directed to the colour-determining low-
energy �→�*-type transitions, semiempirical approxi-
mations may more quickly lead to the same conclusion.


����	���� ��	�����	


Molecular structures of the calculated cations 1–7,
including transition structures, and x, y, z coordinates in
ångstroms are available at the epoc website at http://
www.wiley.com/epoc.
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Compound


�calc (f)


�max (lg�) Exp.dTD-DFTa,e ZINDO/Sb,e PPPc


1 419 (0,17) 479 (1.01) 447 (1.73) 487 (4.33)
357 (0,52) 302 (0.28) 376 (0.20) �375 (�4.3)


2 414 (0.24) 465 (0.61) 457 (0.73) 472 (4.55)
414 (0.24) 465 (0.61) 457 (0.73)
357 (0.11) 297 (0.04) 385 (0.06) 367 (3.69)
357 (0.11) 297 (0.04) 385 (0.06)


4b 520 (0.56) 563 (0.75) 598 (0.70) 616 (4.97)
520 (0.56) 563 (0.75) 598 (0.70)
331 (0.03) 320 (0.08) 356 (0.01) 334 (4.26)
331 (0.03) 320 (0.08) 356 (0.01)


a 6–31G(d) basis set augmented by a set of diffuse functions (cf. Ref. 15).
b Full configuration interaction of singly excited configurations.
c Full interaction of ��* singly excited configurations. For parameters see Ref. 28. The resonance integrals of the bonds to central carbon were reduced by the
cosine of the torsional angle; morpholino replaced by dimethylamino substituents.
d 1 in sulphuric acid, 2 in methylene chloride–CF3COOH and 4b in methylene chloride.1
e There is an additional weak non-degenerate electronic transition in the UV region between the degenerate transitions.
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ABSTRACT: Equilibrium geometries and the relative stabilities of 1H-, 2H- and 3H-phospholes and their methyl-
and vinyl-substituted analogs were computed at the B3LYP/6–31G* level. The transition states and products were
located for the Diels–Alder reactions of all the dienes with ethylene. The effect of substitution on the geometries,
relative stabilities and Diels–Alder reactivities of 1H-, 2H- and 3H-phospholes were analyzed. The relative stabilities
predict that the substitution on phospholes prefers phosphorus over carbon. Computations show that the activation
energies are not altered much by substitution of either methyl or vinyl groups on phospholes, but most of the
substituted phospholes require slightly higher activation energies than the corresponding parent phospholes. 2H-
phospholes require lower activation energies than 1H- and 3H-phospholes. The reactivity ordering based on FMO
energy gaps and the activation energies are similar and follows the sequence 2H- � 3H- � 1H-phospholes. The
quantaum of charge-transfer values from diene to dienophile at the transition states and distortion energies were
calculated. Copyright  2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc


KEYWORDS: relative stabilities; Diels–Alder reactivities; concerted mechanism; asynchronous pathway; transition
states; activation energies; electron demand; charge transfer
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The syntheses of phospholes and substituted phospholes
have generated considerable interest in order to study
their stability, aromaticity, [1,5] sigmatropic shifts and
Diels–Alder and other reactivities.1–15 The synthesis of a
highly substituted phosphole was reported in 1959,15 and
the parent 1H-phosphole (1) was synthesized and
characterized in 1983 by Mathey and co-workers.8


Phospholes have found several applications in organic
synthesis and catalysis, e.g. some phosphole complexes
with metal or metal halides have been used to catalyze
hydrogenation, carbonylation and hydroformylation re-
actions.6,16,17 Diels–Alder reactions of phospholes have
constituted a dependable strategy to construct novel
phosphorus-containing polycyclic compounds.6–14 The
lower aromaticity of 1H-phosphole (1) is expected to be
more reactive and more exothermic than pyrrole, furan
and thiophene in Diels–Alder reactions.18,19 The [1,5]


sigmatropic shifts for substituted phospholes have
generated considerable interest from both theoreticians
and experimentalists.3–6,12–14 Previous computational
studies of sigmatropic shifts in parent phospholes and
the relative stabilities of the methyl- and vinyl-substituted
phospholes indicate that 2H-phospholes are more stable
than 1H- and 3H-phospholes.4,5 Mathey and co-workers
proposed a mechanism which accounts for the [1,5]
sigmatropic shifts prior to Diels–Alder additions and
successfully explained the product distribution in Diels–
Alder reactions of a variety of phospholes.8–11 Previous
experimental studies indicated that 2H-phospholes act as
dienes and dienophiles, and also that 1-phosphanorbor-
nadiene was obtained by the Diels–Alder reaction of 2H-
phosphole (2) with acetylene.11–13


Computational chemistry has played an important role
in modeling Diels–Alder reactions.18–29 Earlier studies
indicate that HF methods overestimate and MP2 methods
underestimate barrier heights.18,23–29 Previous studies
indicated that the relative stabilities of phospholes
obtained with the HF method were inconsistent with
MP2 results.5 This indicates that a dynamic electron
correlation is necessary to obtain numbers of high
accuracy. Recent computational studies adjudged that
the B3LYP method, even with a 6–31G* basis set, is
more reliable than the traditional HF and MP2
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approaches.18,23 We therefore adopted the B3LYP/6–
31G* method to study the geometries, relative stabilities
and Diels–Alder reactivities of phospholes and their
substituted analogs. To our knowledge, the present study
has given the first reliable energetics on Diels–Alder
reactions of substituted phospholes with ethylene.


The present study focused on how the relative
stabilities and Diels–Alder reactivities of 1H-, 2H- and
3H-phospholes vary upon substitution by methyl and
vinyl groups. All the dienes considered in this study are
depicted in Scheme 1 and the designations for dienes end
with M for methyl-substituted and V for vinyl-substituted
phospholes. In this study, the Diels–Alder reactivities of
parent and methyl- and vinyl-substituted phospholes
were investigated only with ethylene as dienophile. Three
parent and 11 methyl- and 11 vinyl-substituted phos-
pholes (total 25 dienes) were studied. The geometries of
all the substituted dienes are discussed and compared
with the parent phospholes. FMO analysis and the
quantum of charge transfer values from diene to
dienophile at the transition state (qCT) were used to study
the Diels–Alder reactivities of all the dienes. The
activation and reaction energies, thermochemical data


for all the reactions considered and the distortion energies
of the reactants at the transition states were calculated
and analyzed.


 %'(&���#%!�) '��*%�"


The structures of all the parent and methyl- and vinyl-
substituted phospholes were optimized at the B3LYP
level using the 6–31G* basis set. Frequency calculations
were carried out to ascertain the nature of the stationary
points and eventually the minimum energy structures
were obtained for all the reactants. Similarly, transition
states and products of each of the dienes with ethylene
were optimized and characterized by frequency calcula-
tions. Only the concerted pathway was pursued in the
present study. However, an alternative stepwise pathway
exists despite lying slightly over the concerted path-
way.21–23 Except the reactions of dienes, 1, 4M and 4V,
all other dienes considered in this study are asynchronous
by symmetry. All the calculations were performed using
the Gaussian 98 suite of programs.30 The normal mode of
the imaginary frequency of each of the transition states
was verified using the MOPLOT program package.31 In
all cases, the reaction vector corresponds to the concerted
transition state. The lowest energy conformations of vinyl
and methyl substituents were taken in all the structures
considered. The frontier orbital energies and the quantum
of charge-transfer values from diene to dienophile at the
transition states were also computed at the B3LYP/6–
31G* level.


$�"&)�" �!� �#" &""#%!


In this section, the equilibrium geometries and relative
stabilities of phospholes and their substituted analogs are
discussed first. The geometries of the transition states and
products for all the reactions considered in this study are
then discussed. This is followed by the frontier orbital
analysis and the activation and reaction energies. The
distortion energies of the reactants are discussed at the
end of this section.
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Figure 1 depicts the optimized bond lengths of parent and
methyl-substituted phospholes. Similarly, the vinyl-
substituted phospholes are shown in Fig. 2. Figures 1
and 2 indicate that the bond lengths of the parent
phosphole ring are not altered significantly by substitu-
tion. As the double bond of vinyl group attached to sp2


carbons in vinylphospholes are in conjugation with the
ring double bonds, C(ring)—C(vinyl) bond lengths range
from 1.456 to 1.472 Å. In the case of methyl-substituted
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phospholes, the C(ring)—C(methyl) bond lengths are
shorter than the normal C—C bond lengths and these
bond lengths range from 1.500 to 1.505 Å, which may be
traced to the pseudo C—H �-orbital participation.


Table 1 gives the computed relative energies of parent
phospholes and methyl- and vinyl-substituted phos-
pholes. 2H-Phosphole (2) is more stable than 3H-
Phosphole (3) and 1H-phosphole (1), which is in
agreement with previous studies reported at the MP2/6–
31G* level.5 The isomers 9M and 7V, which are
substituted 2H-phospholes, are the most stable isomers
in methyl- and vinyl-substituted phospholes, respec-
tively. In case of methyl-1H-phospholes 4M–6M, the
isomer 4M, which has the methyl group attached to
phosphorus, is calculated to be more stable than 5M and
6M. In contrast, in vinyl-1H-phosphole 4V is 3.1 and
2.0 kcal mol�1 (1 kcal = 4.184 kJ) less stable than 6V and
5V, respectively. In the positional isomers of methyl-2H-
phospholes, 7M–10M, the least stable isomer is 10M,
where the methyl group is attached to the sp3 carbon, and
the isomers 7M–9M are more stable compared to all
other methyl-substituted phospholes. A similar situation
is observed in the case of vinyl-2H-phospholes. The
isomers 13M and 13V are the least stable isomers among
the positional isomers of methyl-3H-phospholes and
vinyl-3H-phospholes, respectively. The isomer 4M is 0.9
and 4.3 kcal mol�1 more stable than 10M and 13M,


respectively. In case of vinyl-substituted phospholes, 4V
is energetically competitive with 10V and is about
5.6 kcal mol�1 more stable than 13V. This indicates that
the substituent will prefer to attack on phosphorus rather
than sp3 carbon owing to less steric repulsion, since the
C—P bond is longer than the C—C bond.
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Diene �E Diene �E


1 4.8
2 0.0
3 4.5
4M 4.5 4V 8.2
5M 6.0 5V 6.2
6M 5.2 6V 5.1
7M 0.9 7V 0.0
8M 0.6 8V 2.7
9M 0.0 9V 0.2


10M 5.4 10V 8.1
11M 5.6 11V 7.3
12M 4.8 12V 5.7
13M 8.8 13V 13.8
14M 5.5 14V 5.2
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The number of positional isomers possible for 1H-, 2H-
and 3H-phospholes is 3, 4 and 4, respectively, resulting in
11 different reactant pairs each for methyl- and vinyl-
substituted phospholes. Additionally, 1H-phosphole (1)
and methyl- and vinyl-substituted phospholes of 4, 5, 6,
10 and 13 give rise to syn and anti transition states and
products. In the syn transition state/product, the sub-
stituent or hydrogen attached to phosphorus or the
substituent attached to an sp3 carbon is disposed towards
the diene moiety, whereas in the anti form it is disposed
away from the diene. A total of 36 transition states and
products, 16 each for methyl- and vinyl-substituted
compounds and 4 for the parent phospholes, were
computed in the present study. The designation of the
important bond lengths and the nomenclature used in this
study for the transition states and products are shown in
Scheme 2. The bond length values for all the transition
states and products are given in the Supplementary
Material.


The percentage stretching/shortening values of the
important bonds in the transition states are provided in
Table 2. This percentage is calculated as the ratio
between the variation of bond length from reactant to
transition state and the same from reactant to product for
a given bond. The analysis shows that the transition states
obtained for 1H-phosphole (1) and its substituted analogs


are ‘late’ compared with 2H- and 3H-phospholes and
their substituted analogs.


�'% ���
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EHOMO and ELUMO values of parent and methyl- and
vinyl-substituted phospholes and the HOMO–LUMO and
LUMO–HOMO energy difference between the diene and
ethylene along with the quantum of charge transfer
values from diene to dienophile at the transition state
(qCT) are given in Table 3. The reactions of the parent
phospholes with ethylene follow the inverse electron
demand. Similarly, those of methyl- and vinyl-substituted
phospholes follow the inverse electron demand. There-
fore, the substitution of phospholes does not affect the
electron demand on Diels–Alder reactions with ethylene.
The normal and inverse electron demands represent the
flow of electrons from diene to dienophile and from
dienophile to diene, respectively. The FMO energy gaps
obtained for 2H-phospholes are lower than those for 1H-
and 3H-phospholes. The reactivity of 1H-, 2H- and 3H-
phospholes and their substituted analogs based on the
FMO energy gap decreases in the order 2H-phospholes �
3H-phospholes � 1H-phospholes. In case of phospholes,


"����� -� 2�� ���+���	� 	
 "	��  ��+��� ��� �	����
� ��!�� 
	� ������	� ������ ��� ��	�!��� 	
 ���� ��� ��� ���
��	���	 �� ��� ���� ����� � ��� ��� ��!"���!��� ��� 	+�
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 ���
��	����� "	��� � ��� ������	� ������ 
	� ������ ,,'./
��� ����� ��!"���!��� ,/'�,/'/ ��� ��� ��!"���!���
,/0�,/0/ ��	���	 �� 	"����� �� ��� #�$%�&�'��()  ��� 
,�� !�� � ����������� ��� 
	� ��� ��� 
	��/


Diene


% Stretching at the TS % Shortening
at the TS:


r2r1 r3 r7


1 26.4 (32.1) – 27.7 (26.9) 48.8 (52.5)
2 25.2 25.0 22.1 45.0
3 24.4 31.7 24.5 46.6
4M 25.5 (35.4) – 27.6 (27.0) 47.5 (55.6)
5M 28.2 (33.3) 27.5 (32.0) 28.4 (27.1) 50.4 (52.5)
6M 26.8 (31.7) 27.4 (32.2) 27.7 (26.3) 49.2 (52.9)
7M 25.6 25.5 23.0 46.1
8M 25.2 25.0 22.5 45.1
9M 25.8 26.1 23.7 46.2


10M 22.7 (25.5) 22.6 (26.1) 21.5 (21.3) 42.2 (45.9)
11M 23.8 31.2 24.5 46.7
12M 23.5 33.6 25.2 45.8
13M 23.8 (25.9) 30.8 (32.9) 24.4 (23.4) 45.0 (48.3)
14M 27.4 31.1 25.2 50.7
4V 26.5 (34.8) – 27.7 (27.0) 47.5 (54.7)
5V 32.3 (37.7) 27.1 (32.9) 29.4 (28.6) 51.3 (55.5)
6V 24.2 (29.9) 28.8 (34.2) 28.7 (27.3) 47.9 (51.7)
7V 23.8 26.0 23.9 44.6
8V 25.8 24.0 22.5 44.4
9V 27.2 30.4 25.6 48.5


10V 23.0 (25.8) 22.4 (26.1) 22.0 (21.5) 41.8 (45.0)
11V 26.4 27.7 23.1 49.0
12V 23.4 36.7 25.8 46.7
13V 23.8 (24.7) 30.8 (32.7) 24.5 (22.9) 45.7 (47.7)
14V 32.1 28.6 26.6 54.3
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while the FMO analysis indicates that a vinyl group may
be treated as an electron-withdrawing group, Hansch’s R
and F values do not support such a classification.32 Thus
caution should exercised in employing FMO analysis for
cycloaddition reactions involving vinyl substituents. The
difference in EI values among the positional isomers in
each type of phosphole is insignficant in the case of both
methyl- and vinyl-substituted phospholes, so the regio-
selectivity in cycloaddition may be less. The quantum of
charge transfer values from diene to dienophile at the
transition state (qCT) for 1H- and 3H-phospholes are in
agreement with the electron demand, but positive qCT


values are obtained for parent and substituted 2H-
phospholes.


���������� �� �������� �������� 1��� ������2
�������
 ���


Table 4 gives the activation energies, enthalpies,
entropies and Gibbs free energies of activation for the
reactions of parent and methyl- and vinyl-substituted
phospholes with ethylene. The activation energy required
for 2H-posphole (2) is 10.3 kcal mol�1, which is 10.1 and
13.1 kcal mol�1 lower compared with 1H- and 3H-
phospholes respectively. For either methyl- or vinyl-


substituted phospholes, the substituted 2H-phospholes
require lower activation energies than substituted 1H-
and 3H-phospholes. Except for 8V and 11V, other
substituted phospholes require slightly higher activation
energies than the corresponding parent phospholes. The
dienes 8V and 11V require 1.5 and 1.3 kcal mol�1 lower
activation energies than the parent phospholes 2 and 3,
respectively. Spino et al. reported that the conjugating
substituents at the C(2) or C(3) position significantly
stablitizes the transition state through extended �-
conjugation with the diene portion.33 Hence the dienes
6V in vinyl-1H-phospholes, 7V and 8V in vinyl-2H-
phospholes and 11V in vinyl-3H-phospholes have lower
activation energies than the rest. As expected, the effect
is more predominant for vinyl substitution. The computed
activation energies obtained for vinyl-substituted phos-
pholes further validate Spino et al.’s proposal that
substitution on inner sp2 centers selectively stabilizes
the transition-state region in the reaction coordinate.33


Lower entropies of activation are observed for vinyl-
substituted phospholes than their corresponding methyl-
substituted phospholes. The reactivity based on activa-
tion energies for parent and substituted phospholes
decreases in the order 2H-phospholes � 3H-phos-
pholes � 1H-phospholes. The computed results repro-
duce excellently the experimental findings of Mathey and


���
� .� 3�	���� �	 ��! �� 	�"�� ����+�� ,4�565 ��� 4$�65 � �7/� 365 ����+� +��� "��8��� ��� ���� ��� ���	�� � ,49
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 ����+� �����
�� 
�	� ���� �	 ���	�� � �� ��� ������	� ����� ,:�2/ 
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Diene EHOMO ELUMO EN EI qCT
b


1 �6.25 �1.02 6.76 6.24 �0.011 (0.007)
2 �5.91 �1.61 6.42 5.65 0.009
3 �6.19 �1.40 6.70 5.86 �0.022
4M �6.08 �0.97 6.59 6.29 �0.017 (0.027)
5M �5.97 �0.88 6.48 6.38 (0.024)
6M �6.10 �0.86 6.61 6.40 �0.001 (0.017)
7M �5.73 �1.43 6.24 5.83 0.018
8M �5.80 �1.51 6.31 5.75 0.016
9M �5.67 �1.51 6.18 5.75 0.029


10M �5.87 �1.62 6.38 5.64 0.009 (0.009)
11M �6.08 �1.32 6.59 5.94 �0.015
12M �5.96 �1.33 6.47 5.93 �0.008
13M �6.15 �1.42 6.66 5.84 �0.019 (�0.020)
14M �5.88 �1.30 6.39 5.96 �0.005
4V �6.11 �1.02 6.62 6.24 �0.020 (0.026)
5V �5.73 �1.43 6.24 5.83 �0.010 (0.002)
6V �5.97 �1.26 6.48 6.00 �0.018 (0.001)
7V �5.68 �1.87 6.19 5.39 0.008
8V �5.78 �1.71 6.29 5.55 0.002
9V �5.52 �1.94 6.03 5.32 0.017


10V �5.94 �1.74 6.45 5.52 0.007 (�0.001)
11V �6.0 �1.49 6.51 5.77 �0.023
12V �5.77 �1.63 6.28 5.63 �0.030
13V �6.20 �1.49 6.71 5.77 �0.022 (�0.032)
14V �5.56 �1.89 6.07 5.37 �0.022


a EHOMO and ELUMO of ethylene are � 7.26 and 0.51 eV, respectively. All values were obtained at B3LYP/6–31G* level.
b The quantum of charge transfer values for the anti form are given in parentheses.
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co-workers that 1H- and 2H-phospholes are in equi-
librium, with selective trapping of 2H-species in Diels–
Alder reactions where the substituted acetylene was used
as dienophile.3


The reaction energy, enthalpy, entropy and Gibbs free
energy of reaction for all the reactions considered in this
study are presented in Table 5. Although the difference in
activation energies between 2H- and 3H-phospholes is
substantial (ca 10 kcal mol�1), the reaction exothermi-
cities are virtually identical. Except for four dienes for
methyl- and five dienes for vinyl-substituted phospholes,
the reaction energies obtained for other substituted
phospholes do not vary to a great extent compared with
the corresponding parent phospholes. The diene 5, 9, 12
and 14, which have the methyl or vinyl group attached to
the reactive sp2 carbon, are predicted to be less
exothermic than the parent and other substituted phos-
pholes in the corresponding phosphole types. The
decrease in exothermicity is very small, within 2–
3 kcal mol�1, for the dienes 5M, 9M, 12M and 14M
compared with the corresponding parent phospholes.
However, the decrease in exothermicity is significantly
higher (by about 5–6 kcal mol�1) in vinyl-substituted
isomers. The reaction of diene 11V with ethylene is the


most exothermic among all the reactions considered in
this study. In general, anti products formed are more
stable than syn products.


���������� ��������


The distortion energies of diene and ethylene, the total
distortion energies of reactants and the interaction
energies were calculated and are given in Table 6. The
interaction energies were obtained by subtracting the
total distortion energies from the activation energies.
Parent 2H-phosphole (2) has the least distortion energy
and the lowest activation energy; the trend is unchanged
with methyl or vinyl substitution. These results are in
agreement with the high reactivity and early transition
state for 2H-phospholes.


 %! )&"#%!"


We have reported quantitatively reliable B3LYP/6–31G*
calculations in delineating the effect of substitution by
methyl and vinyl group on geometries, relative stabilities
and Diels–Alder reactivities of 1H-, 2H- and 3H-phos-
pholes. The relative stabilities of phospholes and
substituted phospholes predict that 2H-phospholes are
more stable than 1H- and 3H-phospholes and the
substituents prefer phosphorus sites over carbon. Diels–
Alder reactions of substituted phospholes, except 8V and
11V, require slightly higher activation energies than the
reactions of the corresponding parent phospholes. The
reactivity of phospholes based on activation energy
decreases in the order 2H-phospholes � 3H-phospholes
� 1H-phospholes, and this order is in agreement with the
FMO analysis. Although 2H-phospholes require very low
activation energy compared with 3H-phospholes, the
difference in reaction energies between these types is not
very high. The reactions of dienes, which yield products
possessing the substituent at the bridgehead carbon, are
predicted to be less exothermic than other dienes in each
type of phosphole. 2H-phospholes are less distorted from
their equilibrium geometries to form the transition states
compared with 1H- and 3H-phospholes. The Diels–Alder
strategy is a promising route to access novel phosphorus-
containing polycyclic compounds.


"���
�������	 �������



Tables of the transition state and product geometries of
all the reactions considered, the group charges accumu-
lated for the substituents in the phospholes and the
B3LYP/6–31G* optimized Cartesian coordinates for all
the reactants, transition states and products are available
at the epoc website at http://www.wiley.com/epoc.
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��� �� �'- ��� �����	�� 	
 ������ ��	���	 �� ,,'./ ���
����� ��!"���!��� ,/'�,/'/ ��� ��� ��!"���!��� ,0�,/0/
��	���	 �� 8�� ���� ��� �� ��� #�$%�&�'��()  ��� ,�� !��
� ����������� �	�����	�� �	 ��� ��� 
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Diene �E‡ �H‡ �S‡ �G‡


1 24.4 (24.6) 25.3 (25.5) �12.5 (�12.6) 37.7 (38.1)
2 10.3 11.4 �12.4 23.8
3 20.4 21.5 �12.4 33.9
4M 25.3 (25.4) 25.9 (26.1) �12.7 (�12.8) 38.6 (38.9)
5M 25.1 (25.4) 25.9 (26.4) �12.7 (�12.8) 38.6 (39.2)
6M 25.0 (25.0) 25.9 (25.9) �12.1 (�12.1) 37.9 (38.0)
7M 11.5 12.5 �12.0 24.5
8M 10.9 11.8 �11.7 23.6
9M 11.7 12.6 �12.7 25.3


10M 11.3 (10.7) 12.3 (11.5) �12.5 (�12.7) 24.8 (24.2)
11M 21.2 22.3 �12.0 34.3
12M 21.4 22.5 �12.6 35.1
13M 21.5 (21.9) 22.6 (22.7) �12.6 (�12.7) 35.2 (35.4)
14M 21.9 23.0 �12.7 35.7
4V 24.4 (24.9) 25.1 (25.7) �12.8 (�12.9) 37.9 (38.6)
5V 25.2 (26.2) 26.0 (27.1) �12.5 (�12.5) 38.5 (39.6)
6V 24.8 (24.9) 25.7 (25.9) �12.3 (�12.5) 38.0 (38.3)
7V 11.4 12.3 �12.2 24.5
8V 8.8 9.9 �12.4 22.4
9V 11.7 12.6 �13.0 25.6


10V 12.4 (11.5) 13.4 (12.2) �12.6 (�12.9) 26.0 (25.1)
11V 19.1 20.2 �12.4 32.6
12V 20.9 21.9 �14.2 36.1
13V 21.8 (20.6) 22.9 (21.3) �12.6 (�12.7) 35.5 (34.1)
14V 22.3 23.4 �14.0 37.3
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Diene �Er �Hr �Sr �Gr


1 �19.3 (�21.5) �15.5 (�17.6) �13.7 (�13.7) �1.8 (�3.9)
2 �27.7 �24.3 �13.5 �10.8
3 �27.0 �22.7 �13.7 �9.0
4M �18.9 (�20.3) �15.4 (�16.8) �13.8 (�13.7) �1.6 (�3.1)
5M �17.4 (�19.5) �13.9 (�16.0) �14.1 (�14.2) 0.2 (�1.8)
6M �19.9 (�22.2) �16.1 (�18.4) �13.7 (�13.8) �2.3 (�4.6)
7M �28.1 �24.6 �13.5 �11.1
8M �28.7 �25.2 �13.6 �11.6
9M �24.9 �21.7 �14.0 �7.7


10M �28.3 (�28.3) �25.1 (�25.0) �13.6 (�13.7) �11.5 (�11.4)
11M �28.1 �23.8 �13.8 �10.0
12M �24.6 �20.7 �14.1 �6.6
13M �26.3 (�26.6) �22.3 (�22.6) �13.9 (�13.9) �8.5 (�8.7)
14M �24.9 �20.9 �14.1 �6.8
4V �19.4 (�20.9) �15.8 (�17.3) �13.9 (�13.8) �1.9 (�3.5)
5V �14.7 (�16.3) �11.2 (�12.8) �13.9 (�13.9) 2.7 (1.1)
6V �18.7 (�20.6) �14.9 (�16.8) �13.5 (�13.5) �1.4 (�3.3)
7V �25.9 �22.6 �13.3 �9.3
8V �29.3 �25.7 �13.6 �12.1
9V �21.1 �18.0 �14.3 �3.7


10V �27.4 (�27.3) �24.2 (�24.0) �13.8 (�13.9) �10.3 (�10.1)
11V �32.2 �27.7 �14.1 �13.6
12V �21.6 �17.6 �15.8 �1.8
13V �28.5 (�28.8) �24.4 (�24.7) �13.8 (�13.8) �10.6 (�10.8)
14V �21.7 �17.7 �15.5 �2.2
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Diene


Distortion energy
Interaction


energyDiene Ethylene Total


1 20.7 (17.6) 8.9 (8.7) 29.5 (26.3) �5.2 (�1.8)
2 10.6 6.1 16.7 �6.4
3 16.0 7.2 23.2 �2.8
4M 20.5 (18.9) 8.7 (8.9) 29.2 (27.8) �3.9 (�2.4)
5M 20.9 (18.1) 9.2 (8.9) 30.1 (27.0) �5.0 (�1.6)
6M 21.3 (18.3) 8.9 (8.9) 30.2 (27.2) �5.2 (�2.2)
7M 11.1 6.4 17.5 �6.0
8M 10.8 6.2 17.0 �6.1
9M 11.3 6.7 18.0 �6.3


10M 11.2 (11.0) 5.8 (5.6) 17.0 (16.6) �5.7 (�5.9)
11M 16.5 7.2 23.7 �2.5
12M 16.3 7.6 23.9 �2.5
13M 16.1 (17.4) 7.2 (6.6) 23.3 (24.0) �1.8 (�2.1)
14M 17.0 7.5 24.5 �2.6
4V 19.9 (18.6) 8.7 (8.7) 28.6 (27.3) �4.2 (�2.4)
5V 20.6 (18.2) 9.7 (9.3) 30.2 (27.6) �5.1 (�1.4)
6V 20.4 (17.3) 9.1 (8.9) 29.5 (26.2) �4.7 (�1.3)
7V 10.8 6.8 17.6 �6.2
8V 8.9 6.0 14.9 �6.1
9V 11.1 7.5 18.6 �6.9


10V 12.4 (12.4) 5.9 (5.6) 18.3 (18.0) �5.9 (�6.5)
11V 15.1 6.4 21.5 �2.4
12V 15.7 7.6 23.4 �2.5
13V 16.5 (17.3) 7.2 (6.4) 23.7 (23.6) �1.9 (�3.0)
14V 17.0 7.9 24.9 �2.6
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ABSTRACT: The quaternization reactions of substituted (Z)-benzyl (X)-benzenesulfonates with substituted (Y)-
pyridines were investigated in acetonitrile at 35°C. The magnitudes of the Hammett reaction constants �X, �Y and �Z


indicate that a stronger nucleophile leads to a lesser degree of bond breaking. In addition, a better leaving group is
accompanied by a lesser degree of bond formation. Application of multi-Hammett interactions, ��YZ � ���XY � ���XZ


�, predicts that these Menschutkin-type reactions are dissociative SN2 reactions. In particular, the reaction of strongly
activated benzyl derivatives with tertiary amines in acetonitrile reveals a more advanced bond breaking like SN1
reactions. The predicted mechanism for the benzylation of pyridines with benzylic systems is evident from More
O’Ferrall–Jencks diagram and the semi-empirical MO calculations with the AM1 method. Copyright  2002 John
Wiley & Sons, Ltd.


KEYWORDS: benzylic systems; Menschutkin reaction; SN2 reactions; multi-Hammett interactions; semi-empirical
MO; MOFJ diagram
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There has been considerable interest in determining the
transition-state (TS) structure for SN reactions using
linear free energy relationships.1–3 The magnitudes of
Hammett � values have commonly been used as a means
of assessing relative bond tightness in the TS. However, it
has often been pointed out that the efficiency of charge
transmission among the reaction centers of the substrate,
nucleophile and leaving group in bond formation or
cleavage may differ for different reaction series. As a
result, the magnitudes of � can at most serve as a relative
measure of bond formation or cleavage within a
particular family of closely related reactions.4 In contrast,
already proposed is the correlation interaction coefficient
(CIC), �ij, which reflects the demand of the changing
distance between the reaction centers of i and j in the TS.5


For example, a CIC with the three variables �Z, �X and
�Y for the reaction of substituted (Z)-benzyl (X)-
benzenesulfonates with substituted (Y)-N,N-dimethyl-
anilines in acetone is expressed by Scheme 1:6,7


log�kXYZ�k000� � �X�X � �Y�Y � �Z�Z � �XY�X�Y


� �XZ�X�Z � �YZ�Y�Z


where nucleophilic displacement is promoted by facile
bond formation with the nucleophile and facile bond
fission with the leaving group, in addition to stabilization
of the TS. In a detailed analysis of the mechanism, it is
important to evaluate the contributions from three
species: the substrate, nucleophile and leaving group.
This is to establish overall stabilization of the TS. The
magnitude of �XZ reflects the requirement of bond
cleavage between the centers of the leaving group (L)
and the substrate (Z) for the formation of TS. A larger
value of ��XZ� leads to a need for a greater degree of bond
cleavage for TS formation (i.e. when the magnitude of
�XZ is large, C—L bond fission is not ready, hence the
bond fission of C—L needs more progress for the
formation of the TS). In the same sense, the magnitude of
�YZ reflects the requirement for bond formation between
the centers of the nucleophile (Nu) and the substrate (Z);
a larger value of ��YZ� needs a greater degree of bond
formation for the formation of TS. Nevertheless,
quantitative measurement of the CIC method is not
complete in all reaction series.
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In this paper, we present an example to demonstrate
the degree of bond formation and bond fission by
comparing them with the magnitude of �ij and computa-
tional analysis. As a result, �ij provides a quantitative
measure of bond order in the TS of SN reactions of
substituted benzyl arenesulfonates with pyridines:


(Z)-C6H4CH2OSO2C6H4-(X) � (Y)-C5H4N �
(Z)-C6H4CH2-N�C5H4-(Y) �OSO2C6H4-(X)


Z � 4-CH3�H� 4-Br� 3-Br� 4-NO2


X � 4-CH3�H� 4-Cl� 3-NO2


Y � 4-NH2� 3� 4-CH3� 3� 5-CH3� 4-CH3�H� 3-Cl� 3-CN


&(�'!%� )$� �#��'��# $


The reaction rates were determined by monitoring the
changes in conductance through the formation of salt
from the reactions of substituted (Z)-benzyl (X)-ben-
zenesulfonates with (Y)-pyridines in acetonitrile as
described previously.8 The reactions, carried out with a
large excess of pyridine, follow pseudo-first-order
kinetics to at least 85% completion. The second-order
rate constants are summarized in Table 1.


Rate enhancement with a more electron-donating


substituent in the substrate and nucleophile indicates
that a positive charge developed on the benzylic carbon
because the reaction center of the substrate is stabilized
by electron-donating substituents in the TS. This is in
harmony with the sign of �Z in Table 2. A negative sign
of �Z indicates that the reaction center of the substrate has
developed a positive charge and the TS is stabilized by
electron-donating substituents on the substrate or nu-
cleophile. In the leaving group, however, the attracting
substituents facilitate the reaction rate as listed in Table 1.
This is also illustrated by the negative �Y value as shown
in Table 3, which is consistent with an attack by the
nucleophile at the benzylic carbon being helped by
electron-attracting substituents of the leaving group.


The �Y values can be regarded as relative measures of
the degree of C—N bond formation in the transition state.
The �Y values vary widely from �2.43 to �1.85 as the
substituent Z changes from 4-NO2 to 4-CH3 at the leaving
group X = H. According to the above data, the order of
bond formation is 4-NO2 �4-CH3 for the benzylic
substrate. This agrees with the prediction of the
substituent effects on the SN2 transition state.


The ��Y� values being used by pyridines as nucleophile
are larger than that of N,N-dimethylanilines in this
reaction.8 This probably causes the nucleophilic nitrogen
atoms on the aromatic ring in the pyridine. The former is
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(X) (Y)


(Z)


4-CH3 H 4-Br 3-Br 4-NO2


p-CH3 4-NH2 424.4 254.3 209.9 140.0 116.9
3,4-(CH3)2 91.44 48.22 39.14 24.70 16.40
3,5-(CH3)2 78.20 39.59 30.78 19.07 13.31


4-CH3 59.85 29.53 24.26 14.14 10.32
H 37.29 17.78 12.98 9.583 5.049


3-Cl 5.813 2.560 1.693 0.8355 0.4251
3-CN 2.042 1.132 0.5171 0.2818 0.1387


H 4-NH2 675.7 468.9 408.8 295.2 212.2
3,4-(CH3)2 169.4 86.98 70.69 46.82 29.40
3,5-(CH3)2 144.2 77.00 57.21 38.92 24.32


4-CH3 113.9 53.31 44.70 28.62 17.17
H 68.22 32.66 24.90 15.13 8.952


3-Cl 9.400 4.230 3.300 2.100 0.7300
3-CN 4.044 1.470 1.095 0.6136 0.2348


p-Cl 4-NH2 1901 1024 950.2 629.4 486.9
3,4-(CH3)2 495.4 244.1 190.4 120.8 79.50
3,5-(CH3)2 464.1 206.9 153.4 97.30 63.43


4-CH3 362.9 170.1 124.1 85.67 36.99
H 223.0 94.53 68.90 44.19 24.06


3-Cl 38.92 13.90 9.802 5.373 2.426
3-CN 10.86 4.356 2.927 1.587 0.6399


m-NO2 4-NH2 10420 6582 5399 3632 2554
3,4-(CH3)2 2909 1581 1359 823.3 514.9
3,5-(CH3)2 2560 1265 1056 655.1 397.2


4-CH3 1951 1002 819.0 526.1 286.8
H 1144 608.1 533.2 291.8 153.1


3-Cl 239.8 104.5 63.85 35.05 16.20
3-CN 96.67 33.53 23.31 11.04 4.380
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�2.04 and the latter is �1.73. However, the relationship
between bond formation and bond fission in the benzylic
system cannot be explained clearly. Ballistereri et al.11


reported Hammett �Y values for the reactions of benzyl
halides with substituted (Y)-anilines. The ��Y� value
decreased from �1.46 to �0.87 when the leaving group
changed from iodide to chloride. Furthermore, Westaway
and Ali12 reported that more nucleophilic assistance is
required to displace a better leaving group given for the
reaction of arylbenzyldimethylammonium ions with (Y)-
thiophenoxide ions. These results suggest that changing
to a better leaving group leads to a product-like
transition-state structure. However, Table 6 (see later)
shows that the ��Y� values decrease gradually as the


leaving group changes from 4-CH3 to 3-NO2. This means
that C—N bond formation decreases progressively with a
better leaving moiety. This is in complete agreement with
the result of previous work.7,8,13 In the case of the present
benzyl system, the better leaving groups thus do not yield
a ‘product-like’ transition state but rather a ‘loose’ one.
This result agrees with the prediction of the More
O’Ferrall diagram for the effects of leaving group
variation in an SN2 transition state.4,14 The variation of
��Y�, ��Y, on changing the substituent of the substrate (Z)
is larger than ��X of �X for leaving group (X), as shown
in Tables 3 and 4. For example, the values of ��Y


(X = H) and ��X (Y = H) are 0.55 and 0.15, respectively.
This means that a larger value of ��YZ� requires a greater
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(Y) �py
a


�Z


�ZX(X) = 4-CH3 (X) = H (X) = 4-Cl (X) = 3-NO2


4-NH2 �0.61 �0.550 �0.497 �0.560 �0.605 �0.09
3,4-(CH3)2 �0.18 �0.726 �0.733 �0.770 �0.758 �0.04
3,5-(CH3)2 �0.11 �0.750 �0.755 �0.833 �0.785 �0.05
4-CH3 �0.12 �0.742 �0.784 �0.957 �0.800 �0.07
H 0 �0.832 �0.869 �0.929 �0.857 �0.02
3-Cl 0.41 �1.13 �1.07 �1.23 �1.17 �0.09
3-CN 0.56 �1.21 �1.19 �1.20 �1.31 �0.13
�ZY �0.60 �0.58 �0.59 �0.62


a The �py values were taken from Ref. 9.
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X �a


�Y


�YZ(Z) = 4-CH3 (Z) = H (Z) = 4-Br (Z) = 3-Br (Z) = 4-NO2


p-CH3 �0.14 �1.88 �1.93 �2.12 �2.21 �2.41 �0.60
H 0 �1.85 �2.04 �2.09 �2.16 �2.43 �0.58
p-Br 0.24 �1.81 �1.94 �2.04 �2.12 �2.34 �0.56
m-NO2 0.71 �1.67 �1.85 �1.96 �2.07 �2.27 �0.62
�YX 0.25 0.15 0.19 0.15 0.19
a The � values were taken from Ref. 10.
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Z �a


�X


�XY(Y) = 4-NH2 (Y) = 3,4-(CH3)2 (Y) = 3,5-(CH3)2 (Y) = 4-CH3 (Y) = H (Y) = 3-Cl (Y) = 3-CN


4-CH3 �0.14 1.65 1.76 1.78 1.78 1.75 1.94 1.90 0.27
H 0 1.64 1.78 1.75 1.80 1.80 1.92 1.79 0.16
4-Br 0.24 1.63 1.81 1.80 1.79 1.89 1.84 1.92 0.16
3-Br 0.37 1.62 1.78 1.78 1.83 1.77 1.85 1.84 0.17
4-NO2 0.78 1.56 1.76 1.73 1.70 1.74 1.88 1.77 0.20
�XZ �0.09 �0.01 �0.04 �0.08 �0.03 �0.07 �0.14


a The � values were taken from Ref. 10.
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degree of bond formation in the TS formation while
varying the substituent of the substrate or nucleophile
(i.e. the formation of the C—Nu bond progresses poorly
in the TS). On the other hand, the smaller the value of
��XZ�, the more the C—L bond fission progresses in the
TS. This is reasonable since bond breaking has already
progressed much further than bond formation in the TS of
a dissociative SN2 reaction, so further increases in bond
breaking will be small.


These results also agreed with those of semi-empirical
AM1 calculations. The charges of atoms relevant to the


reaction center, i.e. N of the nucleophile, benzylic C of
the substrate and O of the leaving group in the transition
state of the reaction between (Z)-benzyl (X)-benzene-
sulfonates and pyridine, are listed in Table 5. Distances
between atoms and the reaction center in the transition
state for these reactions are listed in Table 6.


In Table 5, when (Y) = H and (Z) changes from 4-NO2


to 4-CH3O, the charge values of C increase, but those of
N and O decrease in all of the (X) substituents. In
addition, when (X) = (Y) = H and (Z) changes from 4-
NO2 to 4-CH3O, the C—N and C—O are bond lengths
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(Z) Charge


(X)


4-CH3O 4-CH3 3-CH3 H 4-Cl 3-Cl 4-NO2


4-CH3O N �0.205 �0.205 �0.205 �0.205 �0.207 �0.208 �0.212
C 0.315 0.315 0.316 0.316 0.316 0.316 0.314
O �1.087 �1.087 �1.087 �1.087 �1.093 �1.094 �1.096


4-CH3 N �0.203 �0.203 �0.203 �0.203 �0.206 �0.207 �0.212
C 0.315 0.315 0.316 0.316 0.319 0.319 0.322
O �1.078 �1.077 �1.078 �1.078 �1.085 �1.086 �1.089


3-CH3 N �0.202 �0.202 �0.202 �0.202 �0.205 �0.206 �0.212
C 0.315 0.315 0.315 0.315 0.318 0.319 0.324
O �1.073 �1.073 �1.073 �1.074 �1.076 �1.081 �1.086


H N �0.202 �0.202 �0.202 �0.202 �0.205 �0.206 �0.212
C 0.313 0.313 0.314 0.314 0.317 0.318 0.324
O �1.072 �1.072 �1.072 �1.073 �1.075 �1.080 �1.085


4-Cl N �0.200 �0.201 �0.201 �0.201 �0.205 �0.205 �0.211
C 0.308 0.309 0.309 0.310 0.314 0.315 0.322
O �1.066 �1.066 �1.066 �1.067 �1.074 �1.075 �1.080


3-Cl N �0.200 �0.200 �0.200 �0.201 �0.204 �0.205 �0.211
C 0.307 0.308 0.308 0.308 0.313 0.314 0.322
O �1.063 �1.063 �1.063 �1.063 �1.070 �1.071 �1.076


4-NO2 N �0.197 �0.198 �0.198 �0.198 �0.200 �0.201 �0.204
C 0.292 0.293 0.293 0.294 0.297 0.298 0.301
O �1.052 �1.052 �1.052 �1.052 �1.052 �1.055 �1.050


a The values for reactants and products, where (Z) = (X) = H, are N �0.161, C 0.065, O �0.703 and N �0.022, C �0.030, O �1.094, respectively.
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(Z) Distance


(X)


4- CH3O 4-CH3 3-CH3 H 4-Cl 3-Cl 4-NO2


4-CH3O D(N—C) 2.045 2.045 2.047 2.048 2.067 2.070 2.101
D(C—O) 2.234 2.235 2.238 2.240 2.266 2.271 2.323


4-CH3 D(N—C) 2.024 2.025 2.027 2.028 2.049 2.053 2.090
D(C—O) 2.181 2.183 2.185 2.187 2.210 2.216 2.263


3-CH3 D(N—C) 2.013 2.014 2.016 2.018 2.034 2.043 2.081
D(C—O) 2.158 2.160 2.162 2.164 2.182 2.191 2.236


H D(N—C) 2.008 2.010 2.012 2.013 2.029 2.039 2.077
D(C—O) 2.152 2.154 2.157 2.158 2.175 2.185 2.228


4-Cl D(N—C) 1.986 1.988 1.991 1.992 2.014 2.019 2.060
D(C—O) 2.119 2.120 2.123 2.124 2.144 2.150 2.195


3-Cl D(N—C) 1.979 1.980 1.983 1.984 2.005 2.010 2.050
D(C—O) 2.104 2.106 2.108 2.109 2.127 2.133 2.173


4-NO2 D(N—C) 1.924 1.925 1.927 1.928 1.937 1.944 1.966
D(C—O) 2.022 2.023 2.024 2.024 2.028 2.031 2.049


a The values for reactants and products, where (Z) = (X) = H, are D(N—C) 4.038, D(C—O) 1.411 and D(N—C) 1.474, D(C—O) 3.107, respectively.
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longer, as shown in Table 6. These results agree well with
the experimental results for the reaction of (Z)-benzyl
(X)-benzenesulfonates with (Y)-pyridine in acetonitrile.
The parameter of nucleophilic participation, ��Y�,
decreases but the facility of the leaving moiety, ��X�,
increases with electron-donating substituents in the
substrate, as shown in Tables 3 and 4. These results
show that the more electron-donating substituents in the
substrate, the weaker is bond formation between the
nucleophile and reaction center, but the looser it is
between the leaving group and substrate. When (Z) = 4-
CH3O, the nucleophilic attack is less advanced. However,
bond breaking progresses greatly. Therefore, its TS
stands like an SN1 mechanism.


Table 7 shows that the value of ��Lg� is about twice that
of �Nu and the More O’Ferrall–Jencks diagram (Fig. 1)
for this reaction also is above that for a concerted SN2


reaction. This agrees with the above-mentioned CIC
treatment and the reaction of substituted (Z)-benzyl (X)-
benzenesulfonates with (Y)-pyridines in acetonitrile will
lead to a dissociative SN2 mechanism.


The magnitude of �ij dependent on the changes in
distance between the reaction centers of i and j, which
can express the sensitivity of �i�j (or �j�i) (i.e. �XZ and
�YZ indicate the degrees of Ca—L bond fission and Nu—
Ca bond formation, respectively). The sign of �Z is
negative in Table 2, indicating that the reaction center of
the substrate has developed a positive charge and thus a
greater degree of bond breaking than bond formation in
the TS for the reaction series. In Tables 2–4, the
magnitude of ��XZ� is smaller than that of ��YZ�. The
change in the substituent of substrates indicates that the
leaving moiety is already away from the reaction center
of the substrate, so the variation in the distance from the
reaction center is small, but is large in the case of �YZ.
Therefore, from the sign of �Z and the comparison of �ij


(��YZ� ���XZ�), this reaction will lead to a dissociative
SN2 mechanism:


log�kXYZ�k000� � 1�8�X � 2�0�Y � 0�86�Z � 0�15�X�Y


� 0�58�Y�Z � 0�02�X�Z � 0�04�X�Y�Z


(/0(&#�($%)!


���������	 Purification of acetonitrile, substrate prepara-
tion and product analysis have been described pre-
viously.5 Pyridines were commercially available and
further purified by distillation or recrystallization before
use.



������ ����������	 The reaction rates of substituted
(Z)-benzyl (X)-benzenesulfonates with (Y)-pyridines in
acetonitrile at 35°C were measured by a conductimetric
method.8 Conductance measurements were performed in
a cell with platinum electrodes and conductivity readings
were carried out by using a conductivity meter (CM-60S,
equipped with an interval time unit and printer; TOA
Electric).


The typical procedure for kinetic measurements is as
follows. A 50 ml volume of a stock solution of pyridine
(0.12 M) in acetonitrile, which was prepared at 35°C, was
equilibrated in the reaction cell at 35.0 	 0.02°C in a
thermostated bath for 30 min and then 10 ml of benzyl
ester solution (ca 0.003 M) were added. The resulting
solution of ester and pyridine in the cell was shaken
thoroughly. The reactions were generally followed by
taking at least 80 points at appropriate time intervals for
2.5 half-lives and the infinity reading was taken after
eight half-lives. All kinetic runs were under pseudo-first-
order conditions with 0.01–0.30 M final concentrations of
pyridine, which were 20–600 times larger than that of the
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a �X
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4-CH3 �1.85 0.25 1.87 �0.62
H �2.04 0.27 1.76 �0.59
4-Br �2.09 0.28 1.85 �0.61
3-Br �2.16 0.29 1.72 �0.58
4-NO2 �2.43 0.33 1.70 �0.57


a The � and � values are evaluated for (X) = H and pKas were taken from
Ref. 15.
b The � and � values are evaluated for (Y) = H and pKas were taken from
Ref. 16.
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substrate. The pseudo-first-order rate constants were
determined by a least-squares computer program.
Duplicate kinetic runs showed that the rate constant
was reproducible to within 	2.0%. The precision of the
fit to pseudo-first-order kinetics was generally satisfac-
tory, with a correlation coefficient �0.99995 over three
half-lives of the reaction. Second-order rate constants, k2,
were determined by dividing kobs by the initial amine
concentration.


������������	 All calculations were performed with the
AM1 method by using MOPAC93.17 Transition states
were located by using the eigenvector following
procedure18 and characterized by confirming the pre-
sence of only one negative eigenvalue in the Hessian
matrix.
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ABSTRACT: The new azacrown-containing benzochromene 1a was synthesized in order to study the effect of its
reversible photochromic reaction on complex formation with Ca2� in acetonitrile. It was found that both the initial
chromene 1a and its photoinduced merocyanine isomer 2a are able to form 1:1 complexes with Ca2�, in which the
metal cation coordinates to the crown ether moiety. The complexation causes strong spectroscopic shifts and leads to
an increase in the dark lifetime of 2a. The equilibrium constant for the 1:1 complexation decreases upon photoinduced
ring-opening reaction (log K = 4.9 and 4.1 for 1a and 2a, respectively). Copyright  2003 John Wiley & Sons, Ltd.
Additional material for this paper is available from the epoc website at http://www.wiley.com/epoc


KEYWORDS: azacrown-containing benzochromene; photocontrolled complexation; calcium cations; photomero-
cyanines; spectroscopic behavior; kinetics; ring-closure reaction


Crown ethers containing a photoresponsive unit are of
current interest because of their potential applications as
optical sensors for metal ions and as elements of
photoswitchable molecular devices.1 Several reversible
photochemical reactions, such as geometric isomerism of
azobenzene2 and styryl compounds,3 dimerization of
anthracene4 and photochromic reaction of spiro com-
pounds,5 have been employed to provide photocontrol
over the metal ion-binding ability of crown ethers. The
ring-opening reaction of chromenes6 is another well-
known photoreaction that could be used in photo-
controlled metal-binding systems. Recently, the first
representative of crown-containing chromenes has been
reported,7 and the photocontrolled binding of Pb2� by a
benzo-15-crown-5 ether-containing chromene was
studied by electrochemical methods. This chromene
was reported to bind Pb2� in the dark, with dissociation
of Pb2� upon UV irradiation. However, no stability
constants for metal complexes and no quantitative data


on the photochromic behavior of this crown chromene in
the presence or absence of metal ions were published.
Generally, despite the fact that a variety of photocon-
trolled metal-binding systems based on photoinduced
bond cleavage have been investigated, there are very few
quantitative reports on the stoichiometry and binding
constants.8


Here we report the new azacrown-containing benzo-
chromene 1a, and describe the results of quantitative
spectrokinetic studies of complexation of Ca2� with 1a
and its photoinduced merocyanine isomer 2a in aceto-
nitrile. A convenient method for the measurement of
complex stability constants for transient merocyanine
forms of chromenes is proposed. The equilibrium
constants for binding of Ca2� to merocyanine forms of
chromenes are reported for the first time.


The azacrown chromene 1a and the reference
compound 1b were synthesized from the corresponding
amino-substituted 1,1-diphenyl-prop-2-yn-1-ol and �-
naphthol under acidic conditions and purified by column
chromatography on silica gel. The synthesis of 1a and 1b
will be published in detail elsewhere. Analytical data for
1a and 1b are given in the Supplementary Material.


Chromenes 1a and 1b in acetonitrile exhibited very
similar UV–visible absorption spectra. The main spectro-
scopic feature distinguishing these compounds from
chromene 1c is the presence of additional absorption
band with the maximum around 265 nm. The addition of
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Ca(ClO4)2 to a solution of 1a led to the disappearance of
this band, indicating the binding of Ca2� by the
macrocyclic unit of 1a. In contrast, the presence of
Ca(ClO4)2 in a solution of 1b even at a high concentration
of 0.1 mol dm�3 had no effect on the absorption spectrum
of 1b. The absorption spectra of 1a measured at various
concentrations of added Ca(ClO4)2 (Fig. 1) were
analyzed using a matrix modeling method.9 This analysis
provided evidence for the 1:1 complexation between 1a
and Ca2� and allowed the corresponding complex
stability constant to be estimated.


UV irradiation of 1a in acetonitrile led to the
appearance of a broad absorption band in the visible
region, which is attributable to the merocyanine isomer
2a. The dark (thermal) ring-closure reaction for 2a
occurred with the rate constant, kd, of about 0.6 s�1, to
give the initial chromene. The spectrokinetic behavior of
photomerocyanine 2b was very similar to that of 2a. No
changes in the absorption spectra of 1a and 1b were
observed after a few photochromic cycles.


Addition of large amounts of Ca(ClO4)2 led to a
significant increase in the dark lifetime of photomero-
cyanines 2a and 2b and caused strong shifts in their
absorption spectra, indicating that these compounds are
able to bind Ca2�. In order to study the complex
formation of Ca2� with the photomerocyanines, the
absorption spectrum of 2a (2b) in the photostationary
equilibrium attained on irradiation of 1a (1b) at 366 nm


and the rate constant of dark ring-closure reaction kd for
2a (2b) were measured as a function of the concentration,
CM, of added Ca(ClO4)2. In the subsequent analysis of
these data, we assumed that the kd values for the Ca2�-
complexed forms of 2a and 2b are much smaller than the
corresponding rate constants of decomplexation reaction.
The examination of a large collection of the kinetic data
on cation–macrocycle interactions10 showed that this
assumption is very likely.


The dependence of kd on CM was interpreted in terms
of the complexation model involving one equilibrium
[Eqn. (1)] for 2b and two equilibria [Eqns (1) and (2)] for
2a.


P � Ca2� �K1


P � Ca2� �1�


P � Ca2� � Ca2� �K2


P � �Ca2��2 �2�


where P is the photomerocyanine and K1 and K2 are the
complex stability constants. The values of stability
constants were derived from non-linear fitting of the
kinetic data (Fig. 2) to Eqn. (3) for 2b or to Eqn. (4) for
2a. The data were fitted using the corresponding
functions in MATLAB. Equations (3) and (4) are derived
for the corresponding complexation models, provided
that [Ca2�] = CM, i.e. the concentration of uncomplexed
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Ca2� is equal to the total concentration of Ca(ClO4)2:


kd 
 kd1 � kd2K1CM


1 � K1CM
�3�


kd 
 kd1 � kd2K1CM � kd3K1K2�CM�2


1 � K1CM � K1K2�CM�2 �4�


where kd1, kd2 and kd3 are the rate constants of dark ring-
closure reaction for the pure components, i.e. P, P�Ca2�


and P�[Ca2�]2, respectively.
The CM-dependent photostationary absorption spectra


of 2a and 2b were analyzed using principal component
analysis with self-modeling.11 This analysis corroborated
the supposed complexation models and provided the
normalized absorption spectra of the Ca2�-complexed
forms of 2a and 2b (Supplementary Material, Fig. S1).


The results of spectrokinetic studies are presented in
Table 1. Merocyanines 2a and 2b can be classified as
integrated chromoionophores with an internal charge-
transfer (ICT) excited state.12 ICT-based chromoiono-
phores bearing a cation-binding site at the electron-donor
end of the chromophore are known to show cation-
induced hypsochromic shifts in the absorption spectra. In


contrast, when a cation receptor is integrated with the
electron-acceptor terminus of the chromophore, interac-
tions between the receptor and a metal cation induce
bathochromic spectral shifts.


The formation of a weak 1:1 complex between 2b and
Ca2� leads to a large bathochromic effect, indicating that
the metal ion in the complex 2b�Ca2� coordinates to the
oxygen atom of the electron-acceptor naphthalenone
moiety of the merocyanine, as illustrated. This com-
plexation results also in a very strong decrease in the rate
constant of dark ring-closure reaction.


In contrast, the formation of a 1:1 complex between 2a
and Ca2� leads to a large hypsochromic effect, suggest-
ing that the Ca2� ion in this complex interacts with the
electron-donor moiety of the merocyanine, i.e. with the
phenylaza-15-crown-5 fragment. For 2a, the decrease in
the rate constant of dark ring-closure reaction upon 1:1
complexation is less than in the case of 2b. The 1:1
complex 2a�Ca2� shows the spectroscopic and kinetic
properties close to those of the merocyanine form of 1c
(i.e. 2c).13


The stability constant for the 1:1 complex 2a�Ca2� is
almost one order of magnitude lower than that for the
corresponding complex of 1a. This is attributable to
withdrawal of electron density from the phenylazacrown
ether moiety upon opening of the pyran ring in 1a.


In addition to the 1:1 complex, the photoinduced
merocyanine 2a is able to form a very weak 1:2 complex
2a�[Ca2�]2 involving two Ca2� ions. Judging from the
spectrokinetic data, the 1:2 complex arises from the
coordination of Ca2� to the metal-free carbonyl oxygen
in the 1:1 complex 2a�Ca2�.


In conclusion, the dimethylamino chromene 1b, unable
to bind Ca2� in the dark, shows a small cation-binding
ability upon UV irradiation, owing to the coordination of
Ca2� to the carbonyl oxygen in the photoisomer 2b. In
contrast, both the azacrown chromene 1a and its
photomerocyanine isomer 2a are able to form 1:1
complexes with Ca2�. In these complexes, the metal
ion coordinates to the crown ether moiety. The photo-
chromic ring-opening reaction of 1a leads to a substantial
decrease in the complex stability constant.
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Log Kb �max (nm) kd (s�1)


1a�Ca2� 4.9
2a 543 0.56
2a�Ca2� 4.1 440 0.16
2a�[Ca2�]2 1.0 507 �0.01
2b 538 0.58
2b�Ca2� 1.7 672 �0.01
2cc 425 0.11


a In acetonitrile at 20 � 1°C.
b For 2a�[Ca2�]2, K is K2 of Eqn. (2).
c Ref. 13.
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ABSTRACT: The spectroscopic and photochemical properties of 5,7-dimethoxycoumarin (DMC) in acetonitrile
(ACN) were investigated at room temperature under one- and two-photon excitation. Two-photon induced [2 � 2]
photocycloaddition of DMC was investigated with 650 nm laser excitation (120 fs pulse width). GC and GC–MS
analysis confirmed dimer formation, while HPLC analysis allowed specific photodimer identification through
comparison with samples prepared via one photon irradiation. Photodimer products formed via two-photon excitation
correlated with those formed via UV irradiation. Syn head-to-head and syn head-to-tail photodimers were formed in
1:3.0 and 1:2.8 ratios under one-photon (broadband UV) and two-photon (650 nm, 120 fs) irradiation in anisole,
respectively. The quantum yield for the photoreaction of DMC solution (10�4


M) under broadband UV irradiation was
of the order of 1 � 10�3 and increased dramatically to 1 � 10�2 under two-photon excitation. The spectral
investigation of the photochemical products of DMC revealed efficient fluorescence emission in the spectral region
290–340 nm, attributed to the syn-head-to-tail dimers of DMC. Evidence for an additional manifold for the
photochemical reaction of DMC was found, resulting in the production of photochemical products that exhibited low
fluorescence emission intensity along with dependences on excitation wavelength. Copyright  2002 John Wiley &
Sons, Ltd.


KEYWORDS: 5,7-dimethoxycoumarin; photophysical properties; photochemical properties; one- and two-photon
excitation; photodimer; photocyclization
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The photochemical [�2s � �2s] cycloaddition reaction of
the C=C double bond has been successfully exploited in
organic synthesis and a number of significant techno-
logical applications. The first [2 � 2] photocycloaddition
reaction reported was the formation of carvone camphor
on exposure of carvone to sunlight by Ciamician in
1908.1 Both intermolecular and intramolecular photo-
cycloaddition reactions have received considerable
attention over the past several decades, emphasizing the
importance of this synthetic transformation. The [2 � 2]
photodimerization of cinnamate-derivatized polymers


facilitated the development of early photoresists that
helped launch photolithography and the printed circuit
board industry.


Coumarin derivatives remain a subject of great interest
owing to their variety of potential photobiological and
therapeutic applications.2–5 Photochemical properties of
5,7-dimethoxycoumarin (DMC), such as photodimeriza-
tion,2,6 photoaddition,7,8 photoionization, and photo-
sensitized electron-transfer reactions,9 have been
investigated under one-photon excitation by IR, UV,
NMR and mass spectrometry,3 transient absorption
spectroscopy9 and measurement of singlet oxygen
yields.10 Coumarin derivatives continue to be investi-
gated as photorecording materials11 and as photolabile
protecting groups for single- and two-photon uncaging
(release) of biologically active substances in cells and
tissues.12


Dimers of the photocycloaddition of DMC have been
isolated and characterized after irradition in a number of
solvents, including acetonitrile (ACN), and the stereo-
chemical and regiochemical configuration of the dimers
was elucidated (Fig. 1).2 Single photon-induced photo-
dimerization of DMC, generating three different photo-
isomers (syn head-to-head, syn head-to-tail and anti head-
to-tail), has been reported.2,3 Under irradiation with UV
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light, psoralens, naturally occurring coumarin deriva-
tives, are known to react with pyrimidine bases in DNA.
The [2 � 2] photocycloaddition of DMC has been
investigated as a model system for the study of the
photoinduced reaction of psoralens and pyrimidine bases
in DNA.13,14


The photoaddition reaction of DMC with adenosine
has been carried out in a dry film state and the structure of
the photoproducts was determined by various spectro-
scopic measurements.7 The relative photoreactivity of
DMC to thymidine in a dry film state was also examined
in order to investigate the photoreaction that causes
interstrand cross-linking of DNA.8 The photoionization
of DMC was investigated in aqueous solution by transient
absorption spectroscopy, and efficient radical cation
formation was reported.9


However, in previous studies, the photochemical and
major spectral parameters of DMC were measured under
one-photon excitation without comprehensive optical
investigation of its photoproducts. The development of
new femtosecond laser sources of irradiation with high


pulse intensity stimulated considerable current interest in
research on two-photon photochemical processes. The
comparison of the photochemical parameters for one- and
two-photon excitation processes is a subject of general
importance in coumarin photochemistry, particularly as it
pertains to photodynamic therapeutic agent development.
DMC is a model for the investigation of two-photon
induced photocycloaddition of the enone C=C of
psoralens (Fig. 2), an important class of compounds
under active study in both one- and two-photon
photodynamic therapy.5,15 Although a wealth of informa-
tion regarding the understanding and applications of
photochemical transformations has been obtained over
the last half century, comparatively few studies of
multiphoton-induced organic photochemistry have been
reported. Therefore, we have conducted a comprehensive
investigation of the photophysical and photochemical
properties of DMC under both one- and two-photon
excitation. The corresponding quantum yields for the
photoreactions and their photochemical rate constants
were determined.


/0�/,) /*+1&


The spectroscopic and photochemical properties of DMC
were measured in ACN at room temperature under one-
and two-photon excitation. One-photon absorption spec-
tra were obtained with a Cary-3 UV–visible spectro-
photometer. The steady-state fluorescence, excitation and
excitation anisotropy spectra were measured in the
photon counting regime for dilute solutions of DMC
(concentration C �6 � 10�6 M) in 10 mm quartz cuvettes
with a Photon Technologies Inc. (PTI) QuantaMaster
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spectrofluorimeter. Excitation anisotropy spectra were
measured in a T-format method,16–19 with baseline
correction in viscous silicon oil (viscosity �200 cP at
25°C) and in ACN at room temperature. The power of the
Xe lamp at 230 nm is nearly 30–50 times lower than its
maximum power in the spectral range 400–600 nm (Ref.
16, p. 28). Thus, reasonable slit sizes were chosen for the
excitation and emission monochromators to obtain a
value of the fluorescence intensity of DMC �1000 counts
s�1 for excitation wavelengths in the range 230–250 nm.
By taking into account the dark noise of the PMT (�20
counts s�1), these measurements were sufficiently
corrected. The fluorescence lifetime of DMC was
obtained with a PTI TimeMaster spectrofluorimeter with
excitation using a GL 3300 picosecond-pulsed nitrogen
laser (excitation wavelength �exc = 337 nm; pulse dura-
tion 600 ps; repetition rate f = 10 Hz). The fluorescence
quantum yield of DMC was measured by a standard
method relative to 9,10-diphenylanthracence in cyclo-
hexanone at 25°C.16 The two-photon absorptivity of
DMC was measured by an upconverted fluorescence
method,20 relative to fluorescein in water, with the
excitation by Clark-MXR 2001 Ti:sapphire amplified,
second harmonic of an erbium-doped fiber ring oscillator
system (output 775 nm) that pumped two optical
parametric generator/amplifiers (TOPAS, Light Conver-
sion), providing 100–120 fs [full width half-maximum
(FWHM)] pulses at a 1 kHz repetition rate with
independently tunable wavelengths from 560 to 2100 nm.


Photochemical products of DMC were obtained in
ACN solution (C � 10�4 M) by one-photon UV lamp
irradiation (UVGL-25 UV lamp; �max � 355 nm;
FWHM � 15 nm; irradiation intensity at the exit surface
of the lamp P � 3.5 mW cm�2) in a 10 � 10 � 35 mm
quartz cuvette at room temperature. Photochemical
products of DMC under two-photon absorption (2PA)
were obtained in a 10 �l quartz cuvette by irradiation with
the femtosecond laser described above (average irradia-
tion intensity P = 90 mW cm�2; excitation wavelength
�exc � 650 nm).


In order to reveal the nature of the photochemical
reactions of DMC, the quantum yields of the photoreac-
tions, Φ, for different concentrations of DMC was
determined. Under one-photon excitation and for low-
concentration solutions, a fluorescence method based on
temporal measurements of the fluorescence intensity of
DMC was employed. For high-concentration solutions of
DMC, an absorption method based on temporal measure-
ments of the absorption spectra of DMC during
irradiation was used. The fluorescence method at low
concentrations possesses higher accuracy in the determi-
nation of Φ in comparison with the absorption method,
which is more accurate at high concentrations. Under
two-photon excitation the same fluorescence method was
utilized, owing to the low efficiency of two-photon
absorption processes. These methods are described in
more detail below.


'��������� ��	��
���� 3�����	��	� �����


The general determination of the quantum yield of the
photoreaction, Φ, is21


� � N�Q �1	
where N and Q are the number of molecules that
underwent photochemical reaction and the number of
absorbed photons, respectively. The value of Φ for one-
photon excitation at low DMC concentration was
determined with the PTI QuantaMaster spectrofluori-
meter by measurement of the temporal dependence of the
fluorescence intensity of the DMC solution in a
0.1 � 0.1 � 10 mm microcuvette (Fig. 3). The intensity
of the excitation light (Xe lamp of the spectrofluorimeter)
was sufficient for photobleaching the DMC solution. The
determination of Φ was based on the following assump-
tions:


1. the entire volume of the DMC solution was irradiated
in the microcuvette simultaneously, i.e. the effect of
diffusion processes on the photochemical kinetics are
negligible;


2. the initial optical density, D0(�max) (optical density at
the absorption maximum before irradiation) of the
DMC solution in the microcuvette did not exceed 0.1
in the z-dimension (10 mm pass), i.e. the irradiation
intensity, I0, was approximately constant in the entire
volume of the microcuvette;
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3. the optical density and fluorescence of the photo-
chemical products were negligible in the spectral
region of the observed fluorescence for DMC, and thus
had no effect on the fluorescence intensity of DMC.


Under these conditions, the expression for the quantum
yield of the photoreaction under one-photon excitation,
Φ, is obtained, and is determined by Eqn. (1). The
number of photoreacted molecules, N, can be expressed
as


N � �C0 � CT	V � C0V �1 � DT�D0	 �2	
where C0 and CT are the initial (before irradiation) and
final (after irradiation) concentrations (in mol-
ecules cm�3), D0 and DT are initial and final optical
densities of the solution and V is the irradiation volume.
The value DT/D0 is equal to the ratio of the final, FT, and
initial, F0, fluorescence intensities, FT/F0, based on the
assumptions mentioned above. Therefore, Eqn. (2) can be
rewritten as


N � C0V �1 � FT�F0	 �3	
The number of photons absorbed during the total
irradiation time, t = T, is


Q � 0
� T Q�t	dt �4	


where Q(t) is the number of photons absorbed per unit
time at time t. The value Q(t) can be expressed as


Q�t	 � 
dI0�dZ
V � I0C�t	���exc	V �5	
where I0 is the intensity of excitation light, C(t) is the
concentration of molecules in the solution at time t,
�(�exc) is the one-photon absorption cross-section at �exc


and z is the direction of the excitation. The substitution of
Eqn. (5) in Eqn. (4) gives


Q � I0���exc	V 0
� T C�t	dt �6	


Substitution of Eqns (6) and (3) in Eqn. (1) yields the
expression for the quantum yield of the photoreaction:


� � ��1 � FT�F0	C0V ���I0���exc	V 0
� T C�t	dt� �7	


Taking into account that C(t)/C0 = F(t)/F0 [F(t) is the
fluorescence intensity at time t], Eqn. (7) can be rewritten
as


� � �1 � FT�F0	�I0 � ���exc	 � 0
� T �F�t	�F0�dt� �8	


where F(t), FT and F0 are expressed in relative arbitrary
units (typically in counts s�1), I0 in photons cm�2 s�1,
�(�exc) in cm2 and t in seconds.


The dependences, F(t), and values FT and F0 were
measured using a PTI QuantaMaster spectrofluorimeter.
The entire volume of the microcuvette was irradiated
simultaneously. The intensity of the irradiation light was


calculated as I0 = P0/S (P0 in photon s�1). We can
consider that I0 is approximately constant in the z-
direction, owing to the low optical density of the
investigated solutions [D0(�exc) �0.1]. The power of
the irradiation light, P0, which passed through the
transverse cross-section, S, of microcuvette in the z-
direction (see Fig. 3) was measured using a power meter
(Laserstar from Ophir Optronics) with sensitivity in the
nanowatts regime (i.e. the power in the microwatts range
can easily be accurately measured). Thus, Φ can be
calculated from the temporal fluorescence dependencies,
F(t), using Eqn. (8).


'��������� ��	��
���� 
5�������� �����


The quantum yield of the photoreaction for high-
concentration solutions was determined by temporal
measurements of the optical density, D(t), of the solution
in the 10 � 10 � 35 mm quartz cuvette, during irradia-
tion with a UV lamp (UVGL-25). In this case, the number
of molecules that underwent photochemical reaction can
be obtained from Eqn. (2) and expressed as


N � �C0 � CT	V � �D0��	 � D��� t	�V�����	a� �9	
where D0(�) and �(�) are the initial optical density of the
solution and extinction coefficient of DMC in ACN at the
excitation wavelength, respectively, and a = 10 mm
(length of the cuvette). The number of absorbed photons
of corresponding wavelength, �, at time t is


Q��� t	 � I0��	�1 � 10�D���t	�ah �10	
where 10�D(�,t) is the transmittance of DMC solution, a
and h are the dimensions of the irradiated surface of the
cuvette (a = 10 mm and h = 35 mm) and I0(�) is the
spectral distribution of the UV lamp intensity. The total
number of photons absorbed from the UV lamp during
the irradiation time, t = T, is


Q � �
�


0


� T Q��� t	d�dt �11	
Substitution of Eqns (9) and (11) in Eqn. (1) gives the
expression for the quantum yield of the photoreaction:


� � �D0��	 � D���T	�����	�
�


0


� T I0��	�1
� 10�D���t	�d�dt� �12	


Equation (12) can describe the initial part of the temporal
dependence, D(�, t), which is characterized by the small
change in the optical density [i.e. D(�, t)/D0(�) � 1]. In
this case, the quantum yield of the photoreaction is


� � �D0��	 � D��� T	��T���	�
�


I0��	�1
� 10�D0��	�d�� �13	


where [D0(�) � D(�, T)]/T is the initial slope of the
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dependence D(�, t). Hence Eqn. (13) facilitates the
determination of the value of Φ for DMC solutions with
C �10�4 M (high concentrations).


+��������� ��	��
���� 3�����	��	� �����


The quantum yield of the photochemical reaction under
two-photon excitation, ΦTPA, was also determined using
the PTI QuantaMaster spectrofluorimeter by excitation
using a femtosecond laser (excitation wavelength 600–
720 nm; average excitation power, P0, up to 1.5 mW;
pulse duration 120 fs; repetition rate 1 kHz). The
concentration of the DMC molecules in this case was
10�4 M (optical density at the absorption band maxi-
mum � 1.5). The intensity of the irradiation, I0, was
approximately constant over the entire irradiated volume
(the same microcuvette depicted in Fig. 3 was employed)
owing to the low efficiency of the two-photon absorption
processes and absolute transparency of the solution for
one-photon absorption in the spectral range 600–720 nm.
Hence it can be assumed that:


1. the entire volume of the DMC solution was irradiated
simultaneously and I0 was approximately constant in
the entire volume of the microcuvette;


2. the reabsorption of the fluorescence emission in the
microcuvette in the x-direction (1 mm pass) was
negligible owing to the low initial optical density of
DMC at the absorption maximum [D(�max) � 0.15] in
this direction;


3. the optical density and fluorescence of the photo-
chemical products of DMC were negligible in the
spectral region of the observed fluorescence (for
DMC).


Under these conditions, an equation for the two-photon
quantum yield, ΦTPA, can be derived. The number of
photobleached molecules, N, in this case is determined
from Eqn. (3). The number of absorbed photons per
excitation pulse will be equal to twice the number of the
molecules excited to the first electronic excited state, S1,
during one pulse of the irradiation light. In order to
calculate this value (number of molecules), balanced
equations for two electronic levels of the molecule, S0


(ground state) and S1 (first excited state), with corre-
sponding concentrations C�0 and C�1, can be expressed:


dC�
0�t	�dt � �C�


0�t	�TPAI2�t	 �14	
C�


0�t	 � C�
1�t	 � C0


where C0 is the total concentration of the molecules,
I(t) = I0


maxexp[�(t/�P)2] is the temporal Gaussian dis-
tribution of the irradiation intensity with corresponding
maximum pulse intensity I0


max and pulse duration and
�P = 120 fs. In general, C0 is dependent on irradiation
time but during one pulse of excitation the change in C0


was negligible. In Eqn. (14), the lifetime of the first
excited electronic level � ��P is taken into account, i.e.
no electronic relaxation processes occurred from S1


during one pulse of excitation. The solution for this
system Eqn. (14) is


C�
1�t	 � C01 � exp���TPA0


� tI2�t�	dt���
Hence the number of photons absorbed per pulse of the
excitation at time t, QP(t), is


Qp�t	 � 2C0�t	V1 � exp���TPA��
���I2�t	dt��


where V is the irradiated volume of the microcuvette.
Next, the number of absorbed photons for pulsed
excitation during the time t = T with repetition rate of
the pulses, f(in Hz), can be written as


Q � 2C0�t � 0	0
� T�F�t	�F0	dtVf


�1 � exp���TPA��
���I2�t	dt�� �15	


The relationship between average power of the laser
irradiation, P0, and the maximum pulse intensity, I0


max, is


P0 � I0
maxSf ��


��� exp���t��P	2�dt �16	
Taking into account Eqn. (16), the substitution of Eqns
(3) and (15) in Eqn. (1) affords


�TPA � �1 � FT�F0	�2f 0
� T�F�t	�F0	dt�1


� exp���TPA�P0
2�Sf �	�2	�� �17	


where � = ��


���exp[�(t/�P)4]dt and � = ��


��� exp
[�(t/�P)2]dt. For �P = 120 fs, �� 9 � 10�14 s and ��
1.28 � 10�13 s. Hence, the two-photon quantum yield of
the photoreaction, ΦTPA, can be calculated from the
temporal dependencies of the fluorescence intensity, F(t),
using Eqn. (17).


'��������� ���
�
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DMC (0.169 M) dissolved in anisole was transferred to a
dried Pyrex glass tube and sealed with a rubber septum.
The solution was deaerated with N2 for 10 min and
irradiated with a broadband UV (300–400 nm) lamp in a
Rayonet photoreactor for 24 h. The crude mixture was
purified by flash column chromatography (silica gel, 1:1
hexane–EtOAc). The products were analyzed on a
Hewlett-Packard Model 5890 gas chromatograph
equipped with a flame ionization detector using n HP-1
column (cross-linked methylsiloxane, 12 m � 0.2 mm
i.d., 0.3 �m film thickness). The injector and detector
temperatures were set at 200 and 250°C, respectively,
with the oven temperature programmed from 200 to
225°C at 5°C min�1, at a flow-rate of 1 ml min�1 using
He as the carrier gas. The photochemical products were
also subjected to GC–MS analysis on a Hewlett-Packard
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Model 5890 gas chromatograph coupled with a Hewlett-
Packard Model 5973 mass selective detector equipped
with an electron ionization source, quadrupole analyzer
and electron multiplier as a detector, under the same
temperature control as indicated for GC analysis.
Additional photodimer product analysis was performed
with a Waters HPLC system equipped with a Model 600
solvent-delivery system, a Model 440 UV absorbance
detector (254 nm) and a Model U6K universal injector.
The column used was a Whatman Partisil 10 column
(250 � 10 mm i.d.) using CH2Cl2–THF (100: 1, v/v) as
eluent at a flow-rate of 0.9 ml min�1 and UV detection at
254 nm.


+��������� ���
�
���� �� � . �� 
������


Two-photon photocycloaddition was carried out using a
Clark MXR Ti:sapphire femotosecond laser sysem. The
laser beam output was tuned to 650 nm and focused into a
10 �l quartz cuvette. DMC (0.169 M) was dissolved in
anisole and purged with N2 for about 10 min before
photolysis. The sample was irradiated at different periods
with an average laser beam intensity of about 90
mW cm�2. After irradiation, crude reaction mixtures
were analyzed by GC, GC–MS and HPLC under the same
conditions as for the one-photon irradiation experiments.


,/6-&+6 1*� �)6.-66)'*


One-photon-induced photocycloaddition of DMC was
conducted in anisole in order to provide a reference for
subsequent analysis of two-photon-induced photoreac-
tions. The one-photon-induced photolysis products were
purified by flash column chromatography prior to product
analysis, while the two-photon-induced photolysis pro-
ducts were analyzed without separation owing to the
small quantity of photodimers formed under the femto-
second irradiation conditions. The gas chromatogram of
the two-photon irradiation (650 nm, 120 fs) mixture
displayed a peak with a retention time of 21.6 min,
corresponding to the component observed at 21.6 min
from the one-photon (350 nm) photoexposure, indicating
dimer formation of DMC.


Further photoproduct identification was established
through GC–MS analysis. The reconstructed ion chro-
matogram from one-photon photolysis displayed a
dominant peak eluting at 27.7 min. The mass spectrum
of that component was in good agreement with literature
values,2 with the molecular ion peak of m/z 412
corresponding to DMC dimers. A base peak of m/z 206
indicated C4-cyclodimer fragmentation to yield DMC,
while m/z 178 and 163 peaks from CO and COCH3


elimination from DMC were also observed. The two-
photon-induced photoproducts were subjected to the
same GC–MS conditions as used for one-photon photo-


product analysis. The major component with the reten-
tion time of 27.6 min displayed a similar reconstructed
ion chromatogram to that observed upon UV exposure,
with the dimer molecular ions observed at m/z 412, along
with the same base and major cleavage fragmentation
peaks.


Specific photodimer identification was secured by first
comparing the HPLC results of the one-photon photolysis
products with literature values.2,22 Product resolution
indicated syn head-to-head (H-H) and syn head-to-tail
(H-T) photodimers were formed in anisole on UV
irradiation in a 1:3 ratio, respectively. Likewise, HPLC-
resolved photoproducts from two-photon photolysis were
comparable to those observed under one-photon condi-
tions, with syn H-H identified at 12 min and syn H-T at
19.5 min in a 1:2.8 ratio, respectively, nearly the same as
that obtained from one-photon UV exposure. Further-
more, the UV–visible absorption spectrum of eluting
components displayed photodimer products with an
absorption peak (�max � 225 nm) blue shifted relative
to DMC (�max � 330 nm).


6��	����	���	 	�
�
	����(
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The base spectroscopic and photochemical parameters of
DMC were measured in ACN at room temperature. The
absorption spectrum of DMC in ACN (Fig. 4, curve 1)
is characterized by a major absorption peak with
�a


max � 324 nm, full width at half-maximum (FWHM)
��a


max � 60 nm, and an extinction coefficient (molar
absorbtivity) 	max � 15 � 103 M�1cm�1. Shorter wave-
length absorption bands in the spectral region 240–
260 nm are associated with transitions to higher excited
electronic levels of DMC, demonstrated by the decrease
in the excitation anisotropy, r, of DMC in viscous
silicone oil (Fig. 4, curve 4) in the spectral region 240–
260 nm. The maximum value of r did not exceed 0.16,
even in silicone oil (viscosity �200 cP at 25°C), in which
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the rotation correlation time,16,18 �R, of the DMC
molecules essentially exceeds the lifetime of its first
excited state, �. Hence all molecules emit before their
rotation occurs.


The fluorescence spectrum of DMC in ACN (Fig. 4,
curve 2) was independent of the excitation wavelength,
�exc, and characterized by a large Stokes shift (�65 nm).
The fluorescence quantum yield, ΦF, of DMC in ACN
was �0.1 � 0.02. The excitation spectrum of DMC (Fig.
4, curve 3) was independent of the observed wavelength,
�obs, and corresponded to the absorption spectrum of
DMC in the spectral region 280–390 nm (main absorp-
tion band). For �exc 
280 nm, a decrease in the excitation
spectrum was observed relative to the short-wavelength
absorption bands of DMC. The exact reason for the
difference between the excitation and absorption spectra
in the short-wavelength region is not fully known and
warrants further investigation. The fluorescence decay of
DMC was measured upon excitation with an N2 laser
(�exc = 337 nm) using the PTI TimeMaster spectro-
fluorimeter with time resolution �0.1 ns. This decay
corresponded to a single-exponential process with life-
time �� 0.85 � 0.1 ns and goodness-of-fit parameter
�2 � 1.05.


�����	����	
� �
�
������ �� � .


The quantitative determination of the quantum yield of
the photochemical reaction, Φ, for DMC in ACN was
made using the fluorescence method described above.
The temporal dependences of the fluorescence intensity,
F(t), from the DMC solution (C � 6 � 10�6 M) were
measured for different �exc, and Φ was calculated from
these data using Eqn. (8). The wavelength dependence
Φ(�exc) is presented in Fig. 5, curve 1. From Fig. 5, it can
be seen that the value of Φ(�exc) for DMC in ACN is
(8 � 2) � 10�4 and nearly independent of the excitation
wavelength in the spectral range �exc = 270–360 nm. An
increase in Φ (more than double) was observed for short-
wavelength excitation (�exc = 250 nm). This suggests that
photochemical reaction from the second electronic
excited state (S2) of DMC is more efficient than that
from S1.


In order to understand more fully the nature of the
photochemical processes, the quantum yields of the
photoreactions were measured for different concentra-
tions of DMC. For a concentration C � 10�4 M, the value
of Φ was determined by the absorption method described
above. The results of the temporal measurements of the
absorption spectra of DMC during irradiation are
presented in Fig. 6. The quantum efficiency of the
photoreaction, determined by Eqn. (13), is Φ � 2 � 10�3.
Hence Φ is dependent on concentration, suggesting that
the photochemical processes for DMC solution in ACN
are relatively complex. In general, all of the photo-
chemical processes investigated here are first- and


second-order reactions only because the probability of
the simultaneous collision of three or more molecules is
negligibly small. In this case, the quantum yield of the
photoreaction can be written as20


� � �k1 � k2C	��k1 � k2C � 1��	 �18	


where k1 (s�1) and k2 (M�1 s�1) are the photochemical
rate constants for first-and the second-order reactions,
respectively. Different values of Φ at various DMC
concentrations, Φ � 8 � 10�4 at C � 6 � 10�6 M and
Φ � 2 � 10�3 at C � 10�4 M, provide an estimate of the
photochemical rate constants k1 and k2 using Eqn. (18):
k1 � 8.5 � 105 s�1 and k2 � 1.5 � 1010 M�1 s�1. Accord-
ing to these data, DMC undergoes different photochemi-
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cal reactions. The first-order photochemical reaction is
predominant (k1 � k2C) for concentrations C
� 6 � 10�6 M. Further investigations are needed to reveal
the exact mechanisms. At higher concentrations (C
� 10�4 M), k1 
 k2C and the second-order reaction
process dominates. This process can be assigned to
dimerization of DMC, which effectively occurs under
UV irradiation.2,3


The quantum yield of the photoreaction of DMC upon
two-photon excitation, ΦTPA, was determined by the
fluorescence method described above. The two-photon
upconverted fluorescence spectra of DMC were
measured (Fig. 7). Comparison of the fluorescence
spectra under one- and two-photon excitation (Fig. 4,
curve 2 and Fig. 7, respectively) demonstrates that they


are independent of the type of excitation (one- vs two-
photon). The fluorescence intensity under two-photon
excitation exhibited a quadratic dependence on the
irradiation power (Fig. 8), characteristic of a simulta-
neous two-photon absorption (TPA) process.


The TPA cross-section of DMC in ACN was measured
(Fig. 9, curve 2) by the upconverted fluorescence
method,20 relative to fluorescein in water. The temporal
dependences, F(t), of the upconverted fluorescence of
DMC solution were then measured in a microcuvette
under femtosecond laser excitation, and the value of
ΦTPA � 1 � 10�2 was calculated from Eqn. (17). The
total accuracy of the determination of ΦTPA was ca �60%
owing to the large error in the determination of the TPA
cross-section. The spectral dependence ΦTPA-
(�exc) is presented in Fig. 9, curve 1. From these data, it
follows that the value of ΦTPA, within experimental
limits, is significantly larger than the corresponding value
of Φ for one-photon excitation (Φ � 1 � 10�3). This
result can be explained by the general theory of the two-
photon absorption process, which involves transitions to
higher energy electronic excited states that exhibit
correspondingly higher photochemical reactivity. An-
other possible explanation involves weak, additional one-
photon reabsorption processes from the first excited state
S1 to higher energy excited states (more reactive), which
do not change the population of S1 and, therefore cannot
be reflected in the linear dependence in Fig. 8. Further
investigations are needed to understand the exact reason
of this photochemical behavior.


�����	����	
� ����	�� �� � .


The photochemical products of DMC in ACN were
obtained after irradiation with a UV lamp (UVGL-25).
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The irradiation intensity at the front surface of the cuvette
was �3.5 mW cm�2 and the concentration of the DMC
solution was �10�4 M. Time-dependent changes in
absorption spectrum of DMC in ACN, under these
irradiation conditions, are presented in Fig. 6. It can be
seen that new absorption bands appeared in the spectral
regions 260–290 and 380–420 nm, corresponding to
photochemical products of DMC. The shape of the
absorption spectrum of the DMC solution after irradia-
tion (curve 15) corresponded precisely to the shape of the
absorption spectrum of pure DMC before irradiation
(curve 1) in the spectral region 330–350 nm. In Fig. 10,
the normalized (over the spectral region 330–350 nm)
curves (1 and 15 from Fig. 6) are presented (curves 1 and
2, respectively). This means that the optical density of the


photochemical products of DMC in this spectral region is
negligible, making it possible to extract the real
absorption spectrum of the photochemical products from
the total absorption spectrum (curve 2). The extracted
absorption spectra of the photochemical products of
DMC, for different irradiation times, are presented in Fig.
11. Evident is a slight change in the spectral shape of the
absorption spectrum of the photochemical products
during irradiation.


The fluorescence and excitation spectra of the photo-
products are presented in Fig. 12. The main photoche-
mical products of DMC in ACN upon excitation in the
main absorption band were assigned to syn head-to-tail
dimers.3 This was also demonstrated by the isolation and
characterization of these dimers as described above. The
absorption maxima of syn head-to-tail dimers occur at
�280 nm, which corresponds approximately to the
excitation spectrum (curve 4) in Fig. 12. The short-
wavelength fluorescence band (Fig. 12, curve 2) was
independent of the excitation wavelength. Therefore, this
fluorescence emission probably belongs to syn head-to-
tail dimers, the most probable photoproducts of DMC
formed in polar solvents such as ACN. Likewise, the
short-wavelength part of the absorption spectrum (Fig.
12, curve 1) probably belongs to other DMC dimers (e.g.
syn head-to-head and/or anti head-to-head)3 or, possibly,
other photochemical products. The intensities of the
fluorescence and excitation bands in the spectral region �
�350 nm were more than 10 times weaker and exhibited
dependences on the excitation and observed wavelength,
respectively. Therefore, in addition to photodimers,
another manifold(s) for formation of photochemical
products of DMC exists under the irradiation (wave-
length-dependent) conditions (e.g. photoionization to
form stable cation radicals).9 Although reports of
wavelength-dependent photochemical quantum yields
are rare, they have appeared, e.g., measurements of the
photochemical quantum yields, QY, were reported for
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Rhodamine 6G under excitation at 546 nm (QY � 10�7),
365 nm (QY � 10�5) and 313 nm (QY � 10�2).23


.'*.&-6)'*6


The two-photon induced [2 � 2] photocycloaddition of
DMC was investigated at 650 nm. GC–MS analysis
confirmed dimer formation, and HPLC analysis allowed
specific photodimer identification through comparison
with samples prepared via one-photon UV exposure.
Photodimer products formed via two-photon excitation
correlated, in nearly the same ratios, with those formed
with UV irradiation. A quadratic dependence as a
function of incident intensity (at 650 and 700 nm) was
observed through the two-photon upconverted fluores-
cence spectra of DMC, confirming the two-photon nature
of excitation under these conditions.


The main spectroscopic and photochemical parameters
of DMC in ACN were investigated under one- and two-
photon excitation. The quantum yields of the photo-
chemical reactions of DMC were independent of the
excitation wavelength in the main absorption band. The
values of Φ were (8 � 2) � 10�4 and (2 � 0.5) � 10�3


for DMC (concentrations 6 � 10�6 and 10�4 M, res-
pectively) under one-photon excitation. For low-con-
centration solutions (C �6 � 10�6 M), a first-order
photochemical reaction of DMC was observed with a
corresponding rate constant k1 � 8.5 � 105 s�1. At higher
concentrations (C �10�4 M), a second-order photoreac-
tion of DMC was dominant, with the photochemical rate
constant k2 � 1.5 � 1010 M�1 s�1. The quantum yield of
the photoreaction of DMC under two-photon excitation,
ΦTPA, increased dramatically up to ΦTPA � 1 � 10�2 at a
concentration C � 10�4 M, possibly owing to transitions
to higher energy electronic excited states that exhibit
correspondingly higher photochemical reactivity and/or
weak, additional one-photon reabsorption processes from
the first excited state S1 to higher energy excited states
that possess higher reactivity.


The spectral investigation of the photochemical
products of DMC revealed an efficient fluorescence band
in the spectral region 290–340 nm, which was indepen-
dent of excitation wavelength. This band was assigned to
the fluorescent syn head-to-tail dimers of DMC, which
are effectively formed under the excitation of DMC in
ACN. Other dimers and photochemical products exhib-
ited low fluorescence intensity and dependences on the
excitation wavelength.


The many advantages associated with non-linear
absorption-induced processes are fast propelling two-
photon absorbing materials and photochemical transfor-
mations to the forefront of several important fields.24 One
can anticipate the continued deployment of such
materials and processes in 3-D volumetric optical
recording, non-destructive 3-D imaging, optical sensor
protection, photodynamic therapy and 3-D nano- and


microfabrication. We can expect to witness break-
throughs in years to come, owing to the harnessing of
3-D spatially resolved two-photon-induced photochemi-
cal reactions in organic materials. However, the compli-
cated photochemical processes observed for DMC under
one- and two-photon excitation underscore the need for
further comparative photochemical investigations.
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ABSTRACT: Nitronaphthalimides are a particularly interesting group of nitroaromatics used for staining cells in
hypoxia and in photodynamic therapy. The kinetics of the aromatic nucleophilic substitution of the nitro-group of
4-nitro-N-n-butyl-1,8-naphthalimide (4-NBN) by n-heptanethiol (RSH), thiophenol (ArSH) and 2-hydroxy-1-
ethanethiol (HESH) in aqueous solutions containing micelles and in water–methanol mixtures were analyzed. The
substitution of the nitro group by aromatic or aliphatic thiols led to fluorescent substitution products. Hexadecyl-
trimethylammonium chloride micelles (CTAC) increased the rate of thiolysis of 4-NBN by 1 � 105 (RSH) and
4 � 105 (ArSH) fold. For the reaction of ArSH with 4-NBN the calculated second-order rate constant in the micellar
phase, k2m, is 1.4 times higher than that in the aqueous phase, k2w. For the reaction of ArSH with 4-NBN,
k2m/k2w = 0.05. Both k2w and k2m decreased with increasing pKa of the thiol, suggesting that thiolate attack is not rate
limiting in either the aqueous phase or micellar pseudophase. The high micellar rate acceleration is therefore largely
due to concentration of the reagents in the micellar phase and effects on the thiol acid–base equilibrium. Copyright 
2003 John Wiley & Sons, Ltd.


KEYWORDS: nitronaphthalimides; thiol substitution; nucleophilic substitution; micellar catalysis; kinetics
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The substitution of the nitro group of 3,4-dinitrochloro-
benzene by aniline in an aprotic dipolar solvent, DMSO,
yielding 2-nitro-5-chlorodiphenylamine (Scheme 1) was
demonstrated in 1876.1,2 The reaction type shown in
Scheme 1 is still considered a special case of nucleophilic
aromatic substitution.


Nucleophilic aromatic displacements (SNAr) of the
nitro group, used as a synthetic tool, are currently
employed in the synthesis of condensation polymers
based on nitro-monomers.3–5


The SNAr reaction of the nitro group from an activated
system usually occurs by a two-stage addition–elimina-
tion pathway and the attack of the nucleophile is usually,
but not always, the rate-limiting step.4,5a


Aromatic nitro groups can be displaced by nitrogen
(amines), oxygen (alkoxides and phenoxides), carbon
(carbanions) and sulfur (thiolate) nucleophiles.6–8 The
high reactivity of thiolates in aromatic nitro group
displacement has been ascribed to the polarizability of
both species.8 The displacement of the nitro group,
however, requires activation by electron-withdrawing
groups and the relative efficiency for the activation is5a


CN�OC—NR—CO�C=O�S=O�RCOOR. The
reaction rate is sensitive to conjugation of electron-
withdrawing groups (in relation to the nitro group), steric
hindrance and solvents.6,9–11


Nitronaphthalimides, a particularly interesting group
of nitroaromatics, are used for staining cells in hy-
poxia12,13 and are also important in photodynamic
therapy.14,15 The biologically selective reduction of the
nitro group to amines, due to the presence of an electron-
donating group in the naphthalene ring, induces high
quantum yield fluorescence.12,13 Nitro group displace-
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ment has been used in the synthesis of alkylamino-N-
alkylnaphthalen-1,8-imides from 4-nitro-N-n-butyl-1,8-
naphthalimide and primary amines in aprotic solvents.9


Here we have investigated the kinetics of the aromatic
nucleophilic substitution of the nitro-group of 4-nitro-N-
n-butyl-1,8-naphthalimide (4-NBN) by n-heptanethiol
(RSH) (Scheme 2), thiophenol (ArSH) and 2-hydroxy-
1-ethanethiol (HESH) in water and hexadecyltrimethyl-
ammonium chloride (CTAC) micelles.


�, ��"����-.
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The following compounds were of analytical grade and
used as received: 4-nitro-1,8-naphthalic anhydride (Al-
drich), n-butylamine (Carlo Erba), 5,5�-dithiobis(2-nitro-
benzoic acid) (DTNB), n-hepthanethiol and thiophenol
(Aldrich), Tris and 2-hydroxy-1-ethanethiol (Sigma),
boric acid (BDH) and Hg(NO3)2 (Riedel de Haën,
Seelze-Hanńover, Germany). Methanol (Mallinckrodt)
and acetonitrile (Merck) were of spectroscopic grade.
Hexadecyltrimethylammonium chloride (CTAC) (AC-
ROS Organics) was recrystallized (�3) from methanol–
acetone (1:3, v/v). Distilled, deionized water was used
throughout.


������


4-Nitro-N-n-butyl-1,8-naphthalimide (4-NBN) was
synthesized as described.9a,9b Analytical data for 4-
NBN: melting-point (uncorrected) = 103.5–104.0°C
(lit.9b 103.5–104.5°C); 1H NMR (CDCl3), �
(ppm) = 0.96 (t, 3H, CH3), 1.56 (sextet, 2H, CH2), 1.72
(q, 2H, CH2), 4.18 (t, 2H, CH2), 7.96 (t, J = 8.0 Hz, 1H,
Ar), 8.38 (d, J = 8.0 Hz, 1H, Ar), 8.67–8.86 (m, 3H, Ar);
IR (KBr), � (cm�1) = 3074, 2961, 2872, 1706, 1656,
1624, 1530, 1347, 1231, 1082; GC–MS: m/z (%) =
298 (M�, 100), 256, 243, 225, 209, 179, 151, 126,
75. The spectroscopic data for 4-NBN agreed with the
literature.9b


The product of the reaction between 4-NBN and RSH
was synthesized in acetonitrile–borate buffer (0.1 M), pH
10.8 (1.5:1, v/v) and a 10% molar excess of RSH. The
reaction was maintained for 2 h under N2 with stirring at


room temperature and the precipitate was filtered and
washed with water. Flash chromatography in a silica gel
column (with chloroform as eluent) was necessary to
extract the thiol oxidation side-product. Yield = 90%.
Analytical data for 4-heptanothiolate-N-n-butyl-1,8-
naphthalimide (4-RSNBN): melting-point (uncorrected)
�300°C; 1H NMR (CDCl3), � (ppm) = 0.97 (t, 3H, CH3),
1.30–1.55 (m, 4H, CH2), 1.64–1.85 (m, 4H, CH2), 3.15 (t,
2H, CH2), 4.17 (t, 2H, CH2), 7.53 (d, 1H, Ar), 7.74 (t, 1H,
Ar), 8.45–8.63 (m, 3H, Ar); IR (KBr), � (cm�1) = 3048,
2953, 1698, 1654, 1590, 1363, 1273, 1073; GC–MS: m/z
(%) = 383 (M�, 100), 327, 284, 229, 212.


Melting-points were determined with an electrother-
mal apparatus and are uncorrected. 1H NMR spectra were
recorded on a Bruker AC-200 spectrometer in CDCl3. IR
spectra were registered on a BOMEM-FTIR MB 102
spectrophotometer in a KBr plate. Capillary GC–MS
analyses were performed on an HP-5890 gas chromato-
graph, coupled to an MSD-5970 mass-selective detector.
Fluorescence emission spectra were measured with a
Hitachi 4500 spectrofluorimeter and absorption spectra
with a Cary 3E spectrophotometer.


The critical micellar concentration (CMC) of CTAC in
Tris–HCl buffer (0.01 M), pH 7.0, at 30°C determined by
conductivity measurement (Orion Model 160 conductiv-
ity meter) was 5.5 � 10�4 M.


Thiol concentrations were determined with DTNB. A
sample of thiol (ca 0.01 ml of a 0.01 M solution in aceto-
nitrile) was added to a cell containing 3.0 ml of 0.1 M


Tris–HCl buffer, pH 8.0, and 0.05 ml of a 0.01 M solution
of DTNB prepared in the same buffer. The absorbance
was determined at 412 nm and the thiol concentration
was calculated using 13600 M�1 cm�1 as the molar
extinction coefficient for the 2-nitro-5-thiobenzoate
anion.16 CTAC concentrations were determined by
chloride titration with Hg(NO3)2 using diphenylcarba-
zone as indicator.17


Kinetic measurements were performed with a Cary 3E
spectrophotometer. All reactions were carried out in a
quartz cell of 1.0 cm optical pathlength containing 2.0 ml
of buffer at the desired pH at 30°C.


Reaction products of the thiolysis of 4-NBN were
measured at 391 nm for all the thiols. The reaction of
4-NBN with thiols, in the presence of CTAC, was
initiated by the addition of an aliquot of a 0.10 M thiol
solution in acetonitrile to 2.0 ml of buffer containing
3.0 � 10�5 M 4-NBN. The thiol concentration was, in all
cases, at least 10 times greater than that of 4-NBN to
assure first-order kinetics. All the reactions were
followed at least for 10 half-lives and the rate constants
were calculated from linear first-order plots. For the
hydrolysis reaction an aliquot of 0.003 ml from a stock
solution 0.01 M of 4-NBN in acetonitrile was added to
2.0 ml of buffer (0.01 M), final concentration 1.5 �
10�5 M, and the absorbance change was measured at
350 nm. No hydrolysis of 4-NBN was detected under the
conditions studied.
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The appearance of 4-RSNBN was also followed by
measuring the fluorescence increase at the maximum
emission wavelength at 460 nm (�exc = 391 nm).


��+*.�+ -�) )"+#*++"(�


The UV absorption spectrum of 4-NBN in aqueous
solution exhibits maxima at 356 and 233 nm [Fig. 1(A)].
Addition of CTAC leads to an increase in the absorbance
of 4-NBN and a blue shift of the absorption maximum at
356 nm to 353 nm [Fig. 1(A)]. The spectral changes
observed on CTAC addition to 4-NBN solutions [Fig.
1(B)] permitted the estimation of the micelle incorpora-


tion constant, KNBN, [Scheme 3 (1)]18 using the equation


KNBN � NBNb


NBNf CD
�1�


where NBNb and NBNf are the concentrations of 4-NBN
bound to the micelles and in the aqueous phase,
respectively, and CD is the concentration of micellized
detergent, given by


CD � CT � CMC �2�


where CT is the total concentration of CTAC and CMC is
the critical micellar concentration. The value of KNBN


was determined using the following equation that relates
the change in absorption of 4-NBN, at fixed wavelength,
with CTAC concentration:18


1
�A� � Aw� �


1
�Am � Aw� �


1
KNBN�Am � Aw� �


1
CD


�3�


where A� is the measured absorbance at each CD, Aw is
the absorbance in the absence of micelles and Am is that
of totally micelle-incorporated 4-NBN. Using the data in
Fig. 1(C) and Eqn. (3), the calculated value of KNBN was
1.877 M�1.


Alkyl-N-substituted naphthalimides react with hydro-
xide ion yielding amides with UV and fluorescence
spectra different from those of the starting substrates.19 In
Tris–HCl buffer (0.01 M), pH 7.0, or in borate buffer
(0.01 M), pH 10.8, with and without CTAC, no measur-
able changes in the absorption or fluorescence of 4-NBN
was observed for several hours. The alkaline decomposi-
tion of 4-NBN, therefore, is not relevant on this time-
scale.


The fluorescence of 4-NBN was negligible [Fig. 2(B)].
The addition of RSH to CTAC-incorporated 4-NBN
resulted in time-dependent UV [Fig. 2(A)] and fluores-
cence [Fig. 2(B)] changes. In CTAC, the reaction product
exhibited fluorescence spectra with emission �max at
463nm (�exc at 391 nm) that was identical with synthetic
4-n-heptanothiolate-N-n-butyl-1,8-naphthalimide (4-
RSNBN) (see Methods). The spectral changes were
attributed, therefore, to substitution of the nitro group of
4-NBN by RSH yielding 4-RSNBN (Scheme 2).


'�
��� �� "##�� �# �$%� �� �&� �' ������ �# (�)�)* +%,
%-�������� ������� �# (�)�) +�*.� �/�. 0, �� $���12��
+/*/� 0,� �2 3*/4 +������ ����, 5��&��� ������� ��� +���&��
����, 5��& �$%� +/*//( 0,* +�, "##�� �# 6�$%�7 �� �&�
�-���-��� �# (�)�) +�*.� �/�. 0, �� $���12�� -�##��
+/*/� 0,� �2 3*/* +�, ���� �# +�8%�� %9, �� �8�� 6"!�* +:,7


+����� /
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Similar spectral changes were observed in the reaction
of 4-NBN with other thiols. 4-NBN reacts with ArSH, in
CTAC–0.0015 M HCl, leading to changes in UV and
fluorescence spectra [Fig. 2(C)]. The reaction of 4-NBN
with HESH, carried out in 0.004 M borate buffer (0.01 M),
pH 9.64, without micelles led to spectral changes
comparable to those observed with RSH and ArSH. In
Fig. 2(C) the fluorescence spectra of the products of
4-NBN with the three thiols are presented to allow


comparison. It is clear, therefore, that the three thiols
used here react with 4-NBN and yield comparable
substituted products.


In analyzing micellar effects, previous knowledge of
the rate-limiting step of the reaction in aqueous solution
is important.18 A limited analysis of the displacement
reaction of the nitro group of 4-NBN in water, using
thiols with different pKas, was undertaken. Since RSH
and ArSH are sparingly soluble in water, it was necessary
to add methanol to the reaction mixture in order to obtain
a significant thiol solubilization.


The observed first-order rate constants, k�, for the
reaction of RSH and 4-NBN determined by absorbance or
fluorescence changes were identical (not shown). The k�
of the reaction of 4-NBN with RSH was measured in
borate buffer (0.01 M), pH 10.5, in a mixture containing
water and methanol at a water molar fraction (XH2


O) of
0.835. Under these conditions k� increased linearly with
the total concentration of thiol, [RSH]T (not shown). In
order to estimate the value of k� in water, k�


w, XH2
O was


varied at fixed [RSH]T and [4-NBN]T (total concentration
of 4-NBN) in borate buffer (0.01 M), pH 10.5. k�
decreased linearly with XH2


O (between XH2
O = 0.82 and


0.97) and the value of k�
w was calculated by extrapola-


tion to XH2
O = 1 [Eqn. (4)]. The calculated value of the


second-order rate constant in water for the reaction, k2w,
(50.8 M�1 min�1) was calculated using k�


w, the pKa of
RSH in water20,21 (pKa = 10.7), [RSH]T = 2.5 � 10�4 M


and Eqn. (5):


k� � 0�5044 � 0�4967XH2O �4�
k2w � k���RS�	 �5�


where [RS�] is the concentration of thiolate at pH 7.0.
The value of k2w for the reaction of 4-NBN and ArSH


was obtained at a single water: methanol ratio
(XH2O = 0.953) using Tris–HCl (0.01 M), pH 8.0, [4-
NBN]T = 1.25 � 10�5 M, total thiophenol concentration
[ArSH]T = 1.25 � 10�4 M and pKa = 6.5 for ArSH.21 The
value of k2w calculated using Eqn. (5) was 187.6 M�1


min�1.
The reaction of HESH and 4-NBN was carried out in


borate buffer (0.01 M), pH 9.64. From the linear depen-
dence of k� with total concentration of HEHS, [HESH]T,
and using pKa = 9.64 for the thiolate group,22 a value of
k2w = 90.9 M�1 min�1 was calculated.


The k2w value for thiolysis of 4-NBN, in aqueous
solution, decreased with the pKa of the thiol (Fig. 3),
strongly suggesting that the rate-limiting step is not
nucleophilic attack but decomposition of the inter-
mediate. In a related reaction of the same and similar
substrates, e.g. nitro group displacement by amine
nucleophiles in aprotic polar solvents, the decomposition
of the intermediate Meisenheimer complex can also be
rate limiting.5a,9a,9b


CTAC micelles catalyzed the reactions of 4-NBN with


'�
��� !� %-�������� ��� ;�������� ������ �# �&�
������� ������� �# (�)�) 5��& �&����* +%, %-��������
������ �# �&� ������� ��<���� �# (�)�) ��� =�2 �� ��##�����
�����4 +����� ����, � > /� +������ �����, �� ������������ �����
��� +���&�� ����, � >�* ����������4 $���12�� -�##�� +/*/� 0,�
�2 3*/� 6=�27$ >  *.� �/�( 0� 6(�)�)7 >  *.� �/�. 0�
6�$%�7 > /*//( 0* +�, ���������� �������� ������ �#
������� ��<���� �# =�2 ��� (�)�) �� ��##����� �����
+��< > :?� ��,4 +����� ����, � > /� +������ �����, �� ������
������� ����� ��� +���&�� ����, � >�* ���������� �� �� +%,*
+�, ���������� �������� ������ +��< > :?� ��, �# �&�
������� ������� �# (�)�) 5��&4 +����� ����, =�2 6$���12��
+/*/� 0,� �2 3� �$%� /*//( 07@ +���&�� ����, %��2 +2��
/*//�. 0� �2  *A � �$%� /*//( 0,@ ��� +������ ����, 2"�2
6-����� -�##�� +/*/� 0,� �2 ?*A7
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RSH and ArSH. Addition of micelles caused a large rate
increase, and therefore the kinetics in the presence of
CTAC were obtained at pHs lower than those used
without the addition of detergent.


The rate of the reaction between RSH and 4-NBN was
determined by varying [CTAC] in 0.01 M Tris–HCl
buffer, pH 7.0. k� increased with [CTAC], reaching a
maximum, k�max, and then decreased to a plateau, as
observed for other micellar-modified bimolecular reac-
tions [Fig. 4(A)].18 The maximum micellar rate enhance-


ment, k�max/k�0, for the reaction was ca 4 � 105 at 1 mM


CTAC (Table 1). This value was obtained by dividing the
maximum observed rate constant, k�max, obtained at
[CTAC] = 1 mM, by the calculated observed rate constant
in the aqueous phase, k�0. The value of k�0 was
calculated taking into account the concentration of the
thiolate, [RS�], at pH 7.0 and k2w [Eqn. (5)].


The rate of the reaction of ArSH with 4-NBN in CTAC
micelles was determined in 0.00154 M HCl, pH 2.81 [Fig.
4(B)]. The effect of CTAC in the reaction rate was
qualitatively similar to that in the reaction of 4-NBN and
RSH and at 0.002 M CTAC and the value of k�max/k�0


was ca 1 � 105.
The kinetic effect of micelles in bimolecular reactions


is seldom due to catalysis.21,23 The observed rate en-
hancements are generally related to the concentrations of
the reagents in the micellar pseudophase and, in this
particular case, to the micellar effect on the extent of
acid–base dissociation generating the reactive nucleo-
phile, e.g. the thiolate anion.21,23 The pKas of RSH and
ArSH are 10.7 and 6.5, respectively, and the kinetic data
in micelles were obtained at pHs about 4 pH units below
the pKas of the thiols. Separation of local concentration
and acid–base dissociation effects from catalysis in
micellar-modified reactions requires quantitative analysis
of the effect of detergent concentration on the reaction
rates.23,24


The effect of CTAC on k� was analyzed quantitatively
using an ion-exchange formalism, as applied previously
for other bimolecular reactions where the nucleophile is
negatively charged and is formed by dissociation of a
protonated acid.24 The equilibrium and kinetic steps
involved are described in Scheme 3. In Scheme 3 the
subscripts f and b refer to the substrate free in the aqueous
phase and bound to the micellar phase, respectively, and
Ka is the thiol dissociation constant in the aqueous phase.


The binding of the RSH to the micelles is given by


KRSH � RSHb


RSHf CD
�6�


'�
��� /� "##�� �# �&� �B� �# �&� �&��� �� +�, ��CD 5 ��� +�,
��CD �* "##�� �# �B� �# �&� �&���� �� ��CD � +�,


'�
��� �� "##�� �# �$%� �� D� #�� �&� ������� �# (�)�)
5��& �&����* ������ ��� �<���������� ������ ��� ����� �����
5��� �-������ -E ����C "!�* +?, ��� �&� ���������� �� $�-��
� �� F� �&� ����* +%, $���12�� +/*/� 0,� �2 3*/� 6(�)�)7 >
:*/� �/�. 0� 6=�27$ >  *.� �/�( 0* +�, 2�� /*//�.( 0� �2
 *AG� 6(�)�)7 > :*/� �/�. 0� 6%��27$ >  *.� �/�( 0


����� �� ���������� ���� �� "!�* +?, �� F� D� ���� �# �&�
�������� �# (�)�) 5��& ��&�������&��� ��� �&���&�����


Parameter n-Heptanethiol Thiophenol


KRS/CI or KArS/Cl 122 16.3
KRSH or


KArSH (M�1)24 3.700 100
k2w (M�1 min�1) 50 189 
 9
k2m (M�1 min�1) 2.3 270 
 13
k�max/k�w 4.03 � 105 1.04 � 105


pKa
24 10.70 6.50


pKm
21 11.80 7.01


Conditions, pH
Tris–HCl (0.01 M),


pH 7.0
HCl 0.00154 M,


pH 2.81


a The following values were used in both fitting procedures: � = 0.27;
CMC = 5.5 � 10�4 M; KOH/Cl = 0.13;25 KCl/Br = 0.615;25 KNBN =
1.877 M�1; V = 0.32 l mol�1; pKw = 13.833 at 30°C.22
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The binding of RS�, OH� and Cl� to CTAC micelles
can be described through the ion-exchange constants
KRS/Cl and KOH/Cl as in Eqns (7) and (8) and Scheme
3:23,24


KRS�Cl � RSbClf


RSf Clb
�7�


KOH�Cl � OHbClf


OHf Clb
�8�


The observed rate constant, k�, for the reaction of RS�


with 4-NBN in the presence of micelles [Tris–HCl buffer
(0.01 M), pH 7.0] is given by23,24


k� � �RSH	TKa��k2m�V� KNBNKRS�Cl�Clb�Clf �
� �� k2w�


��Kw�OHf ��1 � KRSHCD� � Ka 1 � KRS�Cl�Clb�Clf �
� ���1 � KNBNCD�


�9�


where Kw is the ionization constant for water (pKw =
13.833 at 30°C),22 OHf is the hydroxide concentration in
the aqueous phase and Clb and Clf are given by


Clf � �CD � RSb � OHb �10�
Clb � �1 � �� CD � OHb � RSb �11�


Equations for solving for OHb and RSb are given
elsewhere.21,23–25 k2m is the second-order rate constant
for the reaction in the micellar phase, [RSH] is the total
concentration of RSH used in the experiment, V is the
molar volume of micellar phase and � is the degree of
micellar dissociation. The detailed calculation and fitting
procedures have been extensively discussed.23,24


The values of KOH/Cl, KCl/Br, KRS/Br, KRSH, � and V
were taken from previous work and are given in Table
1.24,25 KRS/Cl was calculated from the ratio KRS/Br/KCl/Br


and CMC, k2w and KNBN were determined here (Table 1).
Using these parameters, the best fit of the experimental
data with Eqn. (9) was obtained with a value of k2m = 2.8
min�1 M�1 and a ratio k2m/k2w = 0.056. According to this
calculation, the rate constant in the micellar pseudophase
is lower than that in the aqueous phase, as observed for a
variety of bimolecular reactions.24 Therefore, the rate
enhancement observed upon transferring the reagents to
the micellar phase was due mainly to reagent concentra-
tion.


The same analysis was performed with the data
obtained in the reaction of ArSH and 4-NBN. The
binding constant of ArSH to CTAC, kArSH, and the ion-
exchange constant for ArS�/Cl� exchange, KArS/Cl are
defined in Eqns (6) and (7). The values of kArSH and KArS/


Br in CTAB micelles have been experimentally deter-
mined elsewhere.21 KArS/Cl was calculated from the ratio
KArS/Br/KCl/Br and KArSH used in the fit was 100 M�1, very
close to that determined in CTAB (120 M�1).21 The value
of k2m obtained from fitting the data to Eqn. (9) was
270 M�1 min�1, ca 1.4 times higher than k2w (Table 1).


The relationship between log k2w (or log k2m) and pKa


shows a decrease in both second-order rate constants with
increasing pKas of the thiols (Fig. 3). It is likely,
therefore, that both in the aqueous phase and in the
micellar pseudophase thiolates attack is not rate limiting.


The rate enhancement promoted by CTAC micelles of
the reactions of ARSH and RSH with 4-NBN can be
attributed to a change in the pKa of the thiol in the
micelles or to different site locations of the thiols in the
micellar phase. Correia et al., in a study of the thiolysis of
substituted benzoate esters, calculated the pKa of the


thiols in the micellar phase, pKm.21 The calculated pKm


values for ArSH and RSH in CTAB micelles were 7.01
and 11.8, respectively.21 Using either pKa or pKm, rate
constants decrease with pK and the slopes do not change
significantly (Fig. 3).


The environment of different reacting molecules in the
micellar phase involves polar and non-polar interactions
and the solubilized molecules are relatively mobile.18


The nucleophiles used here are hydrophobic and
negatively charged thiols. The positive charge of CTAC
micelles allows preferential solubilization of both thiols
with the negative charge located at the surface of the
micelles and the hydrophobic moiety at the micellar
interior. 4-NBN is probably more mobile than the thiols
and it can be assumed that it is more homogeneously
distributed in the micelle. On the other hand, the
transition state of both reactions has a more diffuse
negative charge, implying a less defined location. As the
structures of the transition states for the reactions of RSH
and ArSH with 4-NBN are different, the average
localizations can also be different. The effect of methanol
on the reactivity of the reaction of RSH and 4-NBN
indicates that differences in solvation can lead to a
decrease in the rate constant of the reaction. Hence it is
reasonable to assume that differential site locations from
both transition states, and/or substrates, can be respon-
sible for the diverse effects on k2m for ArSH and RSH
reactions with 4-NBN.


In conclusion we have shown that thiolates react with
4-NBN producing substitution products. CTAC micelles
significantly increase the reaction rate and quantitative
analysis of micellar effects ascribe this effect almost
exclusively to reagent concentration and local effects on
thiol acid–base equilibrium. In addition, the reaction
products of thiolysis of 4-NBN were shown to be highly
fluorescent and this reaction can be used to determine
quantitatively the concentration of thiol groups.
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